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#### Abstract

Many advanced lattice cryptography applications require efficient algorithms for inverting the socalled "gadget" matrices, which are used to formally describe a digit decomposition problem that produces an output with specific (statistical) properties. The common gadget inversion problems are the classical (often binary) digit decomposition, subgaussian decomposition, Learning with Errors (LWE) decoding, and discrete Gaussian sampling. In this work, we build and implement an efficient lattice gadget toolkit that provides a general treatment of gadget matrices and algorithms for their inversion/sampling. The main contribution of our work is a set of new gadget matrices and algorithms for efficient subgaussian sampling that have a number of major theoretical and practical advantages over previously known algorithms. Another contribution deals with efficient algorithms for LWE decoding and discrete Gaussian sampling in the Residue Number System (RNS) representation.

We implement the gadget toolkit in PALISADE and evaluate the performance of our algorithms both in terms of runtime and noise growth. We illustrate the improvements due to our algorithms by implementing a concrete complex application, key-policy attribute-based encryption (KP-ABE), which was previously considered impractical for CPU systems (except for a very small number of attributes). Our runtime improvements for the main bottleneck operation based on subgaussian sampling range from 18 x (for 2 attributes) to 289x (for 16 attributes; the maximum number supported by a previous implementation). Our results are applicable to a wide range of other advanced applications in lattice cryptography, such as GSW-based homomorphic encryption schemes, leveled fully homomorphic signatures, key-hiding PRFs and other forms of ABE, some program obfuscation constructions, and more.


## 1 Introduction

Many advanced applications of lattice cryptography require the generation of a random integer matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$ (with uniform entries modulo $q$ ) together with a strong trapdoor (typically a short* basis $\mathbf{S}$ for the lattice defined by $\mathbf{A}$ as a parity check matrix). The strong trapdoor is used to efficiently "invert" the classical Short Integer Solution (SIS) and Learning with Errors (LWE) functions $f_{\mathbf{A}}(\mathbf{x})=\mathbf{A x}$ and $g_{\mathbf{A}}(\mathbf{s}, \mathbf{e})=\mathbf{s}^{t} \mathbf{A}+\mathbf{e}^{t}$ associated to the matrix $\mathbf{A}$. Theoretical solutions to these trapdoor generation and function inversion problems have long been known [1, 6, 7, 30, 22]. However, the trapdoor constructions of $[1,6]$ and generic inversion algorithms of $[7,30,22]$ are rather complex, inefficient, and not suitable for practice.

An important step towards bringing advanced lattice cryptographic applications to practice was taken in [34], where a new notion of trapdoor (and associated generation algorithm) is proposed. The trapdoor

[^0]of [34] transforms the problem of inverting the random functions $f_{\mathbf{A}}, g_{\mathbf{A}}$ to the problem of inverting the same type of functions $f_{\mathbf{G}}, g_{\mathbf{G}}$, but for a specific, carefully designed "gadget" matrix $\mathbf{G}$, which admits much simpler and faster inversion algorithms. Gadget matrices similar to the one of [34] had already been used in a number of previous works, starting from Ajtai's first construction of "solved instances of the shortest basis problem" [1], and including virtually all works on (fully) homomorphic encryption schemes based on the LWE problem (e.g., see $[12,23]$ ); though different works use the gadget matrix for somehow different purposes. In fact, there are several inversion problems associated to the gadget matrix $\mathbf{G}$ :

- Digit Decomposition: This is the problem of expressing an arbitrary vector $\mathbf{u} \in \mathbb{Z}_{q}^{n}$ as a short vector $\mathbf{x}$ such that $\mathbf{G x}=\mathbf{u}(\bmod q)$. This is perhaps the most basic use of the gadget matrix $\mathbf{G}$, and plays an important role in the key-switching and multiplication operations of fully homomorphic encryption (FHE) schemes. For example, the binary decomposition gadget matrix $\mathbf{G}=\left[\mathbf{I}, 2 \mathbf{I}, \ldots, 2^{k} \mathbf{I}\right]$ allows to write any vector with entries in $\mathbb{Z}_{q}$ as a combination $\sum_{i} 2^{i} \mathbf{x}_{i}$ of vectors $\mathbf{x}_{i} \in\{0,1\}^{n}$ with the $\{0,1\}$ coefficients corresponding to the binary digits of the entries in $\mathbf{u}$.
- Subgaussian Decomposition: This is a type of randomized digit decomposition, where a short vector $\mathbf{x}$ satisfying $\mathbf{G x}=\mathbf{u}(\bmod q)$ is chosen according to a distribution with desirable statistical properties. This alternative to the standard binary decomposition was suggested in [5] as a method to improve the noise growth in homomorphic computations using variants of the GSW homomorphic encryption scheme [23], and is potentially applicable to the key-switching and homomoprhic multiplication operations of many other FHE schemes.
- LWE Decoding: Given $\mathbf{s}^{t} \mathbf{G}+\mathbf{e}^{t}$ for a sufficiently small error vector $\mathbf{e}$, recover both $\mathbf{s}$ and $\mathbf{e}$. This is the (deterministic) inversion problem for the standard (injective) LWE function $g_{\mathbf{G}}$, which is used, for example, in the decryption algorithms of LWE-based cryptosystems.
- Discrete Gaussian Sampling: Produce a sample from a discrete gaussian distribution over the set of all integer vectors $\mathbf{x}$ such that $f_{\mathbf{G}}(\mathbf{x})=\mathbf{u}$. This problem was the main focus of [34], and is used, for example, in hash-and-sign lattice-based signatures and trapdoor delegation for identity-based encryption, among many other applications.

Very efficient gadget inversion algorithms were given in [34], but only for the Discrete Gaussian Sampling and LWE Decoding problems, and in the very special setting where the modulus $q=b^{k}$ is the power of a small base $b$. For the case of Discrete Gaussian Sampling, an equally efficient, but more general solution, was recently proposed in [20] for arbitrary modulus $q$, expanding the range of advanced lattice cryptography applications that admit a reasonably practical implementation. (E.g., see [18, 17, 27, 9, 26].) We remark that trapdoor inversion is the most complex operation in many applications of lattice cryptography, and effective solutions to gadget inversion play a critical role in determining the efficiency, quality and other performance characteristics of higher-level algorithms and the final applications.

The main focus of our work is Subgaussian Decomposition, a problem that has received little or no attention so far, and still has the potential to substantially improve the efficiency of many important applications. The importance of subgaussian sampling is easily explained by comparing it to the related problems of Digit Decomposition and Discrete Gaussian Sampling. We recall that lattice-based cryptography directly supports linear homomorphic operations, but ciphertexts are noisy, and their quality degrades when performing homomorphic operations: the noise of a sum $c_{0}+c_{1}$ is the sum of the noise in the original ciphertexts $c_{0}, c_{1}$. More critically, when multiplying a ciphertext by a constant $\alpha$, the noise scales by a factor $\alpha$, which can be arbitrarily large. So, one needs to limit linear combinations to use only small coefficients. This is typically done using binary digit decomposition: given encryptions $c_{i}$ of $2^{i} m$ (for $i=0, \ldots, k-1$ ), one can compute an encryption of $\alpha m$ (for a large $\alpha<2^{k}$ ) by taking a $0-1$ combination $\sum_{i} \alpha_{i} c_{i}$, where $\alpha=\sum_{i} 2^{i} \alpha_{i}$ is the binary representation of $\alpha$. This way, the resulting noise scales linearly with $k=\log \alpha$, rather than $\alpha$. Subgaussian decomposition allows to make the resulting noise even smaller: due to cacellations between randomly chosen coefficients, subgaussian decomposition has a "pythagorean additivity" property that makes the noise grow only as $O(\sqrt{k})$. The gain is even more substantial when adding many (say $n$ ) ciphertexts, in which case the
noise growth is improved by a factor $\sqrt{n k}$. At the other end of the spectrum, pythagorean growth can also be achieved using Discrete Gaussian Sampling, as gaussian distributions are by definition also subgaussians. However, gaussian sampling is considerably more costly than digit decomposition, both in terms of running time, randomness and output quality: even with the improved algorithms of [20, 34], Discrete Gaussian Sampling is much more complex than a simple digit decomposition, and it necessarily produces "digits" (i.e., coefficients) that are larger than naive binary decomposition roughly by a factor $\Omega(\sqrt{\log k})$. The added algorithmic complexity and noise overhead make gaussian sampling unattractive in practice, and, perhaps not surprisingly, all implementations we are aware of use digit decomposition whenever possible.

Subgaussian decomposition has the potential to offer the best of both worlds: pythagorean additivity, but without the $\Omega(\sqrt{\log k})$ noise overhead of a full-blown discrete gaussian sampler. These potential advantages were already outlined in [5], but they were so far considered only of theoretical interest. In fact, none of the subsequent improvements and implementations [19, 15, 16, 36] make use of subgaussian sampling.

Our contribution The main contribution of our work is a set of new gadget matrices and algorithms for efficient subgaussian sampling. The improvements are not just theoretical/asymptotical, but very practical, as demonstrated by a concrete complex application: an implementation of a Key-Policy Attribute-Based Encryption (KP-ABE) scheme that speeds up previous implementation efforts by more than one order of magnitude. (See below and Sections 7 and 8 for details.) On the theoretical side, our algorithms and gadgets result in pythagorean error growth and optimal (essentially linear) time complexity. In practice, the algorithms are easy to implement and have very small hidden constants both in the number of operations they perform and the subgaussian parameters, offering a very attractive alternative to the naive deterministic digit decomposition methods currently used in the implementation of FHE and other related pritimives. Moreover, our gadgets and algorithms have a number of other useful properties that make them even more attractive in practice:

- All our algorithms require very little storage and only a modest (essentially optimal) amount of randomness. In particular, our gadget matrices have a very regular structure, and do not need to be explicitly stored.
- We support an arbitrary modulus $q$. This is not just of theoretical interest, as fast implementations of lattice cryptography $[31,33,8,29]$ require moduli of special form in order to make use of the Number Theoretic Transform (NTT).
- Our gadgets and algorithms support the "Full RNS" and "double CRT" techniques used to implement lattice cryptography with large modulus without the need for arbitrary-precision arithmetic libraries [21, 8, 29].

Beside subgaussian decomposition, we also provide very efficient algorithms for LWE Decoding and Discrete Gaussian Sampling that improve previous work [34, 20] by supporting arbitrary moduli and Full RNS implementations. (For Discrete Gaussian Sampling, algorithms supporting arbitrary moduli were already provided in [20], but for gadget matrices that do not support Full RNS implementations.)

Taken together, our algorithms provide a complete lattice gadget toolkit, offering efficient solutions to the full range of inversion problems encountered in lattice cryptography: Subgaussian Decomposition, LWE Decoding, and Discrete Gaussian Sampling. Our results are not just of theoretical interest, but are also relevant to the implementation and use of advanced lattice cryptography applications.

In order to demonstrate the applicability of our results, we developed an open-source optimized implementation of our algorithms and used it to implement a complex application: a key-policy attribute-based encryption scheme, which utilizes in a single setting most of the new algorithms developed in this paper. Our experimental results strongly support the theoretical analysis, showing both that (with proper algorithms and implementations) the advantages of pythagorean additivity clearly outweight the modest increase in computational cost over naive bit decomposition, and that the overall impact on the performance of lattice applications can be substantial. Our CPU implementation of homomorphic access policy evaluation for keys and ciphertexts (the most expensive operation in KP-ABE schemes) outperforms the previous CPU
implementation (for a comparable level of security) by a factor ranging from 18 x to 289 x as the number of policy attributes grows from 2 to 16 . For higher numbers of attributes, previous CPU implementations were not feasible (only a GPU implementation is known), while we were able to run our implementation within reasonable running times for as many as 128 attributes. Other operations are also faster in our implementation, and memory requirements are also much smaller (by more than a factor of 2 x in the simplest case of 2 attributes, and more than one order of magnitude at 16 attributes.) In summary, our results show that using our toolkit gadget inversion is no longer the bottleneck in efficient implementations of lattice cryptography, and it can be profitably used to achieve better performance and scalability both in theory and practice.

While in this paper we focused on the algorithmic core of a general gadget toolkit, and on a specific (but representative) application, our results are applicable to a wide range of other advanced applications in lattice cryptography. These include the use of subgaussian decomposition in GSW-based homomorphic encryption schemes [19, 16, 15], leveled fully homomorphic signatures [25], key-hiding PRFs and other forms of ABE [4], obfuscation of finite automata and branching programs using graph-induced encoding [28], and more.

Techniques Our efficient lattice gadget toolkit is based on better algorithmic solutions to known problems, but also on a new class of gadget matrices that enable our algorithmic improvements. While gadget matrices of the type used in [34] and our work are quite common in lattice cryptography, they have never been formally defined. In fact, as different applications and algorithms use the gadget matrices in somehow different ways, it was not even clear if one could meaningfully define gadget matrices as abstract mathematical objects, and most of previous works use the term "gadget" informally to identify specific constructions.

The starting point of our investigation is a simple, intuitive definition of gadget matrix, which turns out to be relevant to the solution of all algorithmic problems studied in this work. For any dimension $n$ and modulus $q$ (typically mandated by the application), a gadget of quality $\beta$ is a matrix $\mathbf{G} \in \mathbb{Z}_{q}^{n \times w}$ such that any $\mathbf{u} \in \mathbb{Z}_{q}^{n}$ can be represented as $\mathbf{G x}=\mathbf{u}$ for some small integer vector $\mathbf{x} \in \mathbb{Z}^{w}$ of norm $\|\mathbf{x}\| \leq \beta$. This definition is directly motivated by the Digit Decomposition problem, but as we show in Section 3, it is already enough to enable theoretically efficient solutions to all of the algorithmic problems discussed above. (See Theorem 3.1 and Corollary 3.1.) The generic solutions obtained from Corollary 3.1 are not suited for practice, both in terms of algorithmic complexity and output quality. Still, a generic definition of gadget is useful to delimit a design space which extends well beyond the simplest (and perhaps most natural) construction of decomposition gadget $\left[1,2,2^{2}, \ldots, 2^{k-1}\right]$ corresponding to the the standard binary representation of a number as a sequence of bits. Other gadgets used in our work are digit decomposition gadgets $\left[1, b, b^{2}, \ldots, b^{k-1}\right]$ with a larger base $b>2$, the CRT gadget $\left[g_{1}, \ldots, g_{k}\right]$ where $g_{i}=\left(\left(q / q_{i}\right)^{-1} \bmod q_{i}\right) \cdot\left(q / q_{i}\right)$ (for composite moduli with relatively prime factorization $q=\prod_{i} q_{i}$ ) as well as hybrids between the two approaches where each $g_{i}$ is replaced by an appropriate multiple of a vector of the form $\left[1, b, b^{2}, \ldots, b^{k-1}\right]$. While the use of CRT gadgets for digit decomposition in the implementation of FHE schemes [8, 29] or even the foundation of Ring LWE [32] is not new, their applicability in the context of gaussian or subgaussian sampling is, to the best of our knowledge, novel.

Our subgaussian decomposition algorithms use ideas and techniques from recent work on discrete gaussian sampling for arbitrary modulus [20]. In particular, we use the $\mathbf{S D}$ matrix factorization for the lattice defined by $\mathbf{G}$, and then perform subgaussian decomposition with respect to matrix $\mathbf{D}$, which is sparse and triangular, and admits much faster algorithms. A solution to the original problem is obtained using $\mathbf{S}$ as a linear transformation. Naturally, the details of our subgaussian decomposition algorithm for $\mathbf{D}$ are quite different from the algorithms in [20], as that paper solves a different problem (discrete gaussian sampling.) But, as our algorithm can sample an output vector $\mathbf{x}$ with respect to an arbitrary (not necessarily isotropic) subgaussian distribution, there is no need to apply gaussian correction terms (as done in [20]), and our algorithm is much simpler and more efficient.

Our efficient decoding algorithm is analogous. Specifically, the decoding problem can be seen as decoding an input to a lattice basis $q(\mathbf{S D})^{-t}=\mathbf{S}^{-t}\left(q \cdot \mathbf{D}^{-t}\right)$. Now we can solve the decoding problem by first using $\mathbf{S}^{t}$ as a linear transformation, then by decoding the transformed input to the lattice generated by $q \cdot \mathbf{D}^{-t}$. This lattice is efficiently decodable since it, too, has a sparse, triangular basis.

Our toolkit implementation focuses on providing full ring and RNS support for all gadget algorithms because ring multiplications can be efficiently computed via NTTs and large integer operations can be efficiently performed using native arithmetic in RNS. Full RNS / double CRT constructions based on power-of-two cyclotomic rings provide the best performance for the majority of known lattice cryptography primitives, as illustrated by our experimental results for subgaussian sampling and key-policy attribute-based encryption.

Organization The rest of the paper is organized as follows. In Section 2 we review some preliminary material. In Section 3 we present our general definition of gadget matrices. Next, in Section 4 and Section 5 we present our core gadgets and algorithms for subgaussian decomposition and LWE decoding with arbitrary modulus. In Section 6 we extend these algorithms to large composite moduli to allow efficient operations in CRT form without the need of multiprecision integer arithmetics. Finally, Section 7 and 8 we present our implementation and experimental results.

## 2 Preliminaries

We indicate numbers with lowercase letters, such as $z \in \mathbb{Z}$, vectors as bold lowercase letters, $\mathbf{z} \in \mathbb{Z}^{n}$, and matrices as uppercase bold letters, $\mathbf{M} \in \mathbb{R}^{n \times n}$. The default norm used is the $l_{2}$ norm of a vector unless stated otherwise, though we will often use the max, or $l_{\infty}$, norm. For a real number $r$, denote $\lceil r\rfloor$ as the deterministic rounding function to a nearest integer of $r$. Rounding a real vector is applied analogously. Many computations will be done over the integers modulo $q, \mathbb{Z}_{q}$. We view $\mathbb{Z}_{q}$ through its balanced coset representatives in $(-q / 2, q / 2$ ] unless stated otherwise. For a positive integer base $b$ and a non-negative integer $u<b^{k}$, $u$ 's b-ary decomposition is a vector $[u]_{b}^{k}=\left(u_{0}, \cdots, u_{k-1}\right) \in\{0, \cdots, b-1\}^{k}$ and satisfies $\sum_{i} b^{i} u_{i}=z$. When $b=2$, this is simply $u$ 's binary decomposition. Recall the Chinese Remainder Theorem for modular arithmetic. Let $q$ be a positive integer with a prime factorization of $q=p_{1}^{e_{1}} \cdots p_{l}^{e_{l}}=q_{1} \cdots q_{l}$. Then by the Chinese Remainder Theorem (CRT), we have $\mathbb{Z}_{q} \cong \mathbb{Z}_{q_{1}} \times \cdots \times \mathbb{Z}_{q_{l}}$. The isomorphism $\phi(\cdot)$ is given by $\phi(a)=\left(a \bmod q_{1}, \cdots, a \bmod q_{l}\right)$ and its inverse is $\phi^{-1}\left(a_{1}, \cdots, a_{l}\right)=\sum_{i}\left(a_{i}\right) q_{i}^{*} \hat{q}_{i}$ where $q_{i}^{*}:=\frac{q}{q_{i}}$ and $\hat{q}_{i}:=\left(q_{i}^{*}\right)^{-1} \bmod q_{i}$.

For a probability distribution $\chi$, we denote $e \leftarrow \chi$ to mean $e$ is sampled from $\chi$. When $\chi$ is trivial (often over a number $x$ ), we will use $e \leftarrow x$ to be variable assignment as well. We will need the following, known as the Geršgorin Circle Theorem.

Theorem 2.1 (Geršgorin) Let $\mathbf{M}$ be an $n \times n$ matrix with complex entries. For each row $i$, let $r_{i}$ be the sum of its non-diagonal entries: $r_{i}=\sum_{j \neq i}|\mathbf{M}(i, j)|$. Then, the eigenvalues of $\mathbf{M}$ are all in $\bigcup_{i}\{z \in \mathbb{C}$ : $\left.|z-M(i, i)| \leq r_{i}\right\}$.

### 2.1 Subgaussian Random Variables

A random variable $X$ over $\mathbb{R}$ is subgaussian [32,38] with parameter $\alpha>0$ if its (scaled) moment generating function satisfies $\mathbb{E}[\exp (2 \pi t X)] \leq \exp \left(\pi \alpha^{2} t^{2}\right)$ for all $t \in \mathbb{R}$. Scaling a subgaussian $X$ by any $c \in \mathbb{R}$ to $c \cdot X$ yields a subgaussian random variable with parameter $|c| \alpha$. If $X$ is subgaussian with parameter $\alpha$, then its tails are dominated by a gaussian parameterized by $\alpha, \operatorname{Pr}\{|X| \geq t\} \leq 2 \exp \left(-\pi t^{2} / \alpha^{2}\right)$. Any B-bounded centered $(\mathbb{E}[X]=0)$ random variable $X$ is subgaussian with parameter $B \sqrt{2 \pi}$. When $X$ is subgaussian with parameter $\alpha$ and $Y$ conditioned on $X$ taking any value is subgaussian with parameter $\beta, X+Y$ is subgaussian with parameter $\sqrt{\alpha^{2}+\beta^{2}}$. This property is called Pythagorean additivity. The proof of the following Lemma is gotten by simply expanding $\mathbb{E}[\exp (2 \pi t(X+Y))]$.

Lemma 2.1 Let $X, Y$ be discrete random variables over $\mathbb{R}$ such that $X$ is subgaussian with parameter $\alpha$ and $Y$ conditioned on $X$ taking any value is subgaussian with parameter $\beta$. Then, $X+Y$ is subgaussian with parameter $\sqrt{\alpha^{2}+\beta^{2}}$.

A random vector $\mathbf{x}$ over $\mathbb{R}^{n}$ is subgaussian with parameter $\alpha>0$ if $\langle\mathbf{x}, \mathbf{u}\rangle$ is subgaussian with parameter $\alpha$ for all unit vectors $\mathbf{u}$. Using a similar calculation to the above, one can show that if each coefficient of a
random vector is subgaussian with parameter $\alpha$ conditioned on the previous coefficients taking any values, then the vector is subgaussian with parameter $\alpha$. The slightly more general fact below is needed for our algorithms. Its proof is analogous to the proof of Lemma 2.1.

Lemma 2.2 Let $\mathbf{x}$ be a discrete random vector over $\mathbb{R}^{n}$ such that each coordinate $x_{i}$ is subgaussian with parameter $\alpha_{i}$ given the previous coordinates take any values. Then, $\mathbf{x}$ is a subgaussian vector with parameter $\max _{i}\left\{\alpha_{i}\right\}$.
We emphasize this fact, for without it one is left with an unnecessary $\sqrt{n}$ term in calculations on subgaussian vectors $\mathbf{x} \in \mathbb{R}^{n}$. Now, that the sum of independently generated random vectors $\mathbf{x}$ and $\mathbf{y}$ subgaussian with parameters $\alpha$ and $\beta$ is a subgaussian vector with parameter $\sqrt{\alpha^{2}+\beta^{2}}$ immediately follows.

A main algorithm presented in this paper will rely on a linear transformation of a discrete subgaussian vector.

Lemma 2.3 (Simplified [32, Corollary 2.3]) Let $\mathbf{x}$ be a subgaussian random vector with parameter $\alpha$ and let $\mathbf{M}$ be a linear transformation. Then, $\mathbf{M x}$ is a subgaussian vector with parameter $\alpha \lambda_{\max }\left(\mathbf{M M}^{T}\right)^{1 / 2}$ where $\lambda_{\max }(\cdot)$ is the largest eigenvalue.

### 2.2 Lattices

A lattice is a discrete subgroup of $\mathbb{R}^{n}$. Equivalently, a lattice $\Lambda$ can be represented as the set of all integer combinations of a basis $\mathbf{B}=\left[\mathbf{b}_{1}, \cdots, \mathbf{b}_{k}\right] \in \mathbb{Z}^{n \times k}, \Lambda=\left\{\sum_{1}^{k} z_{i} \mathbf{b}_{i}: z_{i} \in \mathbb{Z}\right\}=\mathcal{L}(\mathbf{B})$. Notice that any permutation of basis vectors is another lattice basis. We only consider full-rank lattices $(k=n)$. A lattice is an integer lattice if it is a sublattice of $\mathbb{Z}^{n}$. The dual lattice of $\Lambda$, denoted as $\Lambda^{*}$, is the set $\Lambda^{*}=\{\mathbf{z} \in$ $\left.\mathbb{R}^{n}:\langle\mathbf{z}, \Lambda\rangle \subseteq \mathbb{Z}\right\}$. Given a basis $\mathbf{B}$ for $\Lambda$, its dual basis is $\mathbf{B}^{-t}$ which is also a basis for $\Lambda^{*}$. We will consider direct sums of lattices, $\Lambda=\Lambda_{1} \oplus \cdots \oplus \Lambda_{l}$ and their dual lattices $\Lambda^{*}=\Lambda_{1}^{*} \oplus \cdots \oplus \Lambda_{l}^{*}$. The number $\lambda_{i}(\Lambda)$ is the radius of the smallest ball containing $i$ linearly independent lattice vectors.

Given a basis $\mathbf{B}=\left[\mathbf{b}_{1}, \cdots, \mathbf{b}_{n}\right]$ for a lattice $\Lambda$, its Gram-Schmidt orthogonalization (GSO) is the set of vectors $\widetilde{\mathbf{B}}=\left[\widetilde{\mathbf{b}}_{1}, \cdots, \widetilde{\mathbf{b}}_{n}\right]$ where $\widetilde{\mathbf{b}}_{i}$ is the component of $\mathbf{b}_{i}$ orthogonal to $\operatorname{span}\left(\mathbf{b}_{1}, \cdots, \mathbf{b}_{i-1}\right)$. The GSO is not another basis for the lattice in general, but it gives us a tiling of $\mathbb{R}^{n}$ given by $\mathbb{R}^{n}=\cup_{\mathbf{x} \in \Lambda}\left(\mathbf{x}+\mathcal{P}_{1 / 2}(\widetilde{\mathbf{B}})\right)$ where $\mathcal{P}_{1 / 2}(\widetilde{\mathbf{B}}):=\widetilde{\mathbf{B}} \cdot(-1 / 2,1 / 2]^{n}$. Note that the GSO depends on the order of the vectors given. We define the reverse order GSO analogously. The algorithms presented in this paper will all be instantiations of Babai's greedy decoding algorithm known as the nearest plane algorithm [7].

Theorem 2.2 There is an algorithm which given $\mathbf{B}, \widetilde{\mathbf{B}}, \mathbf{t} \in \mathbb{R}^{n}$ returns the unique lattice point in $\mathbf{t}+\mathcal{P}_{1 / 2}\left(\mathbf{B}^{*}\right)$ in time $O\left(n^{2}\right)$ and memory $O\left(n^{3}\right)^{\dagger}$.

Discrete Gaussians Let $A \subset \mathbb{R}^{n}$ be a discrete set, and let the (spherical) gaussian function with width $s$ and center $\mathbf{c} \in \mathbb{R}^{n}$ be $\rho_{s, \mathbf{c}}(\mathbf{x})=\exp \left(-\pi\|\mathbf{x}-\mathbf{c}\|^{2} / s^{2}\right)$. Let $\rho_{s, \mathbf{c}}(A)=\sum_{\mathbf{y} \in A} \rho_{s, \mathbf{c}}(\mathbf{y})$. When $s=1$ and $\mathbf{c}=\mathbf{0}$, we denote this as $\rho(\cdot)$. Then, the discrete gaussian distribution has probability $\rho_{s, \mathbf{c}}(\mathbf{x}) / \rho_{s, \mathbf{c}}(A)$ for each $\mathbf{x} \in A$. This distribution is denoted as $D_{A, s, \mathbf{c}}$. When $A=\Lambda$ is a lattice, we have the smoothing parameter [35] for some $\varepsilon>0$, denoted as $\eta_{\varepsilon}(\Lambda)$. It is defined as the minimum $s>0$ such that $\rho\left(s \cdot \Lambda^{*}\right) \leq 1+\epsilon$. Polynomial time discrete gausisan sampling algorithms for general lattices are given in [22, 13].
q-ary Lattices Throughout this paper we will mostly be concerned with q-ary lattices. These are fullrank integer lattices with $q \cdot \mathbb{Z}^{k}$ as a sublattice. Fix an integer $q>0$ to be used as a modulus and let $m>w>n$. A matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$ is primitive if $\mathbf{A} \mathbb{Z}_{q}^{m}=\mathbb{Z}_{q}^{n}$. Given an $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$, we define the following lattices: $\Lambda_{q}^{\perp}(\mathbf{A})=\left\{\mathbf{z} \in \mathbb{Z}^{m}: \mathbf{A z}=\mathbf{0} \bmod q\right\}$, and $\Lambda_{q}(\mathbf{A})=\left\{\mathbf{v} \in \mathbb{Z}^{m}: \exists \mathbf{s} \in \mathbb{Z}^{n}, \mathbf{v}^{t}=\mathbf{s}^{t} \mathbf{A} \bmod q\right\}$. These lattices satisfy the following duality relation: $\Lambda_{q}^{\perp}(\mathbf{A})^{*}=q \cdot \Lambda_{q}(\mathbf{A})$. Further, the cosets of $\Lambda_{q}^{\perp}(\mathbf{A})$, $\Lambda_{\mathbf{u}}^{\perp}(\mathbf{A}):=\left\{\mathbf{z} \in \mathbb{Z}^{m}: \mathbf{A z}=\mathbf{u} \bmod q\right\}$, are in bijection with $\mathbb{Z}_{q}^{n}$ when $\mathbf{A}$ is primitive. Let $\mathbf{G}$ be an arbitrary,

[^1]primitive matrix over $\mathbb{Z}_{q}$. The following sampling problem, defined on the integer cosets of $\Lambda_{q}^{\perp}(\mathbf{G})$, is needed for many advanced lattice crypto-schemes.

Definition 2.1 For a primitive $\mathbf{G} \in \mathbb{Z}_{q}^{n \times w}$, the subgaussian decomposition problem with parameter $\alpha$ for $\mathbf{G}$ is to sample vectors $\mathbf{x} \in \mathbb{Z}^{w}$ subgaussian with parameter $\alpha$ such that $\mathbf{u}=\mathbf{G x} \bmod q$ for arbitrary $\mathbf{u}$ given as input.

Another name for this problem is subgaussian sampling. A generic adaptation of Babai's algorithm (analyzed in our Appendix, called subgaussian nearest plane) is used in [5] (AP14) to achieve subgaussian decomposition for a specific G. In general, this generic algorithm runs in time $O\left(k^{2}\right)$, and uses space $O\left(k^{3}\right)$. Another, related problem is the discrete gaussian sampling problem.
Definition 2.2 For a primitive $\mathbf{G} \in \mathbb{Z}_{q}^{n \times w}$, the discrete gaussian sampling problem with width sfor $\mathbf{G}$ is to sample vectors $\mathbf{x} \in \mathbb{Z}^{w}$ distributed as $D_{\mathbb{Z}^{w}, s}$ conditioned on $\mathbf{G x} \bmod q=\mathbf{u}$ for arbitrary $\mathbf{u}$ given as input.

An efficient solution with small $s$ for commonly used G's are given in [34, 20]. both of the above sampling problems have polynomial time solutions using randomized versions of Babai's algorithm. In addition, we will consider decoding the $q$-ary code defined by $\mathbf{G}$ for an arbitrary, primitive $\mathbf{G}$.

Definition 2.3 For a primitive $\mathbf{G} \in \mathbb{Z}_{q}^{n \times w}$, the LWE decoding problem with tolerance $\delta$ on $\mathbf{G}$ is to return $\mathbf{s}$ given $\mathbf{s}^{t} \mathbf{G}+\mathbf{e}^{t} \bmod q$ for an error $\|\mathbf{e}\|_{\infty}<\delta$.

Specifically, we want to efficiently decode $\mathbf{G}$ while maximizing $\delta \in[0, q / 2)$. An efficient LWE decoding algorithm for a specific, commonly used $\mathbf{G}$ ( $b=2$ in the paragraph below) with tolerance $q / 4$ is provided in [34]. A $\mathbf{G}$ commonly used in lattice crypto-schemes is defined as follows. Fix an integer $b \in(1, q)$, known as the base, and let $k=\left\lceil\log _{b} q\right\rceil$. The block-diagonal matrix $\mathbf{G}=\mathbf{I}_{n} \otimes \mathbf{g}^{t}$ has blocks $\mathbf{g}^{t}:=\left(1, b, \cdots, b^{k-1}\right)$. A common basis for $\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)[20] \mathbf{S}_{q}$ has a sparse, triangular factorization $\mathbf{S}_{q}=\mathbf{S D}$ [20] (restated in Section 4.2 in this paper).

## 3 Gadget Matrices

In order to guide our search for gadget matrices with efficient inversion and sampling algorithms, we give a simple general definition of gadget. The definition is modeled after the properties required by the digit decomposition problem, perhaps the simplest and most natural application of gadgets. But, as we will see, this simple characterization is enough to guarantee (theoretical) solutions to all problems that arise in the application of gadgets in lattice cryptography.

Definition 3.1 For any finite additive group $A$, an $A$-gadget of size $w$ and quality $\beta$ is a vector $\mathbf{g} \in A^{w}$ such that any group element $u \in A$ can be written as an integer combination $u=\sum_{i} g_{i} \cdot x_{i}$ where $\mathbf{x}=\left(x_{1}, \ldots, x_{w}\right)$ has norm at most $\|\mathbf{x}\| \leq \beta$.

We are primarily interested in gadgets for $A=\mathbb{Z}_{q}^{n}$, in which case the gadget is conveniently represented as a matrix $\mathbf{G} \in \mathbb{Z}_{q}^{n \times w}$ such that for any $\mathbf{u} \in \mathbb{Z}_{q}^{n}$ there is a vector $\mathbf{x} \in \mathbb{Z}^{w}$ of length $\|\mathbf{x}\| \leq \beta$ such that $\mathbf{G x}=\mathbf{u}$ $(\bmod q)$. We defined gadgets in terms of abstract groups to emphasize that the dimension $n$ and modulus $q$ should be thought of as part of the problem specification (typically mandated by the target application), while the $w$ and $\beta$ describe the size and quality of the solution. In particular, for any given $n$ and $q$, one may consider multiple gadgets achieving different values of $w$ and $\beta$. Naturally, smaller $w$ and $\beta$ are preferable, but as we will see there is a natural tradeoff between these two values, and one may increase $\beta$ in order to reduce $w$ and vice versa.

Before establishing a formal connection between the above definition and the notion of gadget informally defined in previous work, we make some important observations.

- The matrix $\mathbf{G}$ is necessarily primitive, i.e., $\mathbf{G} \mathbb{Z}_{q}^{w}=\mathbb{Z}_{q}^{n}$. Moreover, any primitive matrix is a $\mathbb{Z}_{q}^{n}$-gadget for a sufficiently large $\beta=\max _{\mathbf{u}} \min \{\|\mathbf{x}\|: \mathbf{G x}=\mathbf{u}(\bmod q)\}$.
- If $\mathbf{g} \in \mathbb{Z}^{k}$ is a $\mathbb{Z}_{q^{-}}$gadget of quality $\beta$, then $\mathbf{G}=\mathbf{I} \otimes \mathbf{g}^{t} \in \mathbb{Z}_{q}^{n \times w}$ is a $\mathbb{Z}_{q}^{n}$-gadget of size $w=k n$ and quality $\sqrt{n} \beta$.
- All definitions and constructions are easily adapted to ideal lattices (as used in the Ring-SIS and Ring-LWE problems) simply by considering "structured gadgets" of the form $\mathbf{G} \otimes\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ where $\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ is an appropriate $\mathbb{Z}$-basis of the underlying ring.

Based on the above observations, constructions may focus on the case $n=1$, i.e., gadget vectors $\mathbf{g} \in \mathbb{Z}_{q}^{w}$, and then extend the solution to larger $n$ (and possibly to the ring setting) using general techniques. In fact, this is how larger gadgets are built in all applications we are aware of. However, all the results in this section hold for arbitrary matrices, not necessarily with this tensor structure. So, for the sake of generality, we use matrix notation.

In order to justify our abstract definition of gadget, we show that it guarantees all other properties of gadgets used by lattice cryptography: it maps the gaussian distribution to an almost uniform vector $\mathbf{G} D_{\mathbb{Z}, s}^{w} \approx \mathbb{Z}_{q}^{n}$ (as needed by the trapdoor generation algorithm of [34]), and it supports efficient algorithms to invert the LWE function $g_{\mathbf{G}}(\mathbf{x}, \mathbf{e})$, for discrete gaussian sampling on $f_{\mathbf{G}}^{-1}(\mathbf{u})$, and for subgassian decomposition with respect to $\mathbf{G}$. All these properties are proved by bounding the relevant parameters of the lattice $\Lambda_{q}^{\perp}(\mathbf{G})$ defined by G.

Theorem 3.1 For any gadget matrix $\mathbf{G} \in \mathbb{Z}_{q}^{n \times w}$ of quality $\beta$, the lattice $L=\Lambda_{q}^{\perp}(\mathbf{G})$ has a basis $\mathbf{S}$ with orthogonalized length $\|\tilde{\mathbf{S}}\| \leq 2 \beta+\sqrt{w}$, successive minima $\lambda_{1}(L), \ldots, \lambda_{w}(L) \leq 2 \beta+\sqrt{w}$ and smoothing parameter $\eta(L) \leq(2 \beta+\sqrt{w}) \omega(\sqrt{\log n})$.

Proof: We first bound the covering radius $\mu(L)$. Let $\mathbf{x} \in \mathbb{R}^{w}$ be arbitrary, and let $\mathbf{y}=\lfloor\mathbf{x}\rceil$ be a nearest point in $\mathbb{Z}^{w}$ to $\mathbf{x}$. There exists some integer vector $\mathbf{z}$ of norm at most $\beta$ such that $\mathbf{G z}=-\mathbf{G y} \bmod q$. Therefore, the vector $\mathbf{y}+\mathbf{z}$ is in $\Lambda_{q}^{\perp}(\mathbf{G})$ and is at distance at most $\beta+\sqrt{w} / 2$ from $\mathbf{x}$ by two applications of the triangle inequality.

The other bounds immediately follow from general relations (satisfied by any lattice) $\lambda_{w}(L) \leq 2 \mu(L)$ and $\eta(L) \leq \lambda_{n}(L) \omega(\sqrt{\log n})$. Finally, any lattice has a basis with orthogonalized length $\|\tilde{\mathbf{S}}\| \leq \lambda_{w}(L)$.

Note, the proof and theorem easily generalizes to any finite abelian group. Using the bound on the smoothig parameter, and the short (orthogonalized) basis $\mathbf{S} \in \mathbb{Z}^{w \times w}$, we immediately get the following applications. (E.g., see Lemma A. 2 for the subgaussian decomposition problem.)

Corollary 3.1 For any gadget matrix $\mathbf{G} \in \mathbb{Z}_{q}^{n \times w}$ of quality $\beta$ and $s \geq(2 \beta+\sqrt{w}) \sqrt{\omega(\log n)}$, the distribution $\mathbf{G} D_{\mathbb{Z}, s}^{w}$ is statistically close to the uniform distribution over $\mathbb{Z}_{q}^{n}$. Moreover, there are polynomial time algorithm for the following problems:

- Discrete Gaussian Sampling for the function $f_{\mathbf{G}}(\mathbf{x})=\mathbf{G x}(\bmod q)$ and input distribution $D_{\mathbb{Z}, s}^{w}$ with $s \geq(2 \beta+\sqrt{w}) \sqrt{\omega(\log n)}$.
- Subgaussian Decomposition with respect to $\mathbf{G}$ with parameter $s \geq(2 \beta+\sqrt{w}) \cdot \sqrt{2 \pi}$.
- LWE decoding of $g_{\mathbf{G}}(\mathbf{s}, \mathbf{e})$ for any $\mathbf{s} \in \mathbb{Z}_{q}^{n}$ and $\|\mathbf{e}\|_{\infty} \leq q /(2 \beta+\sqrt{w})$.

We remark that the general solutions provided by this corollary are of theoretical interest, and not suitable for practice. They are provided here only as a general feasibility result, in order to identify classes of good gadget matrices. The rest of the paper is dedicated to showing that by carefully choosing the gadget vector $\mathbf{g}$, one can obtain constructions and algorithms that are not only theoretically efficient, but also easy to implement and extremely fast.

## 4 Subgaussian Gadget Decomposition

In this section we present our main algorithms for the problem of subgaussian gadget decomposition, defined in Section 2.2, using gadget matrix $\mathbf{G}=\mathbf{I}_{n} \otimes \mathbf{g}^{t}$. Since this decomposition $\mathbf{G}^{-1}(\mathbf{u})=\left(\mathbf{g}^{-1}\left(u_{i}\right)\right)_{i=1}^{n}$ can be computed one component at a time (even in-parallel!) we restrict our attention to efficiently computing the subgaussian function $\mathbf{g}^{-1}: \mathbb{Z}_{q} \rightarrow \mathbb{Z}^{k}$ in the one-dimensional case, i.e., for $n=1$.

The gadgets and algorithms in this section are parametrized by a "base" integer $b$, which we consider as fixed throughout the section, but can be used to achieve different efficiency/quality trade-offs. We distinguish two cases, depending on whether the modulus is a power $q=b^{k}$ of the base $b$, or an arbitrary integer $q<b^{k}$. In either case, no assumption is made about the factorization of the modulus $q$. Later, in Section 6 , we will extend the gadgets and algorithms from this section to provide optimized treatment of large moduli with useful co-prime factorization $q=\prod_{i} q_{i}$, where the input $u \in \mathbb{Z}_{q}$ is given in CRT form $\left(u \bmod q_{1}, \ldots, u \bmod \right.$ $q_{l}$ ).

All algorithms in this section use the same gadget $\mathbf{g}^{t}:=\left(1, b, \cdots, b^{k-1}\right)$, for $k=\left\lceil\log _{b} q\right\rceil$, but with different subgaussian decomposition procedures depending on the whether $q$ is a power of $b$. Notice that $\mathbf{g}^{t}$ is a $\mathbb{Z}_{q}$-gadget of size $k$ and quality $\beta=\sqrt{k}(b / 2)$.

The main result of this section is summarized in the following theorem. ${ }^{\ddagger}$
Theorem 4.1 For any integer base $b>1$, integer modulus $q>1, k=\left\lceil\log _{b} q\right\rceil$ and gadget $\mathbf{g}^{t}=\left[1, b, \cdots, b^{k-1}\right]$, there is a subgaussian decomposition algorithm $\mathbf{g}^{-1}$ as follows:

- If $q=b^{k}$, the algorithm runs in linear $O(k)$ time (and space), uses $\log _{2} q$ random bits, and achieves subgaussian parameter at most $(b-1) \sqrt{2 \pi}$.
- If $q \neq b^{k}$, the algorithm runs in linear $O(k)$ time (and space), uses at most $k \log _{2} q$ random bits, and achieves subgaussian parameter at most $(b+1) \sqrt{2 \pi}$,

Notice how the generic solution obtained by applying Theorem 3.1 to our gadget $\mathbf{g}$ only implies a polynomial time inversion algorithm with subgaussian parameter $(b+1) \cdot \sqrt{2 k \pi}$, and quadratic $O\left(k^{2}\right)$ time complexity (after a cubic time $O\left(k^{3}\right)$ preprocessing). Depending on implementation details, this generic solution would also require the use of high precision floating point numbers ${ }^{\S}$ and a substantial amount of randomness for high precision sampling. (For completeness, we provide a more detailed analysis of the generic solution in the appendix.) By contrast, the solution described in Theorem 4.1 is much more efficient (linear time and space, with no need for preprocessing) and also achieves a smaller subgaussian parameter by a factor of $\sqrt{k}$. Moreover, our specialized algorithms use a relatively small (almost optimal) number of random bits, and can be implemented without the need for high precision floating point arithmetics.

A proof of Theorem 4.1 is given by the algorithms presented and analyzed in the next two subsections for the two separate cases $q=b^{k}$ and $q<b^{k}$.

### 4.1 Power-of-Base Case

Here we consider the subgaussian decomposition problem for the gadget $\mathbf{g}=\left(1, b, \ldots, b^{k-1}\right)$ when $q=b^{k}$, and the input is given as a positive coset representative $u \in\{0,1, \cdots, q-1\}$. Conceptually, our solution to this problem is just a specialized/optimized version of the randomized-rounding variant of Babai's nearest plane algorithm [7,5]. The general algorithm uses the Gram-Schmidt orthogonalization of a basis for the lattice $\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)$ associated to the gadget $\mathbf{g}$. The optimization is based on the observation (from [34]) that for

[^2]```
Algorithm 1: \(\mathbf{g}^{-1}(u)\) for \(q=b^{k}\).
    Input: \(u \in\{0,1, \cdots, q-1\}\)
    Output: subgaussian \(\mathbf{x} \in \Lambda_{u}^{\perp}\left(\mathbf{g}^{t}\right)\) with parameter \((b-1) \sqrt{2 \pi}\)
        Let \(\mathbf{x} \leftarrow \mathbf{0}\)
        for \(i \leftarrow 0, \cdots, k-1\) do
            Let \(y \leftarrow u \bmod b \in\{0, \cdots, b-1\}\).
            if \(y=0\) then
                    \(x_{i} \leftarrow 0\).
            else
                    with probability \(y / b, x_{i} \leftarrow y-b\), and \(x_{i} \leftarrow y\) otherwise.
            end
            \(u \leftarrow\left(u-x_{i}\right) / b\).
        end
        return x
```

our gadget $\mathbf{g}$ and modulus $q=b^{k}$, the lattice $\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)$ has a very simple basis $\mathbf{S}$, and an even simpler GSO $\tilde{\mathbf{S}}$ :

$$
\mathbf{S}=\left(\begin{array}{cccc}
b & & & \\
-1 & \ddots & & \\
& \ddots & b & \\
& & -1 & b
\end{array}\right), \quad \widetilde{\mathbf{S}}=b \cdot \mathbf{I} .
$$

Using this special structure, there is no need to explicitly compute and store the GSO, and the randomizedrounding nearest-plane algorithm can be implemented in linear time and space $O(k)$. The specialized algorithm is best illustrated when $b=2$, in which case it computes a randomized "bit" decomposition of $u$ as follows:

1. For $i=0, \cdots, k-1$ :
(a) if $u$ is even, then set $x_{i} \leftarrow 0$,
(b) if $u$ is odd, then choose $x_{i} \leftarrow\{-1,+1\}$ uniformly at random

Update $u \leftarrow\left(u-x_{i}\right) / 2$.
2. Return $\mathbf{x}=\left(x_{0}, x_{1}, \cdots, x_{k-1}\right)$.

This is essentially the same as the standard (deterministic) bit decomposition algorithm, except that when the bit is 1 , we use a random $\pm 1$ digit. Since $\pm 1$ have the same parity modulo 2 , the algorithm works as expected, with the only difference that now each digit is a zero-mean random variable, and the final output is subgaussian with parameter $\sqrt{2 \pi}$.

We can modify this algorithm to an arbitrary base $b$ as follows. Let $y:=u \bmod b \in\{0, \cdots, b-1\}$ for an input $u \in \mathbb{Z}_{q}$. Then, at each step, we pick the coset representative (of $u$ with respect to $\mathbb{Z}_{b}$ ) with expectation 0 from the set $\{y-b, y\}$. The resulting algorithm is given in Figure 1. One can verify that this is the subgaussian nearest plane algorithm (Section A) applied to the lattice $\mathcal{L}(\mathbf{S})=\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)$, so the correctness of the algorithm is straightforward. Efficiency is also easily analyzed by inspection. Notice that the algorithm is randomness efficient as it needs only one random number in $\mathbb{Z}_{b}$ for every interation, for a total of $k \cdot \log _{2}(b)=\log _{2}(q)$ random bits.

We remark that a similar algorithm is analyzed in [4], though with a loose bound on its subgaussian parameter (there is an unnecessary $\sqrt{k}$ factor in their subgaussian analysis). Our main contribution is how to generalize the algorithm to arbitrary modulus $q$, as described in the next subsection.

### 4.2 Arbitrary Modulus, Arbitrary Base

Unfortunately, the (randomized) nearest plane algorithm $\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)$ does not specialize well when the modulus $q$ is not a power of $b$. The reason is that, while we can still use the same gadget $\mathbf{g}=\left(1, b, \ldots, b^{k-1}\right)$, the corresponding lattice $\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)$ has a slighly different basis $\mathbf{S}_{q}$, whose GSO is not diagonal, and, in fact, not even sparse. Our solution uses a technique developed in [20] for the discrete gaussian sampling problem. Specifically, we use the fact that $\mathbf{S}_{q}$ admits a sparse, triangular factorization

$$
\mathbf{S}_{q}=\left(\begin{array}{cccc}
b & & & q_{0}  \tag{1}\\
-1 & \ddots & & \vdots \\
& \ddots & b & q_{k-2} \\
& & -1 & q_{k-1}
\end{array}\right)=\left(\begin{array}{cccc}
b & & & \\
-1 & \ddots & & \\
& \ddots & b & \\
& & -1 & b
\end{array}\right)\left(\begin{array}{cccc}
1 & & & d_{0} \\
& \ddots & & \vdots \\
& & 1 & d_{k-2} \\
& & & d_{k-1}
\end{array}\right)=\mathbf{S D}
$$

where $\left(q_{0}, \cdots, q_{k-1}\right)$ are the (base $b$ ) digits of $q$, and the last column of $\mathbf{D}$ is defined by the simple recurrence $d_{i}=\frac{d_{i-1}+q_{i}}{b}$ with initial condition $d_{-1}=0$. (Note that $b^{i+1} d_{i}=q \bmod b^{i+1} \in\left\{0, \cdots, b^{i+1}-1\right\}$. )

Then, on input $u \in\{0,1, \cdots, q-1\}$, we proceed as follows:

1. Compute an arbitrary element $\mathbf{u} \in \mathbb{Z}^{k}$ of the lattice coset $\Lambda_{u}^{\perp}\left(\mathbf{g}^{t}\right)$, for example $\mathbf{u}=(u, 0, \ldots, 0)$.
2. Map $\mathbf{u}$ to $\mathbf{t}=\mathbf{S}^{-1} \mathbf{u}$ by solving a sparse system of linear equations $\mathbf{S t}=\mathbf{u}(\bmod q)$.
3. Pick a subgaussian sample from the lattice coset $\mathcal{L}(\mathbf{D})+\mathbf{t}$.
4. Apply the (sparse) linear transformation $\mathbf{S}$ to the sample, to obtain a subgaussian sample from $\Lambda_{u}^{\perp}\left(\mathbf{g}^{t}\right)$.

This time the (randomized) nearest plane algorithm admits a very simple and efficient specialization, because it is applied to the modified basis $\mathbf{D}$, which (similarly to $\mathbf{S}_{q}$ for $q=b^{k}$ ) has a diagonal GSO. The linear transformations $\mathbf{S}^{-1}$ and $\mathbf{S}$ can also be computed very efficiently because $\mathbf{S}$ is sparse and triangular. As a result, the whole algorithm runs in linear time $O(k)$ and does not require any preprocessing. Finally, using the fact that $\mathbf{S}$ has small spectral norm, we get that the final output has subgaussian parameter $(b+1) \sqrt{2 \pi}$.

The actual algorithm is given in Algorithm 2. The algorithm directly implements the outline given above, but it is specialized/optimized to avoid the explicit computation of the sparse matrices $\mathbf{S}, \mathbf{D}$, and to use only integer numbers. Details about the correctness and analysis of the algorithm are provided in the rest of this section.

Lemma 4.1 The first loop of Algorithm 2 performs the subgaussian nearest plane algorithm (Section A) on the lattice generated by $\mathbf{D}$ around target $\mathbf{t}:=-\mathbf{S}^{-1}[u]_{b}^{k}$.

Proof: Let $\mathbf{d}$ be the last column of $\mathbf{D}$. The last entry of $\mathbf{t}$ is $t_{k-1}=-u / b^{k}$ and the last entry of $\mathbf{d}$ is $d_{k-1}=q / b^{k}$. Therefore, we are randomly rounding $x_{k-1}$ around the center $\langle\mathbf{t}, \tilde{\mathbf{d}}\rangle /\|\tilde{\mathbf{d}}\|^{2}=-u / q \in(-1,0]$.

For the remainder of the loop, we note that $\mathbf{t}=-\mathbf{S}^{-1} \cdot \mathbf{u}$ has entries $t_{i}=-\left(\sum_{j=0}^{i} u_{j} \cdot b^{j}\right) / b^{i+1}$, represented by the recurrence relation $t_{i}=t_{i-1} / b+u_{i} / b, t_{0}=-u_{0} / b$. This matches the recurrence relation for $\mathbf{d}$, $d_{i}=\left(\sum_{j=0}^{i} q_{j} \cdot b^{j}\right) / b^{i+1}$ since $\mathbf{d}=\mathbf{S}^{-1}[q]_{b}^{k}$, so we can compute the remaining centers for the nearest plane algorithm by these recurrences. Specifically, we are performing a randomized rounding around the centers $c_{i}=t_{i}-x_{k-1} d_{i}=-\left(\sum_{l=0}^{i} u_{l} \cdot b^{l}+x_{k-1} \cdot \sum_{j=0}^{i} q_{j} \cdot b^{j}\right) / b^{i+1} \in(-1,1)$. These centers are stored as $c$ in the pseudocode. The variable $z$ represents the two parallel planes (copies of $\mathcal{L}\left(\left[\mathbf{d}_{1}, \cdots, \mathbf{d}_{i-1}\right]\right)$ shifted by integer multiples of $\mathbf{d}_{i}$ ) separated by $\tilde{\mathbf{d}}_{i}$. The lemma follows.

By storing $\mathbf{d}=\mathbf{S}^{-1}[q]_{b}^{k}$ in-advance, one can change the code to sample the first $k-1$ coordinates of $\mathbf{x}$ in-parallel since $\mathcal{L}\left(\mathbf{d}_{0}, \cdots, \mathbf{d}_{k-2}\right)=\mathbb{Z}^{k-1} \oplus\{0\}$. The proof of Theorem 4.1 follows below.
Proof: For the case $q=b^{k}$, Algorithm 1 returns a subgaussian sample $\mathbf{x} \in \Lambda_{u}^{\perp}\left(\mathbf{g}^{t}\right)$ with parameter $(b-1) \sqrt{2 \pi}$ in time and space $O\left(\log _{b} q\right)$ while consuming $\log _{2}(q)$ of random bits by inspection, and Lemma 2.2.

```
Algorithm 2: \(\mathbf{g}^{-1}(u)\)
    Input: \(u \in\{0,1, \cdots, q-1\}\)
    Output: subgaussian \(\mathbf{x} \in \Lambda_{u}^{\perp}\left(\mathbf{g}^{t}\right)\) with parameter \((b+1) \sqrt{2 \pi}\)
        Let \(\mathbf{u} \leftarrow[u]_{b}^{k}, \mathbf{x}, \mathbf{y} \leftarrow \mathbf{0}\)
        \(\mathbf{x} \leftarrow \mathbf{0}, \mathbf{q}=[q]_{b}^{k}\).
        set \(x_{k-1} \leftarrow 0\) with probability \((q-u) / q\) and \(x_{k-1} \leftarrow-1\) otherwise.
        for \(i=k-2, \cdots, 0\) do
            \(u \leftarrow u-u_{i+1} b^{i+1}, q \leftarrow q-q_{i+1} b^{i+1}\).
            Let \(c \leftarrow-\left(u+x_{k-1} q\right)\).
            if \(c<0\) then
                \(p \leftarrow\left(c+b^{i+1}\right), z \leftarrow-1\).
                else
                    \(p \leftarrow c, z \leftarrow 0\).
                end
                set \(x_{i} \leftarrow z+1\) with probability \(p / b^{i+1}\) and \(x_{i} \leftarrow z\) otherwise.
        end
        for \(i \in\{0, \cdots, k-2\}\) do
                \(y_{i} \leftarrow b \cdot x_{i}-x_{i-1}+x_{k-1} \cdot q_{i}+u_{i}\).
        end
        \(y_{k-1} \leftarrow-x_{k-2}+x_{k-1} \cdot q_{k-1}+u_{k-1}\).
        return \(y\).
```

Alternatively, let $q \neq b^{k}$. Now by Lemma 4.1, $\mathbf{x}$ after the first loop is so that $\mathbf{D} \mathbf{x}$ is the output of subgaussian nearest plane algorithm on $\mathbf{D}$ centered around $-\mathbf{S}^{-1} \mathbf{u}$. By Lemma 2.3, $\mathbf{S}_{q} \mathbf{x}+\mathbf{u}$ is a subgaussian vector with parameter $\sqrt{\lambda_{\max }\left(\mathbf{S} \cdot \mathbf{S}^{t}\right)} \sqrt{2 \pi}$, where $\lambda_{\max }\left(\mathbf{S} \cdot \mathbf{S}^{t}\right)$ is the maximum eigenvalue of $\mathbf{S} \cdot \mathbf{S}^{t}$. A routine calculation for $\mathbf{S} \cdot \mathbf{S}^{t}$ 's entries and the Geršgorin Circle Theorem (Theorem 2.1) imply $\lambda_{\max }\left(\mathbf{S} \cdot \mathbf{S}^{t}\right) \leq(b+1)^{2}$. Since during each iteration in the first loop we draw a random number in $\mathbb{Z}_{b^{i}}$ to represent $p$, the algorithm consumes exactly $\log _{2} b(1+2+\cdots+k)=\log _{2} b \cdot\left(k^{2}+k\right) / 2$ random bits.

## 5 Gadget Decoding

Here we discuss our main algorithm for the problem of $L W E$ gadget decoding, defined in Section 2.2, on the gadget matrix $\mathbf{G}=\mathbf{I}_{n} \otimes \mathbf{g}^{t}$ with entries in $\mathbb{Z}_{q}$, for an arbitrary modulus $q$. Given a $\mathbf{v}^{t}=\mathbf{s}^{t} \mathbf{G}+\mathbf{e}^{t} \in \mathbb{Z}_{q}^{n k}$ as input, we can break the vector into $n$ components of length $k$, then decode (in-parallel) each component with respect to $\mathbf{g}^{t}$. Therefore, we focus on decoding $\mathbf{g}^{t}$ as a gadget for $\mathbb{Z}_{q}$.

Our algorithm and its respective gadgets are parameterized by an integer "base" $b$. We consider $b$ as fixed in this section, though varying $b$ for a fixed modulus $q$ yields efficiency/quality trade-offs for these gadgets. Later, in Section 6 we present a CRT gadget that can be used to efficiently decode an input given in CRT form.

Let $k=\left\lceil\log _{b} q\right\rceil$ and the gadget be $\mathbf{g}^{t}=\left(1, b, \cdots, b^{k-1}\right)$. The vector $\mathbf{g}^{t}$ is a size $k$ gadget of quality $(b / 2) \sqrt{k}$ for $\mathbb{Z}_{q}$. The results in this section are summarized in the following theorem.

Theorem 5.1 For every modulus $q$, and gadget $\mathbf{g}^{t}=\left(1, b, \cdots, b^{k-1}\right)$, there is a time and space $O(k)$ algorithm decoding $\mathbf{g}^{t}$ with tolerance $q / 2(b+1)$.

A proof of Theorem 5.1 is given by the algorithm presented in this section. Note, Theorem 3.1 implies a polynomial time decoding algorithm for $\mathbf{g}^{t}$ with error tolerance $\|\mathbf{e}\|_{\infty} \leq q / 2 \sqrt{k}(b+1)$. Our decoding algorithm is more efficient and has a higher error tolerance by a factor $\sqrt{k}$ than the general gadgets decoding guarantee given by Theorem 3.1.

```
Algorithm 3: DecodeG(v, \(\left.b, \mathbf{r}[q]_{b}^{k}\right)\)
    Input: \(\mathbf{v} \in \mathbb{Z}^{k}, b\), and \(\mathbf{q}=[q]_{b}^{k}\).
    Output: \(s \in \mathbb{Z}_{q}\) where \(\mathbf{v}=s \mathbf{g}^{t}+\mathbf{e}^{t}\) as long as \(\|\mathbf{e}\|_{\infty}<q / 2(b+1)\).
        for \(i \leftarrow 0, \cdots, k-2\) do
                \(v_{i} \leftarrow b v_{i}-v_{i+1}\).
        end
        \(v_{k-1} \leftarrow b \cdot v_{k-1}\).
        Let \(\mathbf{x} \leftarrow \mathbf{0}\) and reg \(\leftarrow 0\).
        for \(i \leftarrow 0, \cdots, k-2\) do
            \(x_{i} \leftarrow\left\lceil v_{i} / q\right\rfloor\) and reg \(\leftarrow \mathrm{reg} / b+b^{k-1} \cdot q_{i}\).
            \(v_{k-1} \leftarrow v_{k-1}+x_{i} \cdot\) reg.
        end
        \(x_{k-1} \leftarrow\left\lceil v_{k-1} / b^{k}\right\rfloor\).
        Let \(s \leftarrow x_{k-1}\) and reg \(\leftarrow 0\).
        for \(i \leftarrow k-2, \cdots, 0\) do
            \(\operatorname{reg} \leftarrow b \cdot \operatorname{reg}+q_{i+1}\).
            \(s \leftarrow s+x_{i} \cdot \mathrm{reg}\)
        end
        return \(s \bmod q\).
```

An optimized, linear time and space $O(k)$, decoding algorithm is given in [34] for the case $q=b^{k}$. The reason for this algorithm's efficiency is that the commonly used basis for $\Lambda_{b^{k}}\left(\mathbf{g}^{t}\right)$ results in a linear time nearest plane algorithm. In more detail, a basis for $\Lambda_{b^{k}}\left(\mathbf{g}^{t}\right)$ in this case is the triangular matrix $\mathbf{B}_{b^{k}}=b^{k} \cdot \mathbf{S}^{-t}$, where $\mathbf{S}$ is the commonly used basis for $\Lambda_{b^{k}}^{\perp}\left(\mathbf{g}^{t}\right)$ presented in Section 2.2, and this basis has a GSO of $(q / b) \cdot \mathbf{I}$.

However, the simple decoding idea presented in [34] fails when $q \neq b^{k}$. Because $\Lambda_{q}\left(\mathbf{g}^{t}\right)$ 's commonly used basis has a dense GSO, Babai's nearest plane algorithm takes time $O\left(k^{2}\right)$ and space $O\left(k^{3}\right)$ when naively applied on $\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)$.

Efficient Decoding Algorithm The intuition for our algorithm is best initially viewed through the case when $q=b^{k}$. Given an input $\mathbf{v}$, another way to decode the lattice $\Lambda_{b^{k}}\left(\mathbf{g}^{t}\right)$ is to use $\mathbf{S}^{t}$ as a linear transformation, decode $\mathbf{S}^{t} \mathbf{v}$ to the lattice $b^{k} \cdot \mathbb{Z}^{k}$ with the nearest plane algorithm, then map the nearest point in $b^{k} \cdot \mathbb{Z}^{k}$ back to $\Lambda_{b^{k}}\left(\mathbf{g}^{t}\right)$. This leads to a slightly stronger condition on the noise vector e since we now need $\mathbf{S}^{t} \mathbf{e} \in \mathcal{P}_{1 / 2}(q \cdot \mathbf{I})$, which is satisfied if $\|\mathbf{e}\|_{\infty}<q / 2(b+1)$. Though there is no need to do this given the algorithm in [34], this is essentially what we will do in the case when $q \neq b^{k}$.

Overview The overview of our efficient decoding algorithm for an arbitrary modulus is as follows. First recall the sparse, triangular factorization of $\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)$ 's commonly used basis given in section $2.2, \mathbf{S}_{q}=\mathbf{S D}$. The duality relation for q-ary lattices, $\Lambda_{q}\left(\mathbf{g}^{t}\right)=q \cdot \Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)^{*}$, dictates that a basis for $\Lambda_{q}\left(\mathbf{g}^{t}\right)$ is $q \cdot \mathbf{S}_{q}^{-t}=\mathbf{S}^{-t}\left(q \cdot \mathbf{D}^{-t}\right)$. Luckily, the matrix $\mathbf{D}^{-t}$ is sparse with a diagonal GSO, and $\mathcal{P}_{1 / 2}\left(q \cdot \tilde{\mathbf{D}}^{-t}\right) \supseteq \mathcal{P}_{1 / 2}(q \cdot \mathbf{I})$ (meaning we can decode as long as $\|\mathbf{e}\|_{\infty}<q / 2(b+1)$ ). Therefore, we can decode $\mathbf{g}^{t}$ by the following.

1. Given $\mathbf{v}$, first apply $\mathbf{S}^{t}$ as a linear transformation.
2. Then, decode the vector $\mathbf{S}^{t} \mathbf{v}$ to the lattice generated by $q \mathbf{D}^{-t}$ using the nearest plane algorithm.

Both steps can be computed in linear time and space, $O(k)$, given the sparsity of $\mathbf{S}$ and $q \mathbf{D}^{-t}$, and $q \mathbf{D}^{-t}$ 's diagonal GSO.

The pseudocode for our algorithm is shown in DECODEG. In short, the algorithm has three components, where each is represented by a loop in the pseudocode. These components are to first compute the linear transformation on the input $\mathbf{v} \leftarrow \mathbf{S}^{t} \mathbf{v}$, then to run the nearest plane algorithm on the lattice generated by
$q \cdot \mathbf{D}^{-t}$, and finally to return $s$ represented as the first entry of the nearest lattice point in $\Lambda_{q}\left(\mathbf{g}^{t}\right)$ modulo $q$. The proof of Theorem 5.1 follows from Lemmas 5.1 and 5.2 below.

Lemma 5.1 The second loop in DECODEG is an instantiation of Babai's nearest plane algorithm on the lattice $q \cdot \mathbf{D}^{-t}$ given target $\mathbf{S}^{t} \mathbf{v}$, running in time and space $O(k)$.

Proof: Recall the structure of $\mathbf{D}$ from section 2.2, $\mathbf{D}=[\mathbf{M} \mid \mathbf{d}]$ where $\mathbf{M}^{t}=\left[\mathbf{I}_{k-1} \mid \mathbf{0}\right]$ and $\mathbf{d}$ has entries $d_{i}=\left(q \bmod b^{i+1}\right) / b^{i+1}$, with $q \bmod b^{i+1} \in\left\{0,1, \cdots, b^{i+1}-1\right\}$. Then, it follows that $q \mathbf{D}^{-t}$ has a similar triangular, sparse structure. This is given by $q \cdot \mathbf{D}^{-t}=\left(\begin{array}{cc}q \mathbf{I}_{k-1} & \mathbf{0} \\ \mathbf{c}^{t} & b^{k}\end{array}\right)$ and the vector $\mathbf{c} \in \mathbb{Z}^{k-1}$ has entries $c_{i}=-b^{k-1-i} \cdot\left(q_{0}+b q_{1}+\cdots+b^{i} q_{i}\right)=-b^{k-1-i} \cdot\left(q \bmod b^{i+1}\right) \in[-q, 0]$. Further, the entries of catisfy the recurrence relation $-c_{i}=\frac{-\left(c_{i-1}\right)}{b}+b^{k-1} q_{i}$ with the initial condition $-c_{0}=b^{k-1} q_{0}$. The variable reg in DECODEG stores $c_{i}$, and it is updated using the recurrence relation for $\mathbf{c}$. The vector $\mathbf{x}$ in the pseudocode stores the coefficients of the nearest lattice point expressed in the basis $q \mathbf{D}^{-t}$. The Lemma follows by inspection.

Lemma 5.2 The last loop in DECODEG computes $s \bmod q$ in time and space $O(k)$.
Proof: Represent the first row of $\mathbf{B}=\mathbf{S}^{-t} q \mathbf{D}^{-t}$ as $\mathbf{h}$, and note $\langle\mathbf{h}, \mathbf{x}\rangle=s \bmod q$. A careful analysis of $q \mathbf{D}^{-t}$ and $\mathbf{S}^{-t}$ gives us an expression for $\mathbf{h}$ 's entries: $h_{i}=q_{i+1}+b q_{i+2}+\cdots+b^{k-i-2} q_{k-1}=\frac{q-\left(q \bmod b^{i+1}\right)}{b^{i+1}}$ for $i \in\{0,1, \cdots, k-2\}$ and $h_{k-1}=1$. All but the last entry of $\mathbf{h}$ satisfy the recurrence relation $h_{i}=q_{i+1}+b \cdot h_{i+1}$ for $i \in\{0, \cdots, k-2\}$, with an initial value of $q_{k-1}$ (which is not the actual value of $\mathbf{h}$ 's last entry). We use this recurrence relation to compute $\mathbf{h}$ 's entries one at a time in the last loop, stored in the variable reg. The Lemma follows by inspection.

## 6 Gadgets for the CRT Representation

Many applications of lattice gadgets require a large modulus that, for secure and functional sets of parameters, surpasses the native 64 -bit integer arithmetic in a modern machine's hardware. One common method to circumvent the use of multi-precision numbers is to pick a modulus of the form $q=\prod q_{i}$ with each $q_{i}$ less than 64 bits. Then, one can store an element $u \in \mathbb{Z}_{q}$ as its Chinese Remainder representation (CRT form ${ }^{\mathbb{I}}$ ) as $\left(u \bmod q_{1}, \cdots, u \bmod q_{l}\right)$ and perform computations via the Chinese Remainder Theorem, utilizing the ring isomorphism $\mathbb{Z}_{q} \cong \mathbb{Z}_{q_{1}} \times \cdots \times \mathbb{Z}_{q_{l}}$. Simple forms of the gadget matrix (e.g. power of two matrix) are not compatible with this representation because the binary digits of a number cannot be easily recovered from the CRT components without a costly reconstruction phase involving large numbers modulo $q$.

In this section, we discuss a gadget for the CRT form. As usual, the gadget admits a compact (implicit) representation, and does not need to be computed and stored explicitly. Most importantly, the gadget allows us to use the algorithms in Sections 4 and 5 in order to perform subgaussian decomposition, discrete gaussian sampling, and LWE gadget decoding all given input represented in CRT form. This has several theoretical and practical advantages: (1) the algorithms can be directly used by efficient applications that already store their numbers in CRT form, (2) our algorithms can be easily parallelized as they operate on each CRT component independently, (3) all algorithms only require arithmetics on small numbers (at most $\max _{i} q_{i}$ ) even if the modulus $q=\prod_{i} q_{i}$ may be very big. (Efficient solutions to Discrete Gaussian Sampling for the individual moduli $q_{i}$, as needed by our CRT DGS algorithm, are given in [34, 20].) Our results are summarized in the following theorem.

Theorem 6.1 Let $q$ have factorization $q=\prod_{i=1}^{l} q_{i}$ into coprime factors $\left\{q_{i}\right\},\left(b_{i}\right)_{i=1}^{l}$ be an l-tuple of bases with $b_{i}<q_{i}$ for all $i$, and let $k=\sum k_{i}$ where $k_{i}=\left\lceil\log _{b_{i}} q_{i}\right\rceil$. There exists a gadget, $\mathbf{g}_{C R T}^{t}$, for $\mathbb{Z}_{q}$ of size $k$ and quality $\max _{i} b_{i} / 2$. Further, the gadget satisfies the following properties:

[^3]```
Algorithm 4: Sampling in CRT form.
    Input: \(\left(u_{1}, \cdots, u_{l}\right)\)
    Output: \(\mathbf{g}_{C R T}^{-1}\left(u_{1}, \cdots, u_{l}\right)\).
        for \(i \in\{1, \cdots, l\}\) do
            \(\mathbf{x}_{i} \leftarrow \mathbf{g}_{i}^{-1}\left(u_{i}\right)\).
        end
        return \(\mathrm{x}=\left(\mathrm{x}_{1}, \cdots, \mathrm{x}_{l}\right)\).
```

```
Algorithm 5: Decoding in CRT form.
    Input: \(\mathbf{v}^{t}=s \cdot \mathbf{g}_{C R T}+\mathbf{e}^{t} \bmod q\)
    Output: \(\left(s_{1}, \cdots, s_{l}\right)\).
        Let \(\mathbf{v}=\left(\mathbf{v}_{1}, \cdots, \mathbf{v}_{l}\right)\) for each \(\mathbf{v}_{i} \in \mathbb{Z}_{q}^{k_{i}}\).
        for \(i \in\{1, \cdots, l\}\) do
            \(s_{i} \leftarrow \operatorname{DEcoDECRT}\left(\mathbf{v}_{i}\right)\)
        end
        return \(\left(s_{1}, \cdots, s_{l}\right)\).
```

Figure 1: Pseudocode for the parallel algorithms given in Theorem 6.1. We let $\mathbf{g}_{i}^{-1}(\cdot)$ denote either the subgaussian decomposition algorithm given in Section 4 or a discrete gaussian sampler. The subroutine Decodecrt is a variation of the decoding algorithm given in Section 5 and is described in Section 6.1.

- Subgaussian decomposition can be performed in-parallel with l processors, each using time and space $O\left(k_{i}\right)$, consuming less than $k_{i}^{2} \log _{2} b_{i}$ random bits $\left(\left(\log _{2}\left(q_{i}\right)\right.\right.$ random bits if $\left.\left.q_{i}=b_{i}^{k_{i}}\right)\right)$ and with parameter at most $\left(\max _{i}\left(b_{i}\right)+1\right) \sqrt{2 \pi}$.
- For any $\epsilon>0$, discrete gaussian sampling can be performed in-parallel with l processors, each in time and space $O\left(k_{i}\right)$ with width $s \geq O\left(b_{j}^{1.5}\right) \eta_{\varepsilon}\left(\mathbb{Z}^{k_{j}}\right)$ for index $j$ maximizing $\sqrt{2 b_{j}}\left(b_{j}+1\right) \cdot \eta_{\varepsilon}\left(\mathbb{Z}^{k_{j}}\right)$.
- $\mathbf{g}_{C R T}^{t}$ is decodable in-parallel with l processors in time and space $O\left(k_{i}\right)$ with tolerance $q /\left(2 \max _{i}\left(b_{i}\right)+1\right)$.

As expected, each processor gets slightly more efficient whenever $q_{i}=b_{i}^{k_{i}}$. The algorithms are represented in Figure 1.

The CRT Gadget For each coprime factor $q_{i}$, fix the base $-b_{i}$ gadget vector as $\mathbf{g}_{i}^{t}:=\left(1, b_{i}, \cdots, b_{i}^{k_{i}-1}\right)$ where $k_{i}=\left\lceil\log _{b_{i}}\left(q_{i}\right)\right\rceil$. Let $k=\sum_{i} k_{i}, q_{i}^{*}=q / q_{i}$, and $\hat{q}_{i}=\left(q_{i}^{*}\right)^{-1} \bmod q_{i}$. Consider the gadget vector, which we call the general CRT gadget, $\mathbf{g}_{C R T}^{t}=\left(q_{1}^{*} \hat{q}_{1} \cdot \mathbf{g}_{1}^{t}, \cdots, q_{l}^{*} \hat{q}_{l} \cdot \mathbf{g}_{l}^{t}\right) \bmod q \in \mathbb{Z}_{q}^{1 \times k}$. This is a generalization of the gadgets (or implicit in algorithms) used in [11, 28, 29, 8]. As before, the gadget matrix is the block-diagonal matrix $\mathbf{G}:=\mathbf{I}_{n} \otimes \mathbf{g}_{C R T}^{t}$. Theorem 6.1 follows from the fact $\Lambda_{q}^{\perp}\left(\mathbf{g}_{C R T}^{t}\right)=\Lambda_{q_{1}}^{\perp}\left(\mathbf{g}_{1}^{t}\right) \oplus \cdots \oplus \Lambda_{q_{l}}^{\perp}\left(\mathbf{g}_{l}^{t}\right)$, Theorem 4.1, and Proposition 3.1 in [20]. The parallel decoding algorithm is obtained by a slight adaptation to DecodeG presented in Section 5, and is analyzed in the Section 6.1. We prove the direct sum decomposition of $\Lambda_{q}^{\perp}\left(\mathbf{g}_{C R T}^{t}\right)$ below.
Proof: For the inclusion $\supseteq$, let $\mathbf{x}_{i} \in \Lambda_{q_{i}}^{\perp}\left(\mathbf{g}_{i}^{t}\right)$ be arbitrary with $\mathbf{x}=\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{l}\right)$ as their concatenation. Then, $\left\langle\mathbf{x}_{i}, \mathbf{g}_{i}^{t}\right\rangle=a q_{i} \in q_{i} \cdot \mathbb{Z}$ and $\left\langle\mathbf{x}, \mathbf{g}_{C R T}\right\rangle \bmod q=\sum_{i=1}^{l} q_{i}^{*} \hat{q}_{i}\left\langle\mathbf{x}_{i}, \mathbf{g}_{i}\right\rangle \bmod q=0+\cdots+0 \bmod q$. We prove the converse by inducting on $l$, the number of $q$ 's coprime factors. The base case is routine. Now consider $\mathbf{x}=\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{l}\right) \in \Lambda_{q}^{\perp}\left(\mathbf{g}_{C R T}^{t}\right)$ with $\mathbf{x}_{i} \in \Lambda_{q_{i}}^{\perp}\left(\mathbf{g}_{i}^{t}\right)$ for $i=0, \cdots, l-1$ and $\mathbf{x}_{l} \in \mathbb{Z}^{k_{l}}$. By the inductive hypothesis, $\left\langle\mathbf{x}, \mathbf{g}_{C R T}\right\rangle \bmod q=q_{l}^{*} \hat{q}_{l} \cdot\left\langle\mathbf{x}_{l}, \mathbf{g}_{l}^{t}\right\rangle=0 \bmod q$. Viewing this equation in $\mathbb{Z}$ and dividing both sides by $q_{l}^{*}$ implies $\hat{q}_{l} \cdot\left\langle\mathbf{x}_{l}, \mathbf{g}_{l}\right\rangle \bmod q_{l}=0$. Finally, we conclude $\left\langle\mathbf{x}_{l}, \mathbf{g}_{l}\right\rangle \bmod q_{l}=0$ since $\hat{q}_{l}$ is a multiplicative unit in $\mathbb{Z}_{q_{l}}$.

### 6.1 Decoding the CRT Gadget

Here we show how the efficient gadget decoding algorithm from Section 5 adapts to the general CRT gadget described in Section 6. Recall the decomposition of $\mathbf{g}^{t}$ s null-lattice, $\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)=\Lambda_{q_{1}}^{\perp}\left(\mathbf{g}_{1}^{t}\right) \oplus \cdots \oplus \Lambda_{q_{l}}^{\perp}\left(\mathbf{g}_{l}^{t}\right)=$ $\mathcal{L}\left(\mathbf{S}_{q_{1}}\right) \oplus \cdots \oplus \mathcal{L}\left(\mathbf{S}_{q_{l}}\right)$. The duality relation for $q$-ary lattices yields $\Lambda_{q}\left(\mathbf{g}^{t}\right)=q \cdot\left(\Lambda_{q}^{\perp}\left(\mathbf{g}^{t}\right)\right)^{*}=q \cdot\left(\bigoplus_{i} \mathcal{L}\left(\mathbf{S}_{q_{i}}^{-t} \mathbf{D}_{q_{i}}^{-t}\right)\right)$ $=\left(\bigoplus_{i} \mathcal{L}\left(\mathbf{S}_{q_{i}}^{-t} q_{i}^{*} \cdot\left(q_{i} \cdot \mathbf{D}_{q_{i}}^{-t}\right)\right)\right)$.

Now we have a clear way to decode the general CRT gadget. First, break the input into $l$ blocks, $\mathbf{v}^{t}=s \mathbf{g}^{t}+\mathbf{e}^{t} \bmod q=\left(\mathbf{v}_{1}^{t}, \cdots, \mathbf{v}_{l}^{t}\right)$ where $\mathbf{v}_{i}^{t}=s \cdot q_{i}^{*} \hat{q}_{i} \mathbf{g}_{i}^{t}+\mathbf{e}_{i}^{t} \bmod q$. Then, we compute the following.

```
Algorithm 6: \(\operatorname{DecodeCRT}\left(\mathbf{v}_{i}, b_{i}, \mathbf{t}=\left[q_{i}\right]_{b_{i}}^{k_{i}}, q, q_{i}^{*}\right)\)
    Input: \(\mathbf{v}_{i} \in \mathbb{Z}^{k_{i}}, b_{i}, q_{i}^{*}, q\), and \(\mathbf{t}=\left[q_{i}\right]_{b_{i}}^{k_{i}}\).
    Output: \(s \bmod q_{i}\) where \(\mathbf{v}=s \mathbf{g}^{t}+\mathbf{e}^{t^{t}} \bmod q\) as long as \(\|\mathbf{e}\|_{\infty}<q / 2\left(b_{i}+1\right)\).
        for \(j \leftarrow 0, \cdots, k_{i}-1\) do
            \(v_{j} \leftarrow b_{j} v_{j}-v_{j+1}\).
        end
        Let \(\mathbf{x} \leftarrow \mathbf{0}\).
        for \(j \in\left\{0, \cdots, k_{i}-2\right\}\) do
            \(x_{j} \leftarrow\left\lceil v_{j} / q\right\rfloor\).
        end
        \(x_{k-1} \leftarrow\left\lceil\left(v_{k-1}-\left\langle\mathbf{c}, \mathbf{x}_{0}^{k-2}\right\rangle\right) /\left(q_{i}^{*} b_{i}{ }^{k_{i}}\right)\right\rfloor\).
        Let \(s_{i} \leftarrow x_{k-1}\) and reg \(\leftarrow 0\).
        for \(j \leftarrow k_{i}-2, \cdots, 0\) do
            \(\operatorname{reg} \leftarrow b \cdot \operatorname{reg}+t_{j+1} \cdot q_{i}^{*}\).
            \(s_{i} \leftarrow s_{i}+x_{j} \cdot \mathrm{reg}\)
        end
        return \(s_{i} \bmod q_{i}\).
```

First, transform $\mathbf{v}_{i}$ to $\mathbf{S}_{q_{i}}^{t} \mathbf{v}_{i}$. Then, decode $\mathbf{S}_{q_{i}}^{t} \mathbf{v}_{i}$ to the lattice $q_{i}^{*}\left(q_{i} \mathbf{D}_{q_{i}}^{-t}\right)$. Finally, return $s$ mod $q_{i}$. The pseudocode is given as the algorithm DecodecRT. Another change is that we store the vector $\mathbf{c}$ in memory. Recall, $\mathbf{c}$ has $k-2$ entries of the form $c_{j}=-b_{i}^{k_{i}-1-j}\left(q_{i} \bmod b_{i}^{j}\right)$. Note that the correctness condition of our algorithm is still $\left\|\mathbf{e}^{t}\right\|_{\infty}<q / 2\left(\max _{i}\left(b_{i}\right)+1\right)$.

Decoding in CRT Form Here we describe how DECodeCRT can decode $\mathbf{v}=s \mathbf{g}+\mathbf{e}$ where the input is given in its CRT representation. The ideas sketched here follow from [29]. The linear transformation $\mathbf{v} \rightarrow \mathbf{S}^{t} \mathbf{v}$ is easily computed given the CRT form of $\mathbf{v}$. Really, we are only concerned with divisions and integer rounding. In the second loop, note that $x_{j} \leftarrow\left\lceil v_{j} / q\right\rfloor=\left\lceil\sum_{o=1}^{l}\left[\left(v \bmod q_{o}\right) \cdot\left(\hat{q_{o}} / q_{o}\right)\right]\right\rfloor$. Next we consider the line $x_{k-1} \leftarrow\left\lceil\left(v_{k-1}+\left\langle\mathbf{c}, \mathbf{x}_{0}^{k-2}\right\rangle\right) /\left(q_{i}^{*} b_{i}{ }^{k_{i}}\right)\right\rfloor$. First, note that $v_{k-1} /\left(b_{i}^{k_{i}} q_{i}^{*}\right)=b_{i}^{-k_{i}} \cdot \sum_{o=1}^{l}\left(v_{k-1}\right.$ $\left.\bmod q_{o}\right) \cdot \hat{q}_{o}\left(q_{i} / q_{o}\right)$. This should be a small number in nearly all practical instantiations. Lastly, we note that we return $s$ in CRT form, but we can alter the algorithm to return $s \in(-q / 2, q / 2]$ via a simple change. The $s$ computed in the last loop is actually $s \cdot q_{i}^{*} \hat{q}_{i}$. So, we can remove the $\bmod q_{i}$ in the return statement and sum up the output from the $l$ parallel processors, $\sum_{i}\left(s \cdot q_{i}^{*} \hat{q}_{i}\right)=s \cdot \sum_{i}\left(q_{i}^{*} \hat{q}_{i}\right)=s \cdot 1 \bmod q$.

## 7 Toolkit Implementation and Its Application

### 7.1 Software Implementation

We implemented most of the algorithms presented in this work in PALISADE [37], a modular open-source lattice cryptography library that includes ring-based implementations of homomorphic encryption, proxy re-encryption, identity-based encryption, attribute-based encryption, and other lattice schemes. More concretely, we added a new lattice gadget toolkit module to PALISADE that implements the following algorithms:

- Subgaussian gadget decomposition (Algorithm 2) for arbitrary moduli and gadget bases.
- Efficient gadget in CRT representation, enabling both trapdoor sampling and subgaussian gadget decomposition in the CRT representation.
- Subgaussian gadget decomposition for cyclotomic rings both in positional and CRT number systems, which wraps around Algorithm 2.

The toolkit module complements/improves the lattice gadget algorithms previously added to PALISADE, such as trapdoor sampling for cyclotomic rings proposed in [20] and implemented in [27, 17]. The full lattice gadget capability will be included in the next major public release of PALISADE.

### 7.2 Optimized Variant of Key-Policy Attribute-Based Encryption

We use the lattice gadget toolkit algorithms to build and implement a full RNS/CRT variant of the shortsecret Key-Policy Attribute-Based Encryption (KP-ABE) scheme originally proposed in [10] and implemented for cyclotomic rings in [18]. The KP-ABE scheme is a complex cryptographic primitive that can be used for attribute-based access control applications, as well as a building block for audit log encryption, targeted broadcast encryption, predicate encryption, functional encryption, and some forms of program obfuscation [10, 24].

### 7.2.1 Overview

ABE is a public key cryptography primitive that enables the decryption of a ciphertext by a user only if a specific access policy (defined over $\ell$ attributes) is satisfied. In the key-policy scenario, a message is encrypted using the attribute values as public keys, and a specific access policy is typically defined afterwards. When the access policy becomes known, a secret key for the policy is generated (using trapdoor sampling in our KP-ABE scheme), and the ciphertexts and public keys are homomorphically evaluated over the policy circuit (using a GSW-type homomorphic multiplication in our KP-ABE scheme).

The short-secret KP-ABE scheme is a tuple of functions, namely Setup, Encrypt, EvalPK, KeyGen, EvalCT, and Decrypt, whose definitions are:

- $\operatorname{SETUP}\left(1^{\lambda}, \ell\right) \rightarrow\{$ MPK, MSK $\}:$ Given a security parameter $\lambda$ and the number of attributes $\ell$, a trusted private key generator (PKG) generates a master public key MPK and a master secret key MSK. MPK contains the ABE public parameters while MSK includes the trapdoor that is used by PKG to generate secret keys for access policies.
- Encrypt $(\mu, \mathbf{x}$, MPK $) \rightarrow \mathbf{C}$ : Using MPK and attribute values $\mathbf{x} \in\{0,1\}^{\ell}$, sender encrypts the message $\mu$ and outputs the ciphertext $\mathbf{C}$.
- EvalPK $(\mathrm{MPK}, \mathbf{x}, f) \rightarrow \mathrm{PK}_{f}$ : Homomorphically evaluate MPK over a policy (Boolean circuit) $f:\{0,1\}^{\ell} \rightarrow$ $\{0,1\}$ to generate a public key $\mathrm{PK}_{f}$ for the policy $f$.
- KEyGEn(MSK, MPK, $\left.\mathrm{PK}_{f}\right) \rightarrow \mathrm{SK}_{f}$ : Given MSK, MPK and policy-specific $\mathrm{PK}_{f}, \mathrm{PKG}$ generates the secret key $\mathrm{SK}_{f}$ corresponding to $f$. PKG sends $\mathrm{SK}_{f}$ to the receiver that is authorized to decrypt ciphertexts encrypted under $f$.
- EvalCT $(\mathbf{C}, \mathbf{x}, f) \rightarrow \mathbf{C}_{f}$ : Homomorphically evaluate $\mathbf{C}$ over the policy $f$ to generate the ciphertext $\mathbf{C}_{f}$.
- Decript $\left(\mathbf{C}_{f}, \mathrm{SK}_{f}\right) \rightarrow \bar{\mu}$ : Given the homomorphically computed ciphertext $\mathbf{C}_{f}$ and corresponding secret key $\mathrm{SK}_{f}$, find $\bar{\mu}$, which is the same as the original message $\mu$ if the receiver has the secret key matching the policy $f$.

The most computationally expensive operations are EvalPK and EvalCT, which homomorphically evaluate a circuit of depth $\left\lceil\log _{2} \ell\right\rceil$ using the GSW homomorphic multiplication approach. At each level of a Boolean circuit composed of NAND gates (which are used for benchmark evaluation in [18]), the algorithms compute matrix products $\mathbf{B}_{2 i} \mathbf{G}^{-1}\left(-\mathbf{B}_{i}\right)$ and $\left(\mathbf{G}^{-1}\left(-\mathbf{C}_{i}\right)\right)^{t} \mathbf{C}_{2 i}$ for public keys and ciphertexts, respectively. Here, $\mathbf{B}_{i} \in R_{q}^{1 \times m}, \mathbf{C}_{i} \in R_{q}^{m}, R_{q}=\mathbb{Z}_{q}[x] /\left\langle x^{n}+1\right\rangle$, and $m=\left\lceil\log _{b} q\right\rceil+2$ (the latter corresponds to the Ring-LWE trapdoor construction). Note that that the gadget $\mathbf{G}$ is extended in this case to $m$ by adding two zero entries to the decomposed digits.

The work [18] presents a CPU implementation of the ring variant of the KP-ABE scheme along with an efficient GPU implementation for policy evaluation and encryption. The CPU implementation was done for a binary gadget base and used the conversion from CRT to the positional number system for digit decomposition both in trapdoor sampling and gadget decomposition. To avoid the linear noise growth $O(n m)$ in gadget decomposition, the authors used a balanced digit decomposition, namely the binary nonadjacent form (NAF), that replaces digits in $(0,1)$ with a zero-centered representation in $(-1,0,1)$. Although this approach allows one to achieve a heuristic growth close to $O(\sqrt{n m})$ in the case of the KP-ABE scheme, the noise properties depend on the randomness of the input, i.e., this approach is deterministic.

The CPU runtimes for policy evaluation and encryption operations in [18] were far from practical (the CPU results only for $\ell$ up to 8 are presented), and hence the authors developed an efficient GPU implementation for these operations.

For detailed algorithms of the KP-ABE scheme, the reader is referred to [18].

### 7.2.2 Our Optimizations

We present a full CRT/RNS ring variant of the KP-ABE scheme that leverages the lattice gadget toolkit to significantly (by more than one order of magnitude) speed up the policy evaluation operations. In particular, our implementation includes the following optimizations as compared to [18]:

- The subgaussian gadget decomposition in CRT representation to minimize the noise growth instead of the NAF decomposition with the conversion from CRT representation to positional system. This provides a theoretical guarantee of the square-root noise growth. To achieve the repeatability of randomized decomposition in EvalPK and EvalCT, we use the same seed for the random operations in subgaussian gadget decomposition. The seed is treated as part of the master public key.
- The CRT variant of trapdoor sampling using the gadget decomposition technique discussed in this paper in contrast to the multiprecision digit decomposition in [18].
- The RNS/CRT scaling proposed in [29] for decryption in constrast to the multiprecision scaling.
- Increased gadget base $b$ (both in trapdoor and subgaussian gadget decomposition) instead of the binary base.


### 7.2.3 Parameter Selection

As the correctness constraint in [18] was derived for the classical binary-base gadget decomposition, we provide here a modified version incorporating the effect of a larger gadget base for the case of subgaussian gadget decomposition:

$$
\begin{equation*}
q>4 C_{1} s \sigma \sqrt{m n}(b \sqrt{m n})^{d}, \tag{2}
\end{equation*}
$$

where $C_{1}=128, s=C \cdot \sigma^{2}(b+1) \cdot\left(\sqrt{n \log _{b} q}+\sqrt{2 n}+4.7\right), C=1.8, \sigma \approx 4.578$, and $d=\left\lceil\log _{2} \ell\right\rceil$. Here, $C$ and $C_{1}$ are empirical parameters chosen the same way as in [18].

The differences compared to [18] are the $b$ factor in the exponentiation base (as the digits vary between $-b$ and $b$ in subgaussian gadget decomposition) and a $(b+1)$ factor in the expression for $s$ (contributed by Gaussian sampling; see $[20,17]$ for a more detailed discussion of the Gaussian distribution parameter for arbitrary gadget bases).

## 8 Experimental Results

We ran the experiments in PALISADE version 1.2, which includes NTL version 10.5.0 and GMP version 6.1.2. The evaluation environment was a commodity desktop computer system with an Intel Core i7-3770 CPU with 4 cores rated at 3.40 GHz and 16 GB of memory, running Linux CentOS 7 . The compiler was $\mathrm{g}++$ (GCC) 5.3.1.


Figure 2: Runtime baseline of subgaussian sampling rate for native uniformly random integers (w.r.t a 60-bit modulus). When $b=2^{r}$, the modulo reduction in digit decomposition is performed by simple bit shifting. When $b$ is arbitrary, the slower hardware modulo operation is used. The plateaus correspond to the same number of digits, i.e., the same value of $\left\lceil 60 / \log _{2} b\right\rceil$.

### 8.1 Subgaussian Gadget Decomposition

The experiments described in this section were all performed in the single-threaded mode. The goal of these results is to provide the performance baselines for subgaussian gadget decomposition, demonstrate the benefits of the efficient gadget in CRT representation, and illiustrate the effect of subgaussian sampling on the noise growth in GSW-type products.

Figure 2 shows the dependence of subgaussian gadget decomposition rate (per decomposed integer) on the gadget base for native (64-bit) integers. The results are shown both for a power-of-two base, which supports fast modulo reduction by bit shifting, and an arbitrary base, which requires a division-based modulo operation on x86 architectures. In our implementation, the native arithmetic is a building block for performing operations in CRT representation for integers that are larger than 60 bits, and, therefore, these results can be used to estimate the runtimes for larger CRT-represented integers. Figure 2 illustrates that the sampling rate increases in a discrete manner as we raise the gadget base because the number of digits is determined by $\left\lceil 60 / \log _{2} b\right\rceil$. The runtime is dominated by the randomized operations (as the difference between a power-of-two-base and arbitrary-base scenarios is relatively small), thus limiting the advantages of choosing the faster power-of-two bases. This suggests that a CRT representation in terms of powers of primes, where the primes are used as the residue bases, might be preferred in some instances (where an efficient implemention of arithmetic over prime powers is available) over power-of-two bases.

Figure 3 illustrates the benefits of using the efficient gadget in CRT representation when working with cyclotomic rings. The conversion from CRT representation to the positional system followed by digit decomposition w.r.t a large modulus slows down subgaussian gadget decomposition rate by almost one order of magnitude. We also observe that the difference in performance between a power-of-two base and an arbitrary base is relatively small for both cases.

Figure 4 demonstrates the differences in the noise growth of GSW-type products using the subgaussian


Figure 3: Comparison of the sampling rates for CRT and multiprecision (MP) variants of subgaussian gadget decomposition for ring elements with 4096 coefficients and 60 -bit CRT moduli at $r=\left\lceil\log _{2} b\right\rceil=20$. The MP variant requires the conversion from CRT representation to the positional number system followed by digit decomposition w.r.t. a large integer.
and classical binary gadget decomposition methods. For this experiment, we generated an error vector in $R^{m}$ and iteratively multiplied it by $\mathbf{G}^{-1}\left(\mathbf{U}_{i}\right)$, where $\mathbf{U}_{i}$ is a vector of unformly random ring elements in $R_{q}^{m}$ at level $i$. We applied the tree multiplication approach (rather than a sequential evaluation in a right-associative manner, which reduces the noise when dealing with a chained product of fresh encryptions in GSW [14, 5]) to emulate the noise growth in evaluating a Boolean policy circuit in the KP-ABE scheme. We considered both the cases when the same $\mathbf{U}$ was used at all levels (correlated ciphertexts) and different $\mathbf{U}_{i}$ at each level. The results were approximately the same for both scenarios because the classical gadget decomposition matrix is centered at 0.5 (see [18] for a more detailed discussion of the classical gadget decomposition case).

Figure 4 suggests that the noise growth in the subgaussian gadget decomposition case has a square-root dependence on $m n(\beta \approx 0.5)$ while the classical gadget decomposition approach results in almost linear noise growth $(\beta \approx 0.9)$. Note that the intercept is lower for classical gadget decomposition because the infinity norm of digits is 1 (only 0 or 1 are possible) vs. 2 in the case of subgaussian decomposition (the allowed integer values are in the range from -2 to 2 ). However, this advantage does not propagate to the second level of the circuit as the square-root dependence of subgaussian gadget decomposition already plays a more dominant role here.

### 8.2 Key-Policy Attribute-Based Encryption

Table 1 shows the performance results for our implementation along with the corresponding results for the implementation in [18]. The first three rows for the results in [18] were obtained using native (64-bit) integer arithmetic and the last row used a multiprecision backend in PALISADE based on NTL/GMP. The experiments were run on a commodity desktop system, i.e., Intel Core i7-3770 CPU with 4 cores at 3.40 GHz and 16 GB of memory running CentOS 7. Both variants were implemented in PALISADE v1.2. The experiments were run for 4 threads.


Figure 4: Noise growth for GSW-type multiplication in the ring-based KP-ABE variant $(k=180, n=1024$, $b=2$ ). The base in the exponentiation is $(m n)^{\beta}$, where $m=k+2=182$ and $\beta$ describes the rate of noise growth. The slope of the linear interpolation is $\beta \log _{2}(m n)$. The values of $\beta$ are 0.497 and 0.893 for subgaussian and classical gadget decomposition, respectively.

Table 1: Comparison of performance results for our KP-ABE variant (in bold) vs. the implementation in [18] (in parentheses). EvalCT* $=$ EvalPK + EvalCT corresponds to the SCENARIO WHEN THE POLICY EVALUATION OF PUBLIC KEYS AND CIPHERTEXTS IS DONE AT THE SAME

| TIME. |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\ell$ | $k$ | $\log _{2} n$ | $r$ | KEYGEN |  |  |  |  |  |
|  |  |  | $[\mathrm{ms}]$ | ENCRYPT <br> $[\mathrm{ms}]$ | EVALCT* <br> $[\mathrm{s}]$ | EVALPK <br> $[\mathrm{s}]$ | DECRYPT <br> $[\mathrm{ms}]$ | RAM <br> $[\mathrm{MB}]$ |  |
| 2 | $50(44)$ | $11(11)$ | $5(1)$ | $\mathbf{4 0}(126)$ | $\mathbf{7}(33)$ | $\mathbf{0 . 0 2 3}(0.44)$ | $\mathbf{0 . 0 2 1}(0.42)$ | $\mathbf{1 . 8}(3.0)$ | $\mathbf{1 9}(58.5)$ |
| 4 | $100(52)$ | $12(12)$ | $20(1)$ | $\mathbf{6 4}(143)$ | $\mathbf{1 5}(57)$ | $\mathbf{0 . 0 7 2}(1.76)$ | $\mathbf{0 . 0 6 4}(1.68)$ | $\mathbf{3 . 9}(3.5)$ | $\mathbf{3 6 . 4}(86.3)$ |
| 8 | $120(60)$ | $13(13)$ | $15(1)$ | $\mathbf{1 5 1}(317)$ | $\mathbf{5 6}(222)$ | $\mathbf{0 . 5 9}(10.8)$ | $\mathbf{0 . 5 3}(10.4)$ | $\mathbf{8 . 9}(7.7)$ | $\mathbf{9 4 . 1}(255)$ |
| 16 | $180(70)$ | $13(13)$ | $20(1)$ | $\mathbf{1 7 7}(419)$ | $\mathbf{1 5 7}(1,483)$ | $\mathbf{1 . 6 8}(429)$ | $\mathbf{1 . 4 8}(427)$ | $\mathbf{1 1 . 5}(18.1)$ | $\mathbf{2 3 0}(2,867)$ |
| 32 | 180 | 13 | 15 | $\mathbf{2 0 6}$ | $\mathbf{4 1 4}$ | $\mathbf{5 . 6 7}$ | $\mathbf{5 . 0}$ | $\mathbf{1 3 . 4 6}$ | $\mathbf{5 0 8}$ |
| 64 | 204 | 13 | 17 | $\mathbf{2 2 6}$ | $\mathbf{1 , 0 5 2}$ | $\mathbf{1 3 . 1}$ | $\mathbf{1 1 . 2}$ | $\mathbf{1 6 . 3 9}$ |  |
| 128 | 300 | 14 | 25 | $\mathbf{5 6 8}$ | $\mathbf{6 , 4 5 4}$ | $\mathbf{9 8 . 3}$ | $\mathbf{8 5 . 5}$ | $\mathbf{4 5 . 4 3}$ |  |

To choose the ring dimension $n$ for both implementations, we ran the LWE security estimator ${ }^{\|}$(commit 560525 ) [3] to find the lowest security levels for the uSVP, decoding, and dual attacks following the standard homomorphic encryption security recommendations [2]. We selected the least value of the number of security bits $\lambda$ for all 3 attacks on classical computers based on the estimates for the BKZ sieve reduction cost model. All results are presented for at least 128 bits of security.

Table 1 suggests there is a speed-up of 2.1x to 3.2 x for key generation, where the lattice trapdoor sampling subroutine is called. The speed-up for encryption is 3.8 x to 9.5 x , which is mostly attributed to the use of a larger gadget base. The speed-ups for the main botteneck operations of homomorphic public key and

[^4]ciphertext evaluation are in the range from 18 x to 289 x , which is a combined effect of subgaussian gadget decomposition in CRT and a larger gadget base. The decryption runtimes are comparable, and already fast for both implementations. The memory requirements for our optimized variant are 2.4 x to 12.5 x smaller.

Note that the peformance of the KP-ABE variant in [18] dramatically degrades after switching from the native arithmetic (when $k \leq 60$ bits) to the multiprecision backend (for gadget decomposition), which is observed for $\ell=16$ in Table 1. This implies the efficient gadgets in CRT representation are critical for supporting deeper Boolean circuits with CPU systems.

We also profiled the contributions of subgaussian gadget decomposition and the number theoretic transforms (NTT) of the digit-decomposed matrix (needed for matrix multiplication) to the runtimes for homomorphic policy evaluation of ciphertexts (EvalCT*). The contribution of subgaussian gadget decomposition was in the range from $15 \%$ to $22 \%$ w.r.t. the total homomorphic policy evaluation runtime. The contribution of the related NTTs was between $47 \%$ and $63 \%$, suggesting that the latter is the main bottleneck of homomorphic circuit evaluation in our KP-ABE variant.
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## A Subgaussian Nearest Plane

Now we describe the subgaussian nearest plane algorithm, $S G_{N P}(\mathbf{B}, \mathbf{t})$, used in throughout the paper. Clearly, it is a randomized version of Babai's algorithm (Theorem 2.2), and it was first used in a theoretical sense in [5]. The algorithm takes as input a target $\mathbf{t} \in \mathbb{R}^{n}$, a lattice basis $\mathbf{B}$, and its GSO. It returns a lattice point $\mathbf{x}$ that is randomly chosen so that $\mathbf{x}-\mathbf{t}$ is a subgaussian vector. The subgaussian parameter, as we will see, is $\max _{i}\left\|\tilde{\mathbf{b}}_{i}\right\|$.

Let $\mathbf{B}_{k}^{*}$ be the GSO of the basis $\mathbf{B}_{k}$. As in the nearest plane algorithm, we partition the lattice $\mathcal{L}\left(\mathbf{B}_{k}\right)$ into parallel planes $\mathcal{L}\left(\mathbf{B}_{k}\right)=\bigcup_{i \in \mathbb{Z}}\left(\mathcal{L}\left(\mathbf{B}_{k-1}\right)+i \cdot \mathbf{b}_{k}\right)$, but here we randomly round to the plane $j$ or $j-1$, the planes between which the target lies, with a probability which depends on the target's distance from the nearest plane instead of directly rounding. In more detail, given an input vector $\mathbf{t}$, we perform the following: First project the target orthogonally onto the span of $\mathbf{b}_{k}^{*}$ and store the coefficient $t \leftarrow\left\langle\mathbf{t}, \mathbf{b}_{k}^{*}\right\rangle /\left\|\mathbf{b}_{k}^{*}\right\|^{2}$. If $t \in \mathbb{Z}$, set $c \leftarrow t$. Otherwise, pick $c \leftarrow\lfloor t\rfloor+1$ with probability $t \bmod 1$ and $c \leftarrow\lfloor t\rfloor$ otherwise. Finally, return $c \cdot \mathbf{b}_{k}+S G_{N P}\left(\mathbf{B}_{k-1}, \mathbf{t}-c \cdot \mathbf{b}_{k}\right)$. The following lemma is easily proved by induction through expanding the expectation and the definition of the GSO.

Lemma A. 1 The expected value of $S G_{N P}\left(\mathbf{B}_{k}, \mathbf{t}\right)$ is $\mathbf{t}$ projected to $\operatorname{span}\left(\mathbf{B}_{k}\right)$.
To see $S G_{N P}\left(\mathbf{B}_{k}, \mathbf{t}\right)-\mathbf{t}$ is subgaussian, we view the space in the basis generated by $\mathbf{B}_{k}^{*}$. Since the coefficients of the output vector in this basis are chosen independently and by the definition of the GSO, $S G_{N P}\left(\mathbf{B}_{k}, \mathbf{t}\right)-\mathbf{t}$ is a subgaussian vector with parameter $\max _{i}\left\|\mathbf{b}_{i}^{*}\right\|$.

Lemma A. $2 S G_{N P}\left(\mathbf{B}_{k}, \mathbf{t}\right)-\mathbf{t}$ is a subgaussian vector with parameter $\max _{i}\left\|\mathbf{b}_{i}^{*}\right\|$.
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[^2]:    ${ }^{\ddagger}$ This theorem is most relevant when $q$ is a relatively small modulus (say $q<2^{64}$ ), so that arithmetic operations modulo $q$ can be performed with unit cost. For larger moduli, the theorem will be used as a building block for a more complex algorithm described in Section 6 using RNS/CRT representation for the elements of $\mathbb{Z}_{q}$.
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