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## 1 Abstract

This work shows all necessary calculations to extend the "Practical Attribute Based Encryption: Traitor Tracing, Revocation, and Large Universe" scheme of Liu and Wong with non-monotonic access structures. We ensure that the blackbox tracability property is preserved.

## 2 Introduction

We selected Liu et al.'s "Augmented R-CP-ABE" scheme [1, 2] as the technical foundation for a data encryption service. In the course of the requirements analysis it turned out that the property of the non-monotonic access structures is needed, but is not provided by Liu's original scheme. This work uses the techniques introduced by Yamada et al. in [3] which build on top of Ostrovsky et al. [4] to retrofit the property of the non-monotonic access structure, as it was already outlined by Thatmann in [5].

The remainder is structured as follows: we start with an overview of terms and symboles in Section 2.1. New required computations to archive the non-monotonic property and blackbox tracability property are subject of Section 3 and 4. An evaluation is given in Section 5.

### 2.1 Overview of terms and symbols

The terms, and symbols listed in Table 1 are intended to help get an easier access to the mathematical description of the Attribute-based Encryption (ABE) scheme.

| Symbols: | Description |
| :--- | :--- |
| $\mathbb{A}$ | $\mathbb{A}=(A, \rho)$ is an LSSS matrix. A is an $l \times n$ matrix. $\rho$ maps each row <br> $A_{k}$ of $A$ to an attrib. $\rho(k) \in \mathbb{U}=\mathbb{Z}_{p}$ |
| $R$ | $R=\subseteq[m, m]$ is a revocation list. |
| $\mathcal{U}$ | Attribute Universe, $\mathcal{U} \in \mathbb{Z}_{p}$ |
| $S$ | Attribute $S \in \mathbb{Z}_{p}$ |
| PP | Public Parameters, can be seen as equivalent to a public key |
| $\omega_{k}$ | $\omega_{k} \in \mathbb{Z}_{l}$ is a set of reconstruction constants. $k \in[l]$ with $l$ being the <br> row index number of the LSSS matrix (see $\mathbb{A}$ description) |
| $e$ | $e$ is an bilinear map |
| $M ; c t$ | $M$ is a plaintext message. $c t$ means ciphertext |
| $T_{i}$ | $T_{i}$ is a variable and linked to the user-index matrix at row $i . T_{i}$ is also <br> an indicator for the position of the plaintext in the ciphertext. |
| $D_{p}$ | $D_{P}$ is calculated from many mappings $e$ and ensures that the <br> attributes $S$ of a private key $S K$ can solve the access structure $\mathbb{A} . ~$ <br> $P$ <br> is part of the decryption. (D=Decryption and $\mathrm{P}=$ Policy) |
| $D_{l}$ | $D_{I}$ is calculated from many mapping $e$ ensures that the hidden <br> user-index $(i, j)$ and the revocation list $\mathbb{R}$ are taken into account <br> during decryption. (D=Decryption and I=Index) |
| $\vec{\chi}$ | $\vec{\chi}$ is a vector. This vector is the core element of the traceability <br> function. |
| $N$ | total number of users in the ABE system |
| $m^{2}$ | $m$ is the user-index matrix size. It depends of the given amound of <br> users $N$. |
| $\lambda$ | the security parameter, curve parameters |

Table 1: terms amd symbols

## 3 Extended computations for non-monotonic access structures

We decided to use the notation applied by Liu et al. in [2]. Next, we recapture the Practical Attribute-based Encryption (PABE)'s Augmented R-CP-ABE construction and emphasize the modifications required for achieving the non-monotonic and unbounded access structures property. The blue colored parts indicate the new additional elements and computations required to achieve the non-monotonic property. Black colored formulas indicate the original PABE construction. Color highlighting is only used at the beginning of each method or at selected locations.

### 3.1 Setup method

$$
\operatorname{Setup}\left(\lambda, N=m^{2}\right) \rightarrow(P P, M S K)
$$

The Setup method uses the group generator $G(\lambda)$ and gets further $\left(e, p, G, G_{T}\right)$ as parameters. $e$ is a bilinear map and $p$ the prime order of $\mathbb{G}$ and $\mathbb{G}_{T} . \mathbb{G}$ represents the source group and $\mathbb{G}_{T}$ the target group of the mapping. The attribute universe is $\mathcal{U}=\mathbb{Z}_{p}$ and $\lambda$ is the security parameter. $N$ defines the total number of users in the system. From a technical point of view, a matrix must
now be created in which all users can be accommodated. As an example we choose $90 \leq N \leq 100$ then $m$ is set to 10 which leads to a $10 \times 10$ matrix for the user index.

The algorithm randomly chose

$$
g, h, f, f_{1}, \ldots, f_{m}, G, H \in \mathbb{G} ;\left\{a_{i}, r_{i}, z_{i} \in \mathbb{Z}_{p}\right\}_{i \in[m]},\left\{c_{j} \in \mathbb{Z}_{p}\right\}_{j \in[m]}
$$

and outputs the Master Secret Key (MSK) and the system's Public Parameter (PP):

$$
\begin{gathered}
M S K_{n}=M S K \bigcup\left\{b \in \mathbb{Z}_{p}\right\} \\
P P_{n}=P P \bigcup\left\{G^{\prime}=H^{b}\right\}
\end{gathered}
$$

### 3.1.1 KeyGen method

$$
\text { Keygen }\left(P P, M S K, S \subseteq \mathbb{Z}_{p}\right) \rightarrow S K_{(i, j), S}
$$

The KeyGen method creates a secret key $S K$ by using the Public Parameters $P P$, a set of attributes $S$ and the MSK a secret key $S K$. The $\left\{\delta_{i, j, x}^{\prime} \in \mathbb{Z}_{p}\right\}_{\forall x \in S}$ should be chosen in a way that $\delta_{i, j, x_{1}}^{\prime}+\cdots+\delta_{i, j, x_{k}}^{\prime}=\sigma_{i, j}$ with $k=|S|$ applies. Hereby, every delta $\delta$ represents an attribute and the + character expresses the group operator. In our case the scalar product. The KeyGen method sets a counter $c=0$ an calculates the corresponding index $(i, j)$ with $1 \leq i, j \leq m$ and $(i-1) * m+j=c$. By this all created Secret Key (SK) contain the index $(i, j)$.

We use Yamada et al.'s approach to key generation, which involves the random generation of a set of variables $\left\{\delta_{i, j, x}^{\prime}\right\}_{\forall x \in S} \in \mathbb{Z}_{p}$. These variables have the following property:

$$
\begin{equation*}
\forall x \in S: \quad \delta_{i, j, 1}^{\prime}+\ldots+\delta_{i, j, x}^{\prime}=\sigma_{i, j} \tag{1}
\end{equation*}
$$

The KeyGen method outputs the secret key as follows:
Choose $\left\{\delta_{i, j, x}^{\prime} \in \mathbb{Z}_{p}\right\}_{\forall x \in S}$ such that $\delta_{i, j, x_{1}}^{\prime}+\cdots+\delta_{i, j, x_{k}}^{\prime}=\sigma_{i, j}$ with $k=|S|$.

$$
S K_{n}=S K \bigcup\left\{\widetilde{K}_{i, j, x}, \widetilde{K}_{i, j, x}^{\prime}\right\}_{\forall x \in S}
$$

with $\widetilde{K}_{i, j, x}=g^{b \delta_{i, j, x}^{\prime}}$ and $\widetilde{K}_{i, j, x}^{\prime}=\left(H^{b x} h^{b}\right)^{\delta_{i, j, x}^{\prime}}$.
The calculation of the private keys are identical to those of Liu and Wong.

$$
\begin{aligned}
& K_{i, j}=g^{\alpha_{i}} g^{r_{i} c_{j}}\left(f f_{j}\right)^{\sigma_{i, j}}, \quad K_{i, j}^{\prime}=g^{\sigma_{i, j}}, \quad K_{i, j}^{\prime \prime}=Z_{i}^{\sigma_{i, j}}, \\
& \left\{\bar{K}_{i, j, j^{\prime}}=f_{j}^{\sigma_{i, j}}\right\}_{j^{\prime} \in[m] \backslash\{j\}} \\
& \left\{K_{i, j, x}=g^{\delta_{i, j, x}}, \quad K_{i, j, x}^{\prime}=\left(H^{x} h\right)^{\delta_{i, j, x}} G^{-\sigma_{i, j}}\right\}_{x \in S},
\end{aligned}
$$

The additional variables $\widetilde{K}_{i, j, x}$ and $\widetilde{K}_{i, j, x}^{\prime}$ are calculated as follows:

$$
\left\{\widetilde{K}_{i, j, x}=g^{b \delta_{i, j, x}^{\prime}}, \quad \widetilde{K}_{i, j, x}^{\prime}=\left(G^{\prime x} h^{b}\right)^{\delta_{i, j, x}^{\prime}}\right\}_{x \in S}
$$

Both variables $\widetilde{K}_{i, j, x}$ and $\widetilde{K}_{i, j, x}^{\prime}$ are now added (union) to the private key $S K_{(i, j), S}$ which looks now like this:

$$
\left.S K_{(i, j), S}=\left((i, j), S, K_{i, j}, K_{i, j}^{\prime}, K_{i, j}^{\prime \prime},\left\{\bar{K}_{i, j, j^{\prime}}\right\}_{j^{\prime} \in[m] \backslash\{j\}},\left\{K_{i, j, x}, K_{i, j, x}^{\prime}, \widetilde{K}_{i, j, x}, \widetilde{K}_{i, j, x}^{\prime}\right\}\right\}_{x \in S}\right)
$$

### 3.1.2 Encrypt method

$$
\operatorname{Encrypt}(P P, M, R, \mathbb{A}=(A, \rho),(\bar{i}, \bar{j})) \rightarrow C T_{R,(A, \rho)}
$$

The encrypt method encrypts a plaintext message $M$ with the help of the Public Parameter $P P$ under consideration of an attribute revocation list $R$. The access structure $\mathbb{A}$ must be defined beforehand. This boolean formula secures the encrypted data in Ciphertext-policy Attributebased Encryption (CP-ABE) schemes. For all attributes $x \in S$ it has to be checked whether $x$ is prime (negated) and then set $P_{k}$ accordingly with $\rho(k)=x$ :

$$
P_{k}= \begin{cases}f^{A_{k}} \cdot \mathrm{u}_{G^{\xi_{k}}} & \text { if } \rho(k)=x \\ f^{A_{k} \cdot u}\left(G^{\prime}\right)^{\xi_{k}} & \text { if } \rho(k)=x^{\prime}\end{cases}
$$

The following calculations are carried out in the preparatory phase of the encryption. They are identical to [2]:

$$
\begin{aligned}
\kappa, \quad \tau, \quad s_{1}, \ldots, s_{m}, \quad t_{1}, \ldots, t_{m} & \in \mathbb{Z}_{p}, \\
v_{c}, \quad w_{1}, \ldots, w_{m} & \in \mathbb{Z}_{p}^{3}, \\
\varepsilon_{1}, \ldots, \varepsilon_{l} & \in \mathbb{Z}_{p}, \\
u=\left(\pi, u_{2}, \ldots, u_{n}\right) & \in \mathbb{Z}_{p}^{n}, \\
r_{x}, r_{y}, r_{z} & \in \mathbb{Z}_{p} .
\end{aligned}
$$

With the three prime numbers $r_{x}, r_{y}$, and $r_{z}$ the vectors $\overrightarrow{\chi_{1}}, \overrightarrow{\chi_{2}}, \overrightarrow{\chi_{3}}$ can be calculated, which are needed for the Blackbox Traceability functionality.

$$
\begin{aligned}
& \overrightarrow{\chi_{1}}=\left(r_{x}, 0, r_{z}\right) \\
& \overrightarrow{\chi_{2}}=\left(0, r_{y}, r_{z}\right) \\
& \overrightarrow{\chi_{3}}=\overrightarrow{\chi_{1}} \times \overrightarrow{\chi_{2}}=\left(-r_{y} r_{z}, \quad-r_{x} r_{z}, \quad r_{x} r_{y}\right)
\end{aligned}
$$

The user-index $(\bar{i}, \bar{j})$ can be used to calculate $v_{i}$, the set of all finite linear combinations or linear span.

$$
\begin{gathered}
\forall i \in\{1, \ldots, \bar{i}\}: v_{i} \in \mathbb{Z}_{p}^{3}, \\
\forall i \in\{\bar{i}+1, \ldots, m\}: v_{i} \in \operatorname{span}\left\{\overrightarrow{\chi_{1}}, \overrightarrow{\chi_{2}}\right\}
\end{gathered}
$$

### 3.2 Ciphertext Construction

Given $v_{i}$ we can create a ciphertext. The construction is a two-step process because we have to perform a row and a column calculation on the user-index matrix and a second calculation on the LSSS matrix.

1. Calculation on user-index matrix

For the rows and columns calculations we have to consider all cases for $i \geq \bar{i}$ and $i<\bar{i}$.
For each row $i$ with $(1 \leq i \leq m)$ of the user-index matrix with size $m$ we calculate $R_{i}, R_{i}^{\prime}$, $Q_{i}, Q_{i}^{\prime}, Q_{i}^{\prime \prime}$, and $T_{i}$ as follows:

- if $i<\bar{i}$ choose $\tilde{s}_{i} \in \mathbb{Z}_{p}$ randomly and calculate

$$
\begin{aligned}
& R_{i}=g^{v_{i}}, R_{i}^{\prime}=g^{\kappa v_{i}}, \\
& Q_{i}=g^{s_{i}}, Q_{i}^{\prime}=\left(f \prod_{j^{\prime} \in \bar{R}_{i}} f_{j}^{\prime}\right)^{s_{i}} Z_{i}^{t_{i}} f^{\pi}, \quad Q_{i}^{\prime \prime}=g^{t_{i}}, \\
& T_{i}=E_{i}^{\tilde{s}_{i}}
\end{aligned}
$$

- if $i \geq \bar{i}$ calculate

$$
\begin{aligned}
& R_{i}=G_{i}^{s_{i} v_{i}}, \quad R_{i}^{\prime}=G_{i}^{k s_{i} v_{i}}, \\
& Q_{i}=g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}, \quad Q_{i}^{\prime}=\left(f \prod_{j^{\prime} \in \bar{R}_{i}} f_{j}^{\prime}\right)^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)} Z_{i}^{t_{i}} f^{\pi}, \quad Q_{i}^{\prime \prime}=g^{t_{i}}, \\
& T_{i}=M \cdot E_{i}^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}
\end{aligned}
$$

For each column $j$ of the user-index matrix $(1 \leq j \leq m)$, calculate $C_{j}$ and $C_{j}^{\prime}$ as follows:

- if $j<\bar{j}$ choose $\mu_{j} \in \mathbb{Z}_{p}$ randomly and calculate

$$
\begin{aligned}
C_{j} & =H^{\tau\left(v_{c}+\mu_{j} \overrightarrow{\chi_{3}}\right)} \cdot g^{k \omega_{j}}, \\
C_{j}^{\prime} & =g^{\omega_{j}}
\end{aligned}
$$

- if $j \geq \bar{j}$ calculate:

$$
\begin{aligned}
C_{j} & =H^{\tau v_{c}} \cdot g^{\kappa \omega_{j}}, \\
C_{j}^{\prime} & =g^{\omega_{j}}
\end{aligned}
$$

2. Calculation on the LSSS matrix

For each row $k$ of the LSSS matrix with size $\mathrm{l}(1 \leq k \leq l)$ we calculate: The introduction of the non-monotonic access rule has an effect on the calculations of the LSSS matrix. There must be a case distinction. As described above, $(p(k)=x)$ with $f^{A_{k} \cdot u} G^{\epsilon_{k}}$ must be used for all monotonic access rules and $\left(p(k)=x^{\prime}\right)$ with $f^{A_{k} \cdot u} G^{\prime \epsilon_{k}}$ must be used for all non-monotonic access rules. It follows:
(a)

$$
P_{k}= \begin{cases}f^{A_{k} \cdot \mathrm{u}} G^{\xi_{k}} & \text { if } \rho(k)=x \\ f^{A_{k} \cdot \mathrm{u}}\left(G^{\prime}\right)^{\xi_{k}} & \text { if } \rho(k)=x^{\prime}\end{cases}
$$

(b)

$$
P_{k}^{\prime}=\left(H^{\rho(k)} h\right)^{-\epsilon_{k}}
$$

(c)

$$
P_{k}^{\prime \prime}=g^{\epsilon_{k}}
$$

The ciphertext now contains one more element: $P_{k}$

$$
C T_{R, \mathbb{A}=(A, \rho)}=\left(R,(A, \rho),\left(R_{i}, R_{i}^{\prime}, Q_{i}, Q_{i}^{\prime}, Q_{i}^{\prime \prime}, T_{i}\right)_{i=1}^{m},\left(C_{j}, C_{j}^{\prime}\right)_{j=1}^{m},\left(P_{k}, P_{k}^{\prime}, P_{k}^{\prime \prime}\right)_{k=1}^{l}\right)
$$

### 3.3 Decrypt method

The decryption method gets as arguments the PP, the ciphertext, the secret attribute key(s) $S K_{(i, j), S}$. If the attributes $S$ can solve the access structure $\mathbb{A}=\left(A_{(l \times n)}\right.$ (evaluation to true) the decryption works. Otherwise $\perp$ follows.

$$
\operatorname{Decrypt}_{A}\left(P P, C T_{R,(\mathbb{A}=(A, p))}, S K_{i, j}, S\right) \rightarrow M o r \perp
$$

To determine whether the attributes can solve the access structure, reconstruction constants $\left\{\omega_{k} \in \mathbb{Z}_{p}\right\}_{k \in[l]}$ must be included in the calculation. These constants have the following property:

$$
\begin{equation*}
\sum_{p(k) \in S} \omega_{k} A_{k}=(1,0, \ldots, 0) \tag{2}
\end{equation*}
$$

The constants can not be calculated if the set of attributes $S$ does not satisfy the access policy $\mathbb{A}$. In essence, this decryption procedure lies upon the equation

It is only possible to calculate the constants if the private key with its attributes can solve the access structure. We use the following formula to reconstruct the plaintext, the message M , just like Liu and Wong do (compare [2, p.21]).

$$
\begin{equation*}
M=\frac{T_{I}}{D_{P} \cdot D_{I}} \tag{3}
\end{equation*}
$$

As with Liu et al., $D_{p}$ is the part of the equation that ensures that the attributes S of the private key can solve the access structure $\mathbb{A}=(A, p)$ of the ciphertext. $D_{I}$ is responsible for the fact that the excluded subsets of user indexes can no longer decrypt. Both $D_{p}$ and $D_{I}$ are results of many calculated pairings in the context of bilinear maps calculations. The variable $T_{I}$ is connected to the user-index at row $I$. It also indicates the position at which the message M , i.e. the plain text, is embedded in the ciphertext.

In order to get a holistic understanding of the decryption and to prove its correctness, we next present the reconstruction of the plaintext $M$ in detail.

In his master thesis [6], Alwin Alwin documented in detail the calculation steps with all mathematical transformations for the calculation of $D_{P}$ and $D_{I}$. We now repeat his very detailed description.

### 3.4 Calculating $D_{p}$

The calculation of $D_{P}$ differs from the original Liu scheme, because the non-monotonic attributes have been added. This can be seen in the new calculation of $D_{P_{\text {part-1 }}}$, where we have to process negated and non-negated attributes separately.

$$
D_{P}=\prod_{p(k) \in S}\left(\begin{array}{ll}
e\left(K_{i, j}^{\prime}, P_{k}\right) & D_{P_{\text {part-1 }}}
\end{array}\right)^{\omega_{k}}
$$

The negated attributes $x^{\prime}$ and normal attributes $x$ must be considered. The calculation of $D_{P_{\text {part-1 }}}$ therefore differs:

$$
\begin{aligned}
& \text { if } p(k)=x^{\prime} \quad \Rightarrow \quad D_{P_{\text {part-1 }}}=\prod_{p(z) \in S}\left(e\left(\widetilde{K}_{i, j, p(z)}, P_{k}^{\prime}\right) \quad e\left(\widetilde{K}_{i, j, p(z)}^{\prime}, P_{k}^{\prime \prime}\right)\right)^{\frac{1}{p(k)-p(z)}} \\
& \text { if } p(k)=x \quad \Rightarrow \quad D_{P_{\text {part-1 }}}=e\left(K_{i, j, p(k)}, P_{k}^{\prime}\right) \quad e\left(K_{i, j, p(k)}^{\prime}, P_{k}^{\prime \prime}\right)
\end{aligned}
$$

We must consider two cases when calculating $D_{P_{\text {part-1 }}}$. We start by looking at the first case, which always occurs when a negated attribute $P(k)=x^{\prime}$ is present.

$$
\begin{aligned}
& D_{P_{\mathrm{part}-1}}=\prod_{p(z) \in S}\left(e\left(\widetilde{K}_{i, j, p(z)}, P_{k}^{\prime}\right) \quad e\left(\widetilde{K}_{i, j, p(z)}^{\prime}, P_{k}^{\prime \prime}\right)\right)^{\frac{1}{p(k)-p(z)}} \\
& =\prod_{p(z) \in S}\left(e\left(g^{b \delta_{i, j, p(z)}^{\prime}},\left(H^{p(k)} h\right)^{-\varepsilon_{k}}\right) \quad e\left(\left(G^{\prime p(z)} h^{b}\right)^{\delta_{i, j, p p}^{\prime}}, g^{\varepsilon_{k}}\right)\right)^{\frac{1}{p(k)-p(z)}} \\
& =\prod_{p(z) \in S}\left(e\left(g^{b \delta_{i, j, p(z)}^{\prime}}, H^{-p(k) \varepsilon_{k}}\right) \quad e\left(g^{b \delta_{i, j, x}^{\prime}}, h^{-\varepsilon_{k}}\right) \quad e\left(\left(H^{b p(z)} h^{b}\right)^{\delta_{i, j, p(z)}^{\prime}}, g^{\varepsilon_{k}}\right)\right)^{\frac{1}{p(k)-p(z)}} \\
& =\prod_{p(z) \in S}\left(e(g, H)^{-p(k) \varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}} \quad e(g, h)^{-\varepsilon_{k} b \delta_{i, j, x}^{\prime}} \quad e\left(H^{b p(z) \delta_{i, j, p(z)}^{\prime},} g^{\varepsilon_{k}}\right) \quad e\left(h^{b \delta_{i, j, p(z)}^{\prime},} g^{\varepsilon_{k}}\right)\right)^{\frac{1}{p(k)-p(z)}} \\
& =\prod_{p(z) \in S}\left(e(g, H)^{-p(k) \varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}} \quad e(g, h)^{-\varepsilon_{k} b \delta_{i, j, x}^{\prime}} \quad e(H, g)^{p(z) \varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}} \quad e(h, g)^{\varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}}\right)^{\frac{1}{p(k)-p(z)}} \\
& =\prod_{p(z) \in S}\left(e(g, H)^{-p(k) \varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}} \overline{e(g, h)^{-\varepsilon_{k} b \delta_{i, j, x}^{\prime}}} e(H, g)^{p(z) \varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}} \overline{\left.e(h, g)^{\varepsilon}\right)^{\varepsilon b \delta_{i, j, p(z)}^{\prime}}}\right)^{\frac{1}{p(k)-p(z)}} \\
& =\prod_{p(z) \in S}\left(e(g, H)^{(-p(k)+p(z)) \varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}}\right)^{\frac{1}{p(k)-p(z)}} \\
& =\prod_{p(z) \in S}\left(e(g, H)^{-\varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}(p(k)-p(z))}\right)^{\frac{1}{p(k)-p(z)}} \\
& =\prod_{p(z) \in S}\left(e(g, H)^{-\varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}}\right)^{\frac{p(k)-p(z)}{p(k)-p(z)}} \\
& =\prod_{p(z) \in S} e(g, H)^{-\varepsilon_{k} b \delta_{i, j, p(z)}^{\prime}} \\
& =e(g, H)^{-\varepsilon_{k} b\left(\sum_{z \in x} \delta_{i, j, p(z)}^{\prime}\right)} \quad \mid \quad \text { with equation } 1 \\
& =e(g, H)^{-\varepsilon_{k} b \sigma_{i, j}}
\end{aligned}
$$

After the calculation of $D_{P_{p a r t-1}}$ we can now continue with the calculation of $D_{P}$.

$$
\begin{aligned}
& D_{P}=\prod_{p(k) \in S}\left(e\left(K_{i, j}^{\prime}, P_{k}\right) \quad D P_{\text {part-1 }}\right)^{\omega_{k}} \\
& =\prod_{p(k) \in S}\left(e\left(g^{\sigma_{i, j}}, f^{A_{k} \cdot u} G^{\prime \varepsilon_{k}}\right) \quad e(g, H)^{-\varepsilon_{k} b \sigma_{i, j}}\right)^{\omega_{k}} \\
& =\prod_{p(k) \in S}\left(e\left(g^{\sigma_{i, j}}, f^{A_{k} \cdot u}\right) \quad e\left(g^{\sigma_{i, j}}, H^{\varepsilon_{k} b}\right) \quad e(g, H)^{-\varepsilon_{k} b \sigma_{i, j}}\right)^{\omega_{k}} \\
& =\prod_{p(k) \in S}\left(\begin{array}{lll}
e\left(g^{\sigma_{i, j}}, f^{A_{k} \cdot u}\right) & e(g, H)^{\varepsilon_{k} b \sigma_{i, j}} & \left.e(g, H)^{-\varepsilon_{k} b \sigma_{i, j}}\right)^{\omega_{k}}
\end{array}\right. \\
& =\prod_{p(k) \in S}\left(e\left(g^{\sigma_{i, j}}, f^{A_{k} \cdot u}\right) \overline{e(g, H)^{\varepsilon_{k} b \sigma_{i, j}}} \overline{e(g, H)^{-\varepsilon_{k} b \sigma_{i, j}}}\right)^{\omega_{k}} \\
& =\prod_{p(k) \in S}\left(e\left(g^{\sigma_{i, j}}, f^{A_{k} \cdot u}\right)\right)^{\omega_{k}} \\
& =e\left(g^{\sigma_{i, j}}, f\right)^{\sum_{p(k) \in S} \omega_{k}\left(A_{k} \cdot u\right)} \quad \mid \quad \text { with equation 2 } \\
& =e\left(g^{\sigma_{i, j}}, f\right)^{\pi}
\end{aligned}
$$

If we have a normal, non-negated attribute $(p(k)=x)$, the calculation by $P_{k}=f^{A_{k} \cdot u}(G)^{\varepsilon_{k}}$ of $D_{P_{\text {part-1 }}}$ looks like this:

$$
\begin{aligned}
& D_{P \mathrm{part}-1}=e\left(K_{i, j, p(k)}, P_{k}^{\prime}\right) \quad e\left(K_{i, j, p(k)}^{\prime}, P_{k}^{\prime \prime}\right) \\
& =e\left(g^{\delta_{i, j, p(k)}},\left(H^{p(k)} h\right)^{-\varepsilon_{k}}\right) \quad e\left(\left(H^{p(k)} h\right)^{\delta_{i, j, p(k)}} G^{-\sigma_{i, j}}, g^{\varepsilon_{k}}\right) \\
& =e\left(g^{\delta_{i, j, p(k)}}, H^{-p(k) \varepsilon_{k}}\right) \quad e\left(g^{\delta_{i, j, p(k)}}, h^{-\varepsilon_{k}}\right) \quad e\left(\left(H^{p(k)} h\right)^{\delta_{i, j, p(k)}}, g^{\varepsilon_{k}}\right) \quad e\left(G^{-\sigma_{i, j}}, g^{\varepsilon_{k}}\right) \\
& =e\left(g^{\delta_{i, j, p(k)}}, H^{-p(k) \varepsilon_{k}}\right) \quad e\left(g^{\delta_{i, j, p(k)}}, h^{-\varepsilon_{k}}\right) \quad e\left(H^{p(k) \delta_{i, j, p(k)}}, g^{\varepsilon_{k}}\right) \quad e\left(h^{\delta_{i, j, p(k)}}, g^{\varepsilon_{k}}\right) \quad e\left(G^{-\sigma_{i, j}}, g^{\varepsilon_{k}}\right) \\
& =e(g, H)^{-p(k) \varepsilon_{k} \delta_{i, j, p(k)}} e(g, h)^{-\varepsilon_{k} \delta_{i, j, p(k)}} e(H, g)^{p(k) \varepsilon_{k} \delta_{i, j, p(k)}} e(h, g)^{\varepsilon_{k} \delta_{i, j, p(k)}} e(G, g)^{\varepsilon_{k}-\sigma_{i, j}} \\
& =\overline{e(g, H)^{-p(k) \varepsilon_{k} \delta_{i, j, p(k)}}} \overline{e(g, h)^{-\varepsilon_{k} \delta_{i, j, p(k)}}} \overline{e(H, g)^{p(k) \varepsilon_{k} \delta_{i, j, p(k)}}} \overline{e(h, g)^{\varepsilon_{k} \delta_{i, j, p(k)}}} e(G, g)^{\varepsilon_{k}-\sigma_{i, j}} \\
& =e(G, g)^{\varepsilon_{k}-\sigma_{i, j}}
\end{aligned}
$$

This now leads to the following calculation of $D_{P}$ :

$$
\begin{aligned}
D_{P} & =\prod_{p(k) \in S}\left(\begin{array}{lll}
e\left(K_{i, j}^{\prime}, P_{k}\right) & D P_{\text {part-1 }}
\end{array}\right)^{\omega_{k}} \\
& =\prod_{p(k) \in S}\left(\begin{array}{lll}
e\left(g^{\sigma_{i, j}}, f^{A_{k} \cdot u} G^{\varepsilon_{k}}\right) & \left.e(G, g)^{\varepsilon_{k}-\sigma_{i, j}}\right)^{\omega_{k}} \\
& =\prod_{p(k) \in S}\left(\begin{array}{lll}
e\left(g^{\sigma_{i, j}}, f^{A_{k} \cdot u}\right) & e\left(g^{\sigma_{i, j}}, G^{\varepsilon_{k}}\right) & e(G, g)^{\varepsilon_{k}-\sigma_{i, j}}
\end{array}\right)^{\omega_{k}} \\
& =\prod_{p(k) \in S}\left(e\left(g^{\sigma_{i, j}}, f^{A_{k} \cdot u}\right)\right. & e(g, G)^{\varepsilon_{k} \sigma_{i, j}} \\
e(G, g)^{\varepsilon_{k}-\sigma_{i, j}}
\end{array}\right)^{\omega_{k}} \\
& =\prod_{p(k) \in S}\left(e\left(g^{\sigma_{i, j}}, f^{A_{k} \cdot u}\right)\right. \\
e(g, G)^{\varepsilon_{k} \sigma_{i, j}} & \left.\overline{e(G, g)^{\varepsilon_{k}-\sigma_{i, j}}}\right)^{\omega_{k}} \\
& =\prod_{p(k) \in S}\left(e \left(g^{\left.\left.\sigma_{i, j}, f^{A_{k} \cdot u}\right)\right)^{\omega_{k}}}\right.\right. \\
& =e\left(g^{\sigma_{i, j}}, f\right)^{\Sigma_{p(k) \in S} \omega_{k}\left(A_{k} \cdot u\right)} \\
& =e\left(g^{\left.\sigma_{i, j}, f\right)^{\pi}}\right.
\end{aligned}
$$

By this case distinction can be distinguished between negated and non-negated attributes, where the calculation of $D_{p}$ will result in $e\left(g^{\sigma_{i, j}}, f\right)^{p i}$. Because if this is not the case, the reconstruction of the plaintext will always fail. Compare section 3.5.1.

### 3.5 Calculating $D_{I}$

We divide the calculation of $D_{I}$ into two parts $D_{I_{p a r t-1}}$ and $D_{I p a r t-2}$ to get a better overview.

$$
D_{I}=D_{I_{\mathrm{part}-1}} \cdot D_{I_{\mathrm{part}-2}}
$$

The two parts can be calculated as follows:

$$
\begin{aligned}
D_{I_{\mathrm{part}-1}} & =\frac{e\left(\bar{K}_{i, j}, Q_{i}\right) \cdot e\left(K_{i, j}^{\prime \prime}, Q_{i}^{\prime \prime}\right)}{e\left(K_{i, j}^{\prime}, Q_{i}^{\prime}\right)} \\
D_{I_{\mathrm{part}-2}} & =\frac{e_{3}\left(R_{i}^{\prime}, C_{j}^{\prime}\right)}{e_{3}\left(R_{i}, C_{j}\right)}
\end{aligned}
$$

We start with the consideration of part 1 , where we first calculate $\bar{K}_{i, j}$ as follows:

$$
\begin{aligned}
\bar{K}_{i, j} & =K_{i, j} \cdot\left(\prod_{j^{\prime} \in \bar{R}_{i}^{\prime} \backslash\{j\}} \bar{K}_{i, j, j^{\prime}}\right) \\
& =g^{\alpha_{i}} g^{r_{i} c_{j}}\left(f f_{j}\right)^{\sigma_{i, j}} \cdot\left(\prod_{j^{\prime} \in \overline{\bar{R}}_{i}^{\prime} \backslash\{j\}} f_{j^{\prime}}^{\sigma_{i, j}}\right) \\
& =g^{\alpha_{i}} g^{r_{i} c_{j}} \cdot\left(f \prod_{j^{\prime} \in \bar{R}_{i}^{\prime}} f_{j^{\prime}}^{\sigma_{i, j}}\right.
\end{aligned}
$$

With the calculated $\bar{K}_{i, j}$ we can calculate $D_{I_{\text {part }-1}}$ :

$$
\begin{aligned}
& D_{I_{\mathrm{part}-1}}=\frac{e\left(\bar{K}_{i, j}, Q_{i}\right) \cdot e\left(K_{i, j}^{\prime \prime}, Q_{i}^{\prime \prime}\right)}{e\left(K_{i, j}^{\prime}, Q_{i}^{\prime}\right)} \\
&=\frac{e\left(g^{\alpha_{i}} g^{r_{i} c_{j}} \cdot\left(f \prod_{j^{\prime} \in \bar{R}_{i}^{\prime}} f_{j^{\prime}}\right)^{\sigma_{i, j}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right) \cdot e\left(Z_{i}^{\sigma_{i, j}}, g^{t_{i}}\right)}{e\left(g^{\sigma_{i, j}},\left(f \prod_{j^{\prime} \in \bar{R}_{i}^{\prime}} f_{j^{\prime}}\right)^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)} Z_{i}^{t_{i}} f^{\pi}\right)} \\
&\left.=\frac{e\left(g^{\alpha_{i}} g^{r_{i} c_{j}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right) \cdot e\left(\left(f \prod_{j^{\prime} \in \bar{R}_{i}^{\prime}} f_{j^{\prime}}\right)^{\sigma_{i, j}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right) \cdot e\left(Z_{i}^{\sigma_{i, j}}, g^{t_{i}}\right)}{e\left(g^{\sigma_{i, j}},\left(f \prod_{j^{\prime} \in \bar{R}_{i}^{\prime}} f_{j^{\prime}}\right)^{\tau s_{i}\left(v_{i}\right.} \cdot v_{c}\right)}\right) \cdot e\left(g^{\sigma_{i, j}}, Z_{i}^{t_{i}} f^{\pi}\right) \\
&=\frac{e\left(g^{\alpha_{i}} g^{r_{i} c_{j}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right) \cdot e\left(\left(f \prod_{j^{\prime} \in \bar{R}_{i}^{\prime}} f_{j^{\prime}}\right)\right.}{e\left(g^{\sigma_{i, j}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right) \cdot e\left(Z_{i}^{\sigma_{i, j}},\left(f \prod_{j^{\prime} \in \bar{R}_{i}^{\prime}}^{\left.\left.f_{j^{\prime}}\right)^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right)}\right) \cdot e\left(g^{t_{i}}\right)\right.} \\
&=\frac{e\left(g^{\sigma_{i, j}}, Z_{i}^{t_{i}}\right) \cdot e\left(g^{\sigma_{i, j}}, f^{\pi}\right)}{e\left(g^{r_{i} c_{j}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right) \cdot e\left(Z_{i}^{\sigma_{i, j}}, g^{t_{i}}\right)} \\
&=\frac{\left.e Z_{i}^{t_{i}}\right) \cdot e\left(g^{\left.\sigma_{i, j}, f^{\pi}\right)}\right.}{e\left(g^{\alpha_{i}} g^{r_{i} c_{j}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right)} \\
& g^{\left.\sigma_{i, j}, f^{\pi}\right)}
\end{aligned}
$$

Now we can turn to the calculation of part -2 . This calculation depends on two indexes, the user-index $(\bar{i}, \bar{j})$, which is used for encryption and the user-index $(i, j)$, hidden in the private key. Since the decryption process only works if $((i=\bar{i}) \wedge(j \geq \bar{j}))$ or $(i>\bar{i})$ applies. This fact leads to a case distinction in which six cases have to be considered which are now being dealt with.

1. $i<\bar{i} \wedge j<\bar{j}$

$$
\begin{aligned}
D_{I_{\mathrm{part}-2}} & =\frac{e_{3}\left(R_{i}^{\prime}, C_{j}^{\prime}\right)}{e_{3}\left(R_{i}, C_{j}\right)} \\
& =\frac{e_{3}\left(g^{\kappa v_{i}}, g^{\omega_{j}}\right)}{e_{3}\left(g^{v_{i}}, g^{c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)} \cdot g^{\kappa \omega_{j}}\right)} \\
& =\frac{e_{3}(g, g)^{\kappa v_{i} \omega_{j}}}{e_{3}(g, g)^{v_{i} c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)+v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e_{3}(g, g)^{v_{i} c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)+v_{i} \kappa \omega_{j}-v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e_{3}(g, g)^{v_{i} c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)}} \\
& =\frac{1}{e(g, g)^{c_{j} \tau\left(v_{i} v_{c}+v_{i} \chi_{3} \mu_{j}\right)}}
\end{aligned}
$$

Since we randomly select $v_{i} \in \mathbb{Z}_{p}$ and $v_{i} \cdot \chi_{3} \neq 0$, the calculation of $D_{I_{\text {part-2 }}}$ leads to an additional exponent that destroys $M . M$ cannot be reconstructed. Please compare section 3.5.1.
2. $i<\bar{i} \wedge j \geq \bar{j}$

$$
\begin{aligned}
D_{I_{\text {part }-2}} & =\frac{e_{3}\left(R_{i}^{\prime}, C_{j}^{\prime}\right)}{e_{3}\left(R_{i}, C_{j}\right)} \\
& =\frac{e_{3}\left(g^{k v_{i}}, g^{\omega_{j}}\right)}{e_{3}\left(g^{v_{i}}, g^{c_{j} \tau v_{c}} \cdot g^{\kappa \omega_{j}}\right)} \\
& =\frac{e_{3}(g, g)^{\kappa v_{i} \omega_{j}}}{e_{3}(g, g)^{v_{i} c_{j} \tau v_{c}+v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e_{3}(g, g)^{v_{i} c_{j} \tau v_{c}+v_{i} \kappa \omega_{j}-v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e(g, g)^{c_{j} \tau v_{i} v_{c}}}
\end{aligned}
$$

Also here the reconstruction of $M$ is made impossible, because one exponent is missing, so that the exponents cannot cancel each other out. Please compare section 3.5.1.
3. $i=\bar{i} \wedge j<\bar{j}$

$$
\begin{aligned}
D_{I_{\text {part }-2}} & =\frac{e_{3}\left(R_{i}^{\prime}, C_{j}^{\prime}\right)}{e_{3}\left(R_{i}, C_{j}\right)} \\
& =\frac{e_{3}\left(g^{r_{i} \kappa s_{i} v_{i}}, g^{\omega_{j}}\right)}{e_{3}\left(g^{r_{i} s_{i} v_{i}}, g^{c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)} \cdot g^{\kappa \omega_{j}}\right)} \\
& =\frac{e_{3}(g, g)^{r_{i} \kappa s_{i} v_{i} \omega_{j}}}{e_{3}(g, g)^{r_{i} s_{i} v_{i} c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)+r_{i} s_{i} v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e_{3}(g, g)^{r_{i} s_{i} v_{i} c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)+r_{i} s_{i} v_{i} \kappa \omega_{j}-r_{i} s_{i} v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e_{3}(g, g)^{r_{i} s_{i} v_{i} c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)}} \\
& =\frac{1}{e(g, g)^{r_{i} s_{i} c_{j} \tau\left(v_{i} v_{c}+v_{i} \chi_{3} \mu_{j}\right)}}
\end{aligned}
$$

An unwanted additional exponent prevents the calculation here as well (see section 3.5.1) . $M$ cannot be reconstructed.
4. $i=\bar{i} \wedge j \geq \bar{j}$

$$
\begin{aligned}
D_{I_{\mathrm{part}-2}} & =\frac{e_{3}\left(R_{i}^{\prime}, C_{j}^{\prime}\right)}{e_{3}\left(R_{i}, C_{j}\right)} \\
& =\frac{e_{3}\left(g^{r_{i} \kappa s_{i} v_{i}}, g^{\omega_{j}}\right)}{e_{3}\left(g^{r_{i} s_{i} v_{i}}, g^{c_{j} \tau v_{c}} \cdot g^{\kappa \omega_{j}}\right)} \\
& =\frac{e_{3}(g, g)^{r_{i} \kappa s_{i} v_{i} \omega_{j}}}{e_{3}(g, g)^{r_{i} s_{i} v_{i} c_{j} \tau v_{c}+r_{i} s_{i} v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e_{3}(g, g)^{r_{i} s_{i} v_{i} v_{i} \tau v_{c}+r_{i} s_{i} v_{i} \kappa \omega_{j}-r_{i} s_{i} v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e(g, g)^{r_{i} s_{i} c_{j} \tau v_{i} v_{c}}}
\end{aligned}
$$

The first case in which the result can be easily shortened with other terms when reconstructing $M$. The reconstruction of $M$ succeeds (see section 3.5.1).
5. $i>\bar{i} \wedge j<\bar{j}$

$$
\begin{aligned}
D_{I_{\text {part-2 }}} & =\frac{e_{3}\left(R_{i}^{\prime}, C_{j}^{\prime}\right)}{e_{3}\left(R_{i}, C_{j}\right)} \\
& =\frac{e_{3}\left(g^{r_{i} \kappa s_{i} v_{i}}, g^{\omega_{j}}\right)}{e_{3}\left(g^{r_{i} s_{i} v_{i}}, g^{c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)} \cdot g^{\kappa \omega_{j}}\right)} \\
& =\frac{e_{3}(g, g)^{r_{i} \kappa s_{i} v_{i} \omega_{j}}}{e_{3}(g, g)^{r_{i} s_{i} v_{i} c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)+r_{i} s_{i} v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e_{3}(g, g)^{r_{i} s_{i} v_{i} c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)+r_{i} s_{i} v_{i} \kappa \omega_{j}-r_{i} s_{i} v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e_{3}(g, g)^{r_{i} s_{i} v_{i} c_{j} \tau\left(v_{c}+\mu_{j} \chi_{3}\right)}} \\
& =\frac{1}{e_{3}(g, g)^{r_{i} s_{i} c_{j} \tau\left(v_{i} v_{c}+v_{i} \chi_{3} \mu_{j}\right)}} \\
& =\frac{1}{e(g, g)^{r_{i} s_{i} c_{j} \tau v_{i} v_{c}}}
\end{aligned}
$$

Again, the result is shaped in such a way that it can be cancelled when reconstructing $M$. The reconstruction of $M$ succeeds (see section 3.5.1).
6. $i>\bar{i} \wedge j \geq \bar{j}$

$$
\begin{aligned}
D_{I_{\text {part-2 }}} & =\frac{e_{3}\left(R_{i}^{\prime}, C_{j}^{\prime}\right)}{e_{3}\left(R_{i}, C_{j}\right)} \\
& =\frac{e_{3}\left(g^{r_{i} \kappa s_{i} v_{i}}, g^{\omega_{j}}\right)}{e_{3}\left(g^{r_{i} s_{i} v_{i}}, g^{c_{j} \tau v_{c}} \cdot g^{\kappa \omega_{j}}\right)} \\
& =\frac{e_{3}(g, g)^{r_{i} \kappa s_{i} v_{i} \omega_{j}}}{e_{3}(g, g)^{r_{i} s_{i} v_{i} c_{j} \tau v_{c}+r_{i} s_{i} v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e_{3}(g, g)^{r_{i} s_{i} v_{i} c_{j} \tau v_{c}+r_{i} s_{i} v_{i} \kappa \omega_{j}-r_{i} s_{i} v_{i} \kappa \omega_{j}}} \\
& =\frac{1}{e(g, g)^{r_{i} s_{i} c_{j} \tau v_{i} v_{c}}}
\end{aligned}
$$

As with cases 5 and 6 , the result during the reconstruction of $M$ can easily be erased against changing terms. The reconstruction of $M$ succeeds (see section 3.5.1).

Now we can merge part -1 and part -2 and determine $D_{I}$ :

$$
\begin{aligned}
D_{I} & =D_{\text {Ipart-1 }} \cdot D_{\text {Ipart-2 }} \\
& =\frac{e\left(g^{\alpha_{i}} g^{r_{i} c_{j}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right)}{e\left(g^{\sigma_{i, j}}, f^{\pi}\right)} \cdot \frac{1}{e(g, g)^{r_{i} s_{i} c_{j} \tau v_{i} v_{c}}} \\
& =\frac{e\left(g^{\alpha_{i}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right) e\left(g^{r_{i} c_{j}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right)}{e\left(g^{\sigma_{i, j}}, f^{\pi}\right)} \cdot \frac{1}{e(g, g)^{r_{i} s_{i} c_{j} \tau v_{i} v_{c}}} \\
& =\frac{e\left(g^{\alpha_{i}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right) e(g, g)^{r_{i} s_{i} c_{j} \tau\left(v_{i} \cdot v_{c}\right)}}{e\left(g^{\sigma_{i, j}}, f^{\pi}\right)} \cdot \frac{1}{e(g, g)^{r_{i} s_{i} c_{j} \tau v_{i} v_{c}}} \\
& =\frac{e\left(g^{\alpha_{i}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right) e(g, g)^{r_{i} s_{i} c_{j} \tau\left(v_{i} \cdot v_{c}\right)}}{e\left(g^{\sigma_{i, j}}, f^{\pi}\right)} \cdot \frac{1}{e(g, g)^{r_{i} s_{i} c_{j} \tau v_{i} v_{c}}} \\
& =\frac{e\left(g^{\alpha_{i}}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right)}{e\left(g^{\left.\sigma_{i, j}, f \pi\right)}\right.}
\end{aligned}
$$

We just calculated $D_{P}$ and got $e\left(g^{\sigma_{i, j}}, f^{\pi}\right)$. If we look at the result of $D_{I}$ we see that the same term occurs in the denominator of $D_{I}$ and cancel each other out (see section 3.5.1).

### 3.5.1 Reconstructing $M$

We can reconstruct $M$ like this:

$$
\begin{aligned}
M^{\prime} & =\frac{T_{i}}{D_{P} \cdot D_{I}} \\
& =\frac{M \cdot E_{i}^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}}{e\left(g^{\left.\sigma_{i, j}, f\right)^{\pi}} \cdot \frac{e\left(g^{\left.\alpha_{i}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right)}\right.}{e\left(g^{\sigma_{i, j}, f^{\pi}}\right)}\right.} \\
& =\frac{M \cdot e(g, g)^{\alpha_{i} \tau s_{i}\left(v_{i} \cdot v_{c}\right)}}{\overline{e\left(g^{\alpha_{i, j}, f}\right)^{\pi} \cdot \frac{e\left(g^{\left.\alpha_{i}, g^{\tau s_{i}\left(v_{i} \cdot v_{c}\right)}\right)}\right.}{e\left(g^{\alpha_{i, j}, f^{\pi}}\right)}}} \\
& =\frac{M \cdot e(g, g)^{\alpha_{i} \tau s_{i}\left(v_{i} \cdot v_{c}\right)}}{e(g, g)^{\alpha_{i} \tau s_{i}\left(v_{i} \cdot v_{c}\right)}} \\
& =\frac{M \cdot \overline{e(g, g)^{\alpha_{i} \tau s_{i}\left(v_{i} \cdot v_{c}\right)}}}{e(g, g)^{\alpha_{i} \tau s_{i}\left(v_{i} \cdot v_{c}\right)}} \\
& =M
\end{aligned}
$$

$M$ can only be reconstructed if the attributes in the key can solve the access structure that $D_{P}$ takes care of. Non-monotonic attributes can be used as shown. Finally, $D_{I}$ can only be valid if the user-index $(i, j)$ of the private key is equal to or greater than the embedded user-index $(\bar{i}, \bar{j})$ used for encryption.

## 4 Blackbox Tracing

The black box calculation is taken unchanged from [2]. It is based on $D_{I}$ and the exclusion of user indexes. The decryption box $D$ and the $P P$ public parameters are needed to decrypt the potentially non-monotonic access structures under the probability parameter $\epsilon$. The result is a set of user indexes marked as traitors.

## 5 Evaluation

The ABE scheme is compared with selected other ABE schemas regarding its functionalities and component sizes. The result is shown in the Figures 2 and 3. Furthermore, the schema was implemented in Java, so that its functionality was not only shown mathematically.

Table 2: Feature Comparison

| Scheme | Traceability | Revocation | Large Attribute Universe | Non-Monotonic |
| :---: | :---: | :---: | :---: | :---: |
| [2013] Liu et al. [7] | blackbox | $\times$ | $\times$ | $\times$ |
| [2014] Yamada et al. [3] | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ |
| [2014] Ning et al. [8] | whitebox | $\times$ | $\checkmark$ | $\times$ |
| [2014] Deng et al. [9] | blackbox | $\times$ | $\checkmark$ | $\times$ |
| [2016] Liu et al. [10] | blackbox | $\times$ | $\times$ | $\times$ |
| [2016] Li et al. [11] | blackbox | direct | $\times$ | $\times$ |
| [2016] Liu and Wong [1] | blackbox | direct | $\checkmark$ | $\times$ |
| [2017] Li et al. [12] | $\times$ | $\times$ | $\times$ | $\checkmark$ |
| this work | blackbox | direct | $\checkmark$ | $\checkmark$ |

Table 3: Component Size Comparison

| Scheme | Master Secret Key | Public Key | Cipher-Text | Private Key |
| :---: | :---: | :---: | :---: | :---: |
| Liu et al. [7] | $1+\sqrt{N}$ | $3+4 \sqrt{N}+\|U\|$ | $9 \sqrt{N}+2 l$ | $4+\|S\|$ |
| Yamada et al. $[3]$ | 2 | 7 | $2+3 l$ | $2+4\|S\|$ |
| Ning et al. $[8]$ | 4 | 7 | $3+3 l$ | $4+2\|S\|$ |
| Deng et al. $[9]$ | 1 | 3 | $4+2 l$ | $2+(\|S\| \cdot\|L\|)$ |
| Liu et al. $[10]$ | $6+6 \sqrt{N}+4\|U\|$ | $10+6 \sqrt{N}+4\|U\|$ | $8 \sqrt{N}+l$ | $4+\|S\|$ |
| Li et al. [11] | $6+6 \sqrt{N}+4\|U\|$ | $10+11 \sqrt{N}+4\|U\|$ | $8 \sqrt{N}+l$ | $4+\sqrt{N}+\|S\|$ |
| Liu and Wong [1] | $3 \sqrt{N}$ | $5+5 \sqrt{N}$ | $8 \sqrt{N}+3 l$ | $3+\sqrt{N}+2\|S\|$ |
| Li et al. [12] | $1+2\|U\|$ | $2+\|U\|$ | $2+\|R\|$ | 2 |
| this work | $1+3 \sqrt{N}$ | $6+5 \sqrt{N}$ | $8 \sqrt{N}+3 l$ | $3+\sqrt{N}+4\|S\|$ |

$N=$ total number of users, $|L|=$ Scheme specific value, denoting the length of a codeword
$|U|=$ The number of all possible attributes in the attribute universe, $l=$ Number of rows in LSSS matrix
$|S|=$ Number of Attributes asigned to the privat key, $|R|$ Valid path size of the Ordered Binary Decision Diagram
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