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Abstract. We present SETA a new family of public-key encryption
(PKE) schemes with post-quantum security based on isogenies of super-
singular elliptic curves. It is constructed from a new family of trapdoor
one-way functions, where the inversion algorithm uses Petit’s 2017 attack
to compute an isogeny between supersingular elliptic curves given images
of torsion points. We use this method as a decryption mechanism to first
build a OW-CPA scheme; we then prove further properties to obtain
IND-CCA security in the quantum random oracle model using generic
transformations, both for a PKE scheme and a key encapsulation mech-
anism (KEM). We compare our protocols with the NIST proposal SIKE
from both security and efficiency points of view, and we discuss how
further work, including on cryptanalysis, may affect this comparison.

1 Introduction

Isogeny-based cryptography. There has recently been an increasing interest in
cryptosystems based on supersingular isogeny problems as appropriate candi-
dates for post-quantum cryptography. The latter has received greater focus due
to the recent standardization process initiated by NISTE

More precisely, the central problem of isogeny-based cryptography is, given
two elliptic curves, to compute an isogeny between them. For the right choice
of parameters, the best quantum algorithms for solving this problem still run in
exponential time [6]. Variants of this problem have been used to build primitives
such as hash functions [I0], encryption schemes [I6l2], KEMs [2] and signa-
tures [23/41].

® To be pronounced [fe:tn] meaning “walk” in Hungarian.
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Fig. 1. Sketch of the SIDH key agreement protocol.

Encryption schemes. In 2011, Jao and De Feo [25] introduced the first isogeny-
based PKE scheme, based on a key agreement protocol. Their work was inspired
by a construction of Stolbunov [35] for ordinary elliptic curves, with a switch to
supersingular curves to thwart sub-exponential quantum algorithms that exist
in the ordinary case [I1].

The key agreement protocol follows a “Diffie-Hellman-like” structure: Alice
and Bob start from a public curve Ejy and choose random secret isogenies @4, ¢
to reach curves F4, EFp. Then they send the curves to each other and finally use
their respective secrets to arrive at a common curve E4p, as shown in Figure m

In the supersingular case the commutativity of this diagram is not imme-
diately preserved as, say, Bob cannot evaluate his isogeny ¢p on Alice’s curve
FE 4 without some extra help. To solve this, Jao and De Feo proposed sending
additional information in the protocol in the form of images of torsion points
under the secret isogenies. With the help of these points, they ensured that each
party could evaluate their secret isogeny on the other’s curve.

However, the isogeny problem upon which the security of the scheme is based
now differs from the original problem in several ways. First, it is a decisional
problem, consisting on distinguishing E 4 from random, given Fy, E4, Eg. This
is analogous to the relation between the discrete logarithm and decisional Diffie—
Hellman problems. Second, the adversary now has access to the images of some
torsion points under the secret isogenies, which in principle could make the
recovery of these isogenies easier. In addition, Jao and De Feo proposed to use
special primes and rather small degree isogenies in their protocols to accelerate
computations.

The introduction of this new hardness assumption fostered the proposal of
new related assumptions that were used to prove the security of isogeny-based
schemes. Many of these assumptions shared the need to reveal extra points. In
particular, this family of assumptions and parameter choices are used in the
SIKE submissior[’| to the NIST process [2].

A worrisome attack on SIKE wvariants. In 2017, Petit [29] studied the impact
of the extra points in the hardness of these problems. He showed that for some

" In particular, SIKE is proven secure under the hardness of the “computational DH-
like” isogeny problem, in the random oracle model.



choices of parameters, the problem could in fact be solved in polynomial time
with classical algorithms. More precisely, Petit’s algorithm solves the following
problem: let Ey be a special curve, for which the endomorphism ring is known,
and let ¢ : Ey — FE be an isogeny of degree D. Let P,(Q be a basis of the N-
torsion of Ey. Then, given Ey, F, o(P), ¢(Q), the problem is to compute ¢. The
algorithm’s running time depends on the choices of D and N.

So far, Petit’s techniques cannot be applied to the parameters proposed by
Jao and De Feo, hence the proposed schemes [25/16)2] remain secure. Neverthe-
less and in anticipation of potential further cryptanalysis progress, it is desirable
to design alternative cryptographic protocols that only rely on original isogeny
problems. This has so far only been achieved for signature schemes [34J23|[15]
and hash functions [10]. A special case is CSIDH [9], a key agreement protocol
that relies on the original isogeny problem, but is restricted to supersingular
elliptic curves over [Fj,, and can be solved in quantum subexponential time.

More generally, any relaxation of the assumptions used in building isogeny-
based PKE schemes and KEMs is of interest from a theoretical point of view,
and could become crucial if further cryptanalysis progress occurs.

Our contributions. We provide new PKE schemes and KEMs based on isogeny
problems. Key recovery security for our schemes only relies on the original
isogeny problem for supersingular curves, and the standard one-way chosen-
plaintext attack (OW-CPA) and IND-CCA security rely on different problems
than those used in SIDH and SIKE. We argue that, depending on future crypt-
analysis progress, our schemes can provide an interesting alternative to the SIKE
family.

We now briefly sketch the core idea of our constructions. Petit’s algorithm
crucially uses the fact that the endomorphism ring of Ey is known in SIDH/SIKE.
We exploit this fact to turn the attack into a decryption mechanism.

1. Let Ey be a special curve as above. Alice takes a random isogeny ¢, : Fy —
E, and publishes F; as her public key, keeping @5 as her secret key. A
canonical method to compute a basis P, @) of the N-torsion of any F; is also
fixed as part of the scheme.

2. When Bob wants to send a message m to Alice, he encodes it into an isogeny
om : Es = E,,, creating the following diagram.

EO Ps Es Pm Em

He sends (§(Em), om(P), pm(Q)) as the ciphertext.

3. To decrypt a message, Alice uses her secret isogeny ¢, and knowledge of the
endomorphism ring of Ey to compute endomorphisms of Fs. She can then
recover the secret y,, by running the attack on the ciphertext.

The endomorphism ring of F, remains hidden to the adversary, so, even
though the parameters are chosen to enable Petit’s attack, it cannot be run
unless End(E;) is recovered. The task of recovering the endomorphism ring



of a randomly sampled supersingular curve is also a hard problem, for which
only exponential-time algorithms exist. The problem is in fact heuristically
equivalent to computing isogenies between two randomly sampled supersingular
curves [30I19]. As a consequence, an alternative secret key cannot be derived
when given only Fy and F.

Since we rely on Petit’s attack for decryption, we send torsion point images
that are larger than the ones used in SIDH, which suggests an easier underlying
problem. However, a key difference is that there is no Diffie-Hellman-like struc-
ture in our case: we rely directly on the discrete logarithm-like problem, so in
this sense our problem is harder.

We also deal with the algorithmic aspects of the construction, in particular
addressing a potential timing dependency that arises from an uncommon case
in which Petit’s algorithm takes longer to recover the isogeny. We identify when
this happens and tune our parameters to avoid this case completely.

We first build an OW-CPA secure PKE scheme and then we use a generic
OAEP-style transformation to achieve IND-CCA security in the quantum ran-
dom oracle model (QROM). For KEMs, we present two alternative routes: one
uses the transformations of [24], which work out of the box but have a non-tight
security reduction; the other uses the work of [31], which has tighter reductions
but requires the starting scheme to verify an additional property called sparse
pseudorandomness. We focus on the proof that our scheme satisfies this property
and include the technical details of the transformations in the Appendices.

Outline. We first recall the required background on isogenies and quaternion
algebras in Section 2l We also state relevant computational problems and formal
security definitions that we will use, and briefly recall the SIDH/SIKE construc-
tions. This section can be safely skipped by readers who are familiar with these
works. We then present a generalisation of the Charles-Goren-Lauter hash func-
tion and describe our construction as a trapdoor one-way function (OWF), to-
gether with its inversion mechanism and the relevant algorithmic considerations,
in Section [3] In Sections [4 and [5} we present the PKE schemes and KEMs, re-
spectively. These three sections contain the core technical details of this work. In
Section[6] we discuss parameter selection and analyze the asymptotic complexity
of our scheme. We finally compare our scheme with SIDH/SIKE in Section and
conclude the paper in Section

2 Preliminaries

We denote the security parameter by A\. We write PPT for probabilistic polyno-
mial time. The notation y < A(x;r) means that the algorithm A, with input x
and randomness r, outputs y. An algorithm A with oracle access to a function O
is represented as A°(). The notation Pr[sampling : event] means the probability
of the event on the right happening after sampling elements as specified on the
left. Given a set S, we denote sampling a uniformly random element x of S by



z & S. We denote the cardinality of & by #S. A probability distribution X
has min-entropy Ho.(X) = b if any event occurs with probability at most 27°.
For n € N, we use the notation [n] = {0,...,n — 1} when the context clearly
indicates that this is a set. Given an integer n = [[, ¢;*, where the ¢; are its
prime factors, we say that n is B-powersmooth if £; < B for all i. We denote
by Z,, the set of residue classes modulo n. Throughout this paper, we let p > 3

denote a prime number.

2.1 Supersingular elliptic curves

We first recall definitions and results concerning supersingular elliptic curves.

Let ¢ be a power of p and let Fy, Fs be elliptic curves defined over a finite
field Fq. An isogeny ¢ : By — E, is a surjective morphism which sends the
point of infinity of F; to the point of infinity of F5. An isogeny is also a group
homomorphism from Ej(F,) to E»(F,) with a finite kernel. The degree of the
isogeny is its degree as a finite map of curves. If the isogeny ¢ is separable, then
#ker p = deg . If there exists an isogeny ¢ from FE; to E5, then there exists
a unique isogeny ¢ from Es to E; with the property that ¢ o ¢ = [n] where n
is the degree of the isogeny and [n] denotes here the multiplication by n map
on Fs. Such isogenies ¢ and ¢ are called dual of each other. We call two curves
isogenous if there exists an isogeny between them. By the previous remark, this
relation is symmetric.

Let E be an elliptic curve defined over F,. An isogeny from E to itself is
called an endomorphism of E. Under addition and composition, endomorphisms
of E form, together with the zero map, a ring denoted End(F). A theorem of
Deuring states that such an endomorphism ring is either an order in an imag-
inary quadratic field (such curves are called ordinary) or a maximal order in a
quaternion algebra (such curves are called supersingular).

It is a well-known theorem of Tate that two curves defined over F, are isoge-
nous by an isogeny defined over F, if and only if their number of F,-rational
points is equal. Supersingular curves can always be defined (up to isomorphism)
over F,> and a curve is supersingular if and only if the number of points is
congruent to 1 mod p. Supersingularity is thus preserved under isogenies.

Kernels of isogenies and Vélu’s formulas. An isogeny is a group homomorphism
whose kernel is a finite subgroup of the starting curve. Moreover, let ¥ be an
elliptic curve defined over finite field F, and let G be a finite subgroup of E(F,).
Then there exists a unique (up to automorphisms of the target curve) separa-
ble isogeny whose kernel is exactly GG. Due to this uniqueness property we will
denote the image curve by E/G. Furthermore, given a subgroup G whose or-
der is powersmooth, the curve E/G can be computed efficiently using Vélu’s
formulas [40].

Elliptic curve j-invariant. An elliptic curve E defined over F,> can always be
written in short Weierstrass form E : y? = 23 + Az + B, for A,B € Fp2. We can

therefore identify any curve with its two coefficients: E ~ (4, B). Given such a
44°

curve, its j-invariant is defined as j(F) = 1728 135575z - As its name suggests,



this quantity is invariant under any isomorphism over F,2. In this work, we
denote by J, the set of j-invariants of supersingular curves defined over F..
We then identify the set of isomorphism classes of supersingular elliptic curves
over Fp2 with Jp.

The Weil pairing. For N € N such that ged(p, N) = 1, let E[N] := {P € E(F,2) :
[N]P = oo} denote the N-torsion of E, where oo denotes the point at infinity in

E(F,2). The Weil pairing is a map e : E[N] x E[N] — Fj2 that is both bilinear
and non-degenerate:

€(P1 +P2,Q) :e(Pl,Q) -e(Pz,Q)
e(P, Q1+ Q2) =e(P, Q1) - e(P,Q2)
VP € E[N]\ {oc}, 3Q € E[N] : ¢(P,Q) # 1.

Canonical curves. We take the same approach as [23], Appendix A] to fix canon-
ical choices of curves. Given j € IF,2, we define the curve E; as E; ~ (0,1) when
j =0, Ej ~ (1,0) when j = 1728 and E; ~ (1mpa—, T7ae—)
Isogeny graphs. Let £ # p be a prime number. Define the graph Gy = G¢(F)2) to
have vertex set V = J,. We have that #V = | & ]+, where k € {0, 1,2}. Given
two vertices ji,j2 € V, with representative curves Ej, F5 such that j(E;) = j;,
there is an edge in G, between j; and j, if and only if there is an equivalence
class of f-isogenies between E; and Es, where two isogenies ¢, : E3 — Eo are
equivalent if there exists an automorphism « of E5 such that ¢ = ap.

Edges of G¢(FF,2) can also be defined by the modular polynomial ®,(x,y) €
Zlz,y] [32]. Tt is symmetric, meaning that ®¢(z,y) = P¢(y, ), and is of degree
£+ 1 in both z and y. It holds that ®4(j1,7j2) = 0 if and only if there is an
{-isogeny equivalence class between two curves with j-invariants j; and jo, and
thus an edge in Gy. Therefore, given a vertex j € V, its neighbours are exactly
those j-invariants which are roots of the univariate polynomial @,(z,j). As @,
is of degree £ + 1 in 2 and all the j-invariants are in Fj2, we see that G, is an
(£ + 1)-regular graph.

otherwise.

2.2 Quaternion algebras and endomorphism rings of supersingular
elliptic curves

A quaternion algebra is a four-dimensional central simple algebra over a field K.
When the characteristic of K is not 2, then A admits a basis 1,4, j,7j such that
i? = a, j2 = b,ij = —ji where a,b € K \ {0}. The numbers a,b characterise
the quaternion algebra up to isomorphism, thus we denote the aforementioned
algebra by the pair (a,b). A quaternion algebra is either a division ring or it is
isomorphic to My (K), the algebra of 2 x 2 matrices over K.

Let A be a quaternion algebra over Q. Then A ® QQ, is a quaternion algebra
over Q, (the field of p-adic numbers) and A ® R is a quaternion algebra over
the real numbers. A is said to split at p (resp. at o0) if A® Q, (resp. A ® R)
is a full matrix algebra. Otherwise it is said to ramify at p (resp. at o). A
quaternion algebra over Q is split at every but finitely many places, and the list



of these places defines the quaternion algebra up to isomorphism. An order in a
quaternion algebra over Q is a four-dimensional Z-lattice which is also a subring
containing the identity (it is the non-commutative generalization of the ring of
integers in number fields). A maximal order is an order that is maximal with
respect to inclusion.

The endomorphism ring of a supersingular elliptic curve over IF > is a maximal
order in the quaternion algebra By, o, which ramifies at p and at oo. Moreover,
for every maximal order in B, o there exists a supersingular elliptic curve whose
endomorphism ring is isomorphic to it.

It is easy to see that, when p = 3 (mod 4), this quaternion algebra is iso-
morphic to the quaternion algebra (—p, —1). In that case, the integral linear
combinations of 1,4, %, % form a maximal order Oy which corresponds to
an isomorphism class of supersingular curves, namely the class of curves with
j-invariant 1728 (e.g. the curve E : y? = 23 +x). It is easy to see that all elements
ai+ bj + cij + d with a,b, c,d € Z are contained in Oy.

2.3 Computational problems for supersingular isogenies
Given an elliptic curve, a first problem is to compute its endomorphism ring.

Problem 1 (Endomorphism ring computation). Let p be a prime number. Let E
be a supersingular elliptic curve over F2, chosen uniformly at random. Deter-
mine the endomorphism ring of E.

Next, given two elliptic curves over IFy, another problem is whether there ex-
ists an isogeny between them and, if it does, how to compute it. Existence can be
decided in polynomial time by computing the number of points on the respective
curves. When there exists a low-degree isogeny between them, this isogeny can
be guessed and computed easily. The interesting problem is therefore to com-
pute an isogeny between two curves when no such isogeny with low degree exists
(which is the case for two random elliptic curves with overwhelming probability).
Moreover, one typically restricts to the case of smooth degree isogenies, as the
output isogeny can then be naturally represented as a composition of low degree
rational maps.

Problem 2. Let d be a smooth number. Let Fy and E3 be elliptic curves over Iy
connected by an isogeny of degree d. Compute an isogeny between E; and Fs.

Note that, heuristically at least, the restriction to smooth degree isoge-
nies does not change the hardness of Problem [2] which is equivalent to Prob-
lem [1| [30/19]. Furthermore, fixing E; arbitrarily and letting E5 vary does not
change the complexity. In our protocols, security against key recovery attacks
will rely on the hardness of these problems only, unlike in SIDH and SIKE. The
OW-CPA security of our protocols also relies on the following related problem,
in which images of torsion points by a degree d isogeny are revealed.



Problem 3 (Random-start computational supersingular isogeny (RCSSI) prob-
lem). Given p and integers d and N, let E; be a uniformly random supersingular
elliptic curve over IF,,» and ¢ : Fy — E3 be a random isogeny of degree d sampled
from a distribution X with min-entropy Heo(X) = O(A). Let P, @ be a basis of
the torsion group E1[N]. Given Eq, P,Q, Es, p(P) and ¢(Q), compute .

We stress that Problemis a variant of the CSSI problem, introduced in [16],
Problem 5.2], which differs in two aspects. The first difference is that the starting
curve Fj is uniformly random instead of being a special fixed curve. When Fj; is a
special curve for which the endomorphism ring is known, there are parameters d
and N for which Problem may be easy, as shown in [29]. However, selecting E
at random means that computing its endomorphism ring is exactly an instance
of Problem [I} Since that problem is also believed to be hard on average, the
attack of Petit [29] does not apply against Problem 3] even for unbalanced d
and N.

The second difference is the specification of the entropy of the distribution
from which the challenge isogeny is sampled. Note that in the statement of
Problem [3| we have allowed arbitrary distributions with sufficient min-entropy
for convenience, but in fact we will only require the problem to be hard for
certain distributions. In Appendix [A] we explain that this modification to the
original CSSI problem is in fact not specific to our protocols, as a similar modifi-
cation seems to be needed to formally prove the security of the NIST submission
SIKE [2] derived from SIDH.

The above problems are the only computational problems needed to construct
new PKE and KEM schemes based on our new trapdoor OWF. However, the
reduction is not tight for the KEM, and a tighter reduction can be obtained by
relying on an additional problem.

In [37, Definitions 2 and 3], the authors consider the problem of, given two
curves Fq, Fs such that there exists an isogeny ¢ between them, and a basis
{P,Q} of the N-torsion of Ey, computing ¢(P), p(Q). We consider the decisional
variant of this problem. However, we cannot expect indistinguishability between
images of torsion points and random points of the N-torsion of Fs, as there is
a pairing equation that the former will always satisfy. We therefore impose this
on the latter.

Problem 4. Let F, be a random supersingular elliptic curve, and let P,Q be
a basis of E[N]. Let Fy = E;/kerp for some random d-isogeny ¢ from FEj,
sampled from a distribution X with min entropy H(X) = O(A), and assume
that ged(N,d) = 1. Consider the following distributions:

- (Pa@)7 where ﬁ = @(P)aa = @(Q)
— (P,Q), where P,Q & B [N], conditioned on e(P, Q) = e(P, Q)%e%.

The problem is, given Ei, E», P,Q, P, Q, to distinguish between these two
distributions.



Remark 1. We note that sampling elements of the second distribution is efficient,
as it essentially amounts to choosing a matrix in GLy(Zy) with the correct
determinant. See Appendix [B] for a more detailed analysis.

2.4 SIDH and SIKE protocols

Here we give a high level description of SIDH and SIKE. We start with the
original SIDH protocol of Jao and De Feo [25]. In the setup one chooses two
small primes £4,¢p and a prime p of the form p = £5* 45 f — 1, where f is
a small cofactor and e4 and ep are large (in SIKE [2] they use (5 = 2216,
(%F =337 and f = 1). Let E be the elliptic curve with j-invariant 1728@ Let
Py, Qa4 be a basis of E[(%*] and let P, Qp be a basis of E[¢%]. The protocol
is as follows:

1. Alice chooses a random cyclic subgroup of E[¢%*] generated by A = [x4]Pa+
[y4]Qa and Bob chooses a random cyclic subgroup of E[(7] generated by
B = [zp]|Pp + [yB]@B-

2. Alice computes the isogeny w4 : E — E/{A) and Bob computes the isogeny
vp: E— E/(B).

3. Alice sends the curve F/(A) and the points ¢4 (Pp) and p4(Qp) to Bob
and Bob similarly sends (E/(B), ¢p(Pa), ¢5(Q4)) to Alice.

4. Alice and Bob both use the images of the torsion points to compute the
shared secret which is the curve E/(A, B) (e.g. Alice can compute pp(A4) =

[zaleB(Pa) + [yales(Qa) and E/(A, B) = Ep/(pp(A))).

This key exchange protocol also leads to a PKE scheme in the same way
as the Diffie-Hellman key exchange leads to ElGamal encryption. Let Alice’s
private key be the isogeny ¢4 : E — FE/(A) and her public key be the curve
E/(A) together with the images of the torsion points p4(Pp) and ¢4 (Qp).
Encryption and decryption work as follows:

1. To encrypt a bitstring m, Bob chooses a random subgroup generated by B =
[B]Pp+ [ys]@p and computes the corresponding isogeny ¢p : E — E/(B).
He computes the shared secret F — E/(A, B) and hashes the j-invariant
of E/(A, B) to a binary string s. The ciphertext corresponding to m is the
tuple (E/(B), v5(Pa), »5(Qa),c:=m & s)

2. In order to decrypt Bob’s message, Alice computes E/(A, B) and from this
information computes s. Then she retrieves the message by computing ¢ s.

This PKE scheme is IND-CPA secure [25/T6/2]. In the SIKE submission [2], it
is transformed using the constructions in [24, Section 3] to produce an IND-CCA
secure KEM in the random oracle model (ROM).

8 There is a less efficient variant in which a random curve E’ is obtained through a
random walk from E, and E’ is used as the starting curve.



2.5 Security definitions

We recall standard security definitions for PKE schemes and KEMs. Here, the
adversary has quantum access to the random oracles, but only classical access to
any other. We first state weak security notions which are used as starting points
for generic transformations later on. The first one is partial-domain one-wayness,
where part of the input of a function f is hard to recover given the output.

Definition 1 ([38], Def. 6). Let f : {0,1}*F x {0,1}f0 — {0,1}™ be a
function. We say that f is partial-domain one-way if, for any quantum PPT
adversary A,

Prls & {0,125 ¢ & 10,1150, 5« A(f(s,1)) : 5 = 5| < negl(\)

We also require OW-CPA security for PKE schemes.

Definition 2 ([24], Def. 1). Let (KGen, Enc,Dec) be an encryption scheme
with message space M. We say that the encryption scheme is secure against
quantum OW-CPA if, for any quantum PPT adversary A,

(pk, sk) < KGen(1*), m* & M,
c* < Encpi(m™), m < A(pk,c")

Pr

tm o= Decsk(c*)] < negl(A).

We include below a definition for security against key recovery. This is usually
not defined separately from OW-CPA security as the latter implies the former.
We include it here to later highlight that our encryption schemes enjoy additional
protection guarantees against key recovery attacks.

Definition 3 (Security against key recovery). Let (KGen, Enc, Dec) be an
encryption scheme with key space K and message space M. We say that the
encryption scheme is secure against key recovery if, for any quantum PPT ad-
versary A,

(pk, sk) < KGen(1*)

Pr
sk’ + A(pk)

:Vm € M, Decgir (Encpr(m)) = m| < negl(X).

Starting from the definitions above, generic transformations can produce
PKE schemes and KEMs, with very strong levels of security, i.e. IND-CCA
security in the quantum random oracle model in both cases.

Definition 4 ([38], Def. 5). Let (KGen, Enc,Dec) be an encryption scheme.
We say that the encryption scheme is secure against quantum indistinguishable
chosen-ciphertext attack (IND-CCA) if, for any quantum PPT adversary A,

cb=b

(pk, sk) < KGen(1*), mo, my < A°C) (pk),
r < negl(\),

b & {01}, ¢* + Encpp(ms), b + A°0) (pk, c*),

where O(c) returns Decgi(c) for ¢ # c¢*.

10



Definition 5 ([24], Definition 3). Let (KGen, Enc, Dec) be o KEM with sym-
metric key space K. We say that the KEM is secure against quantum IND-CCA
if, for any quantum PPT adversary A,

by | (Phsk) KGen(1*),b & {0, 1}, ;
r .
(K, c*) < Enclpk), KT & K,b « A°O(K7, c*)

1
b| — 5 S negl()\)7
where O(c) returns Decgy(c) for ¢ # c*.

3 Injective trapdoor OWF's from supersingular isogenies

We first present a generalisation of the CGL hash function [I0] and then intro-
duce a new family of trapdoor OWFs. We show that, for certain parameters,
we can efficiently sample a statistically uniform function from the family and
that any such function is injective and one-way. Finally, we show that sampling
a function at random yields a trapdoor, i.e. a secret isogeny, which we can use
to efficiently invert the function.

3.1 Charles-Goren-Lauter hash function

We now present the CGL hash function family as introduced in [I0]. To select
a hash function from the family, one selects a j-invariant j € J, which fixes
a canonical curve E/F,> with j(E) = j. There are ¢ 4+ 1 isogenies of degree ¢
connecting F to other vertices so a canonical one of these is ignored and the other
¢ are numbered arbitrarily. Then, given a message m = bibs ...b,, with b; € [{],
hashing starts by choosing a degree-f isogeny from E according to symbol by
to arrive at a first curve E7. Not allowing backtracking, there are then only /¢
isogenies out of E; and one is chosen according to by to arrive at a second curve
FE5. Continuing in the same way, m determines a unique walk of length n.

The output of the CGL hash function h; is then the j-invariant of the final
curve in the path, i.e. hj(m) = j(E,) where the walks starts at vertex j and
is defined as above. We see that starting at a different vertex j' results in a
different hash function h;.

We modify this hash function family in three ways. First, we consider a
generalisation where we do not ignore one of the £+ 1 isogenies from the starting
curve E. That is, we take inputs m = byby ... b, where by € [( + 1] and b; € [{]
for ¢ > 1; this introduces a one-to-one correspondence between inputs and cyclic
isogenies of degree ¢™ originating from FE.

Secondly, we consider a generalisation where the walk takes place over mul-
tiple graphs Gy,. Given an integer D,, = []_, £;’ where the ¢; are its prime
factors, we introduce the notation p(D,) = [[1_, (£ +1) - £57". We then take
the message m to be an element of [u(D,,)] represented as a tuple (my,...,m,)
and each m, is hashed along the graph Gy,. To ensure continuity, the j-invariants
are chained along the hash functions, that is, we write j; = hj,_, (m;), where
ji—1 is the hash of m;_;. Thus, only jo parametrises the overall hash function,
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which we denote by j. As before, this generalization returns the final j-invariant
Jn = hj, ,(m,) as the hash of m.

Thirdly, we also modify the CGL hash function to return the images of two
given points under the D,,-isogeny ¢,, from E; to £}, . For the rest of this work,
as we will only make use of this family of generalised functions, we therefore refer
by HP'Pm to the hash function family

’Hp’Dm = {hJDm m, P,Q — ](En)vwm(P)7(pm(Q)}

3.2 A new one-way function family

Given p, D,, and N, we define a family of functions FP-Pm-N : 7 x [u(Dy,)] —
Tpx (Fp2)? % (F,2)?, which uses the generalised CGL hash function family H?-P=.
We define the function f;(m) to first compute the canonical curve E; and com-
pute a canonical basis (P;, Q;) of the N-torsion group E;[N] (which is efficient if
N is powersmooth). Next, the function computes (j., P, Q) = hfm (m, Pj,Qj).
Succinctly, we have

fiime— (hf“‘(m,Pj,Qj))

Statistically random sampling from the family. The starting curve E;, with j-
invariant j(Ep) = 1728 is fixed as part of the global parameters of the family
FPPm:N Tg select a random f; from F, a random isogeny of degree D,, with
cyclic kernel K, is chosen. This fixes E; ~ Ey/Kj, and the corresponding j-
invariant j, = j(Es), thus fixing f;, : [u(Dm))] = Tp x (Fp2)? x (Fp2)?.

Theorem 1 ([23], Theorem 1). For degree Dy = [[, ¢S, the distribution of

17 0

the j-invariant js sampled as the last j-invariant of a random walk of length Dy

€q
is within statistical distance [, (iﬂ) of uniform.

Following [23, Lemma 1], taking D, = [[, ¢;* with ¢; ranging through all
primes less than 2(1 + €)logp and e; = max{e € N : ¢ < 2(1 + €)logp} leads
to a statistical distance of less than 1/p!*¢, for arbitrary e. This also ensures
that Ds is B-powersmooth, for B ~ 2(1 + €)logp, which allows for efficient
computation of degree-D, isogenies.

Injectivity. We observe that, for the right choice of parameters, the functions are
injective.

Lemma 1. Let N2 > 4D,,, then any function f; € FPPmN js injective.

Proof. Suppose that a function f; is not injective, i.e. that there are two distinct
isogenies ¢ and ¢’ of degree D,, from E; to E., corresponding to two distinct
messages, with the same action on E;[N], implied by the colliding images of P;
and Q;. Then, following [28, Section 4], their difference is also an isogeny between
the same curves whose kernel contains the entire N-torsion. This, together with
[33, Lemma V.1.2], implies that 4D,,, > deg(p — ¢') > N2. Taking N? > 4D,,
ensures that in fact ¢ = ¢’ and therefore that f; is injective. O
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One-wayness. We now prove that the functions from this family are one-way
under the hardness of an isogeny problem.

Lemma 2. Let D, be such that the distribution of js is statistically close to
uniform. A function f; € FP-PmN sampled at random as explained above, is
quantum one-way under the hardness of Problem[3 with isogeny degree d = D,y,
and torsion degree N.

Proof. Suppose that there is a PPT quantum adversary A that can break the
one-wayness of f;; that is, given j and (jc, P., Q.) = f;j(m*) for m* & (D],
A can recover m* with non-negligible probability. We build a reduction B which
receives a challenge (E1, Py, Q1, Ea, P2, Q2) for Problem [3] with X being the
uniform distribution over isogenies of degree D,,, and returns an isogeny ¢ :
E; — E5 such that ¢(P;) = Py and ¢(Q1) = Q2.

We first observe that since Fj is uniformly distributed, then so is its j-
invariant and its distribution is statistically close to that expected by A for j,
so A is not able to distinguish such distributions. We also observe that the dis-

tribution of isogenies resulting from hashing a uniform m* & [u(Dyy,)] is exactly
the distribution X of D,,-isogenies. The reduction therefore passes j(E;) and
(j(E32), P2, Q2) to A, who will return a corresponding input m with high proba-
bility. By reproducing the hashing of m, the reduction B can then recompute an
isogeny ¢ which is equivalent to . Note here that if m is a correct pre-image of
(Je, Pe, Qc) under the function f;, then we are certain that it is the only one as,
by Lemma [I} f; is injective. With its knowledge of Ey, Py and (1, B can then
compute ¢ and return it. O

The asymptotic cost of computing the one-way function is analysed in Lemmal[9]
in Section

3.3 Computing inverses

In this section, we show how to use the algorithm of [29] to invert a given function
f; € FrPmN We are given (j., P., Q.) as the output of f;(m) for some unknown
m, and also the random isogeny ¢, : Ey — E; of degree D, used to select E; at
random. This gives us the composed isogeny ¢ = ¢,,, 0 ¢5 : Eg — E,, of degree
D = D,, - Dy, where ¢,, is the walk determined by m, used in the computation

of f;(m).

Computing ¢,, given a suitable endomorphism of Fg,. In this section
we assume that we know 6 € End(Ey) and d € Z such that Tr(#) = 0 and
deg(pofop+[d]) = N. Furthermore we assume that D is odd, that ged(D, N) = 1
and that —4deg(#) is not a square modulo every prime divisor of D. We will
explain how to find such 6 as part of the global parameters for our schemes in
Section here we describe how to invert the function given such a 6.

Let ¢ = ¢oflod+ [d] € End(E,,). We can compute 1 by the following method
described in [29]. The endomorphism 1 has degree N and we know its action on
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E,,[N], thus we can compute its kernel (since it is contained in E,,[N]). Since we
are able to compute ¥, we can compute ker(¢ofo ¢) N E,,[D] efficiently. Now let
G = ker(¢ o000 ¢)N E,,[D]. Lemma 3 below shows that in fact G = ker(¢); from
this we can recover first ker(¢) and then ker(¢,,), separating out ¢s. This then
allows us to recover m € [u(D,,)] which corresponds to ker(¢,,). Algorithm
summarises these steps in pseudocode.

Algorithm 1 Computing inverses

Require: c, ¢, 0 € End(Ey),d € Z.

Ensure: m € [u(D,,)] such that f; (m)
Parse c as (je, P, Qc) € Fpe x (Fp2)?

Compute the canonical curve E,, = Ej;.

Let ¢ = ¢ 0 s : Eg — Epy.

Let 1) = ¢ o0 o ¢+ [d] € End(E,,). > Choices of 6 and d ensure degy) = N.

Compute K1 = kery C F,,,[N] using d, 6, ¢5 and P.,Q. € E,,[N].

Compute Ky = ker(¢ 0 0 0 ) N Ep[D] = ker(y) — [d]) N E,[D] = ker(e).

Compute ker(e,,) using ker(g).

return m € [u(D,,)] that corresponds to ker(¢,, ).

Lemma 3. Let 0 be such that — deg(0) is a quadratic nonresidue modulo every

prime diwviding D. Then G is cyclic and furthermore G = ker(¢).

Proof. Tt is clear that ker(¢) C G since it is contained in ker(¢ o 6 o ¢) and
in E,,[D] as well. We now show that G is cyclic. Let M be the largest divisor
of D such that E,,[M] C G. Then ¢ can be decomposed as ¢p/p © ¢pr. Then
by [29, Lemma 5] the kernel of ¢y is fixed by 6. In the proof of [29] Lemma 6]
it is shown that a subgroup of Ep[M] can only be fixed by an endomorphism
6 if Tr(0)? — 4deg(f) is a square modulo M. Choosing 6§ as above therefore
ensures that M = 1 which implies that G is cyclic. The order of G is a divisor
of D since G is cyclic and every element of G has order dividing D. However, G

contains ker(¢) which is a group of order D. This implies that G = ker(¢). O

We note that Algorithm [I] runs in polynomial time, although we delay a
detailed complexity analysis until Lemma[I0]in Section after we have estab-
lished the relations between the different parameters involved.

Avoiding a timing dependency. The condition that — deg(f) is a quadratic
nonresidue modulo every prime dividing D may seem strange at first since in
[29] the case when G is not cyclic is also considered. Without this condition, M
will not always be equal to 1 and in that case the most time-consuming part
of the algorithm is guessing a f-invariant subgroup of Eg[M]—this is exponen-
tial in the number of prime factors of M and it can be expensive since D is
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powersmooth. In [29] it is shown that the expected running time of the attack
remains polynomial time. This is however not sufficient for our purposes, as in-
version could take a very long time on some inputs, and the variable inversion
time creates a dependency between the input and the inversion time. By evok-
ing this extra condition on # and increasing the parameters slightly, we avoid a
timing dependency entirely.

Detection of invalid inputs. When provided with a valid ciphertext ¢, Algo-
rithm [If will always return the corresponding plaintext. To detect invalid inputs
we proceed as follows. If any of the steps fails we return | to indicate that the
ciphertext is invalid. If the algorithm returns an output m then we recompute
the image ¢ from it; if that matches the original ¢, then we return /m as a valid
message; otherwise we return L.

3.4 Computation of the endomorphism

We now provide an algorithm for finding ¢ € End(Ey) which does not depend
on ¢s or ¢, only on their degrees, and can therefore be run as part of global
parameter generation. This is essentially just a small modification of [29, Algo-
rithm 2] but it is technical and may be skipped at a first reading.

The ring End(Ep) has an integral basis {1,4, 232, L} with 42 = —p and
j2 = —1. As seen in Section the endomorphism ring contains the Z-linear
combinations of ¢, j,7j. We will be looking for 6 in the form ai + bj + cij with
a,b,c € Z. This means that we are looking for a solution of the following Dio-
phantine equation:

D?*(pa® 4 pb* + ) +d* = N (1)

Furthermore, we need that —4 deg(f) is a quadratic nonresidue modulo every
prime divisor of D.

We make certain parameter restrictions which are partly necessary and partly
for convenience. First we choose D to be odd since —4deg(f) is obviously a
square modulo 2. We choose N to be a square modulo D?, so the equation
will be solvable modulo D? and we choose N > D5. Let D = Hle 05" be the
prime decomposition of D, and let us denote by T := Hle £; the product of all
distinct prime factors of D. We will also add the restriction that D > T3. Let
A = pa® + pb® + 2. Algorithm [2] below computes a solution to Equation [1] such
that —A is a quadratic nonresidue modulo every prime number dividing D.

The following lemmas address the correctness and efficiency of Algorithm

Lemma 4. Let A be the output of Algorithm[4 Then —A is a quadratic non-
residue modulo all £;.

Proof. Let r;, s, and u be as in Algorithm [2| Let r be an integer such that

—N—‘,—(Dr"r-‘ru)2
D2

r =r; (mod ¢;). Then we show that for every 4, the integer is not
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Algorithm 2 Computing 6

Require: D, N,p as above. Let T be the product of primes dividing D.
Ensure: solution to equation [I]such that —A is a quadratic nonresidue modulo
every prime dividing D.
Find v such that > = N (mod D?) .
for every prime ¢; dividing D do

Let sy, be a quadratic nonresidue modulo /;.

ri < (s, — =480 (20) 71 (mod £;).
Compute a residue r modulo T with the property that » = r; (mod ¢;).
£+ 0.
d « D*(Tl+r) + u.
A XN 5;12.
if A is not a square modulo p then

+—0+1

go to Step[7]
: else
Find ¢ such that ¢2 = A (mod p).
if 4-<

P

Solve the equation a? + b? = A%cz
else

{— 0+ 1

go to Step[7]

: return (a,b, ¢, d)

e e el
s o

is a prime congruent to 1 modulo 4 then

— = s =

—
NeJ

a quadratic residue modulo ¢; which implies that — A is not a quadratic residue
modulo every ¢; since T¢ 4+ r = r; (mod ¢;) for every integer /.
We have that

—N+ (D*r +u)?  —N +u?

IoE D2 + D?r? 4+ 2ur.

By our choice of r» we have that

—N +u?

-N 2
2 + D?*r? 4+ 2ur = ¢

2 + 2ur; = s4, (mod ¢;),

which is a quadratic nonresidue by the choice of sy;. a

Lemma 5. Under plausible heuristic assumptions Algorithm[3 finds a solution
to Equation [1] with the required properties in polynomial time.

Proof. Lemma[d]implies that —(pa® +pb? +¢?) is a quadratic nonresidue modulo
every {;. Observe that if £ < Z we have that N — (D*(T¢+r)4u)? > 0 because of
the conditions N > D® and D > T3. This implies that whenever ¢ < % we have

that Aff in Step [13]is a positive number. Moreover, we can estimate the size of
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2 252
A=c® gince A = N=(D (TD@'TH“ )~ ~ D3, which implies that 4=< ~ D2. By the
Prime number theorem and the Chebotarev density theorem we have that the

number of primes smaller than D? and congruent to 1 modulo 4 is O (%).
r

Thus, after O(logp) iterations (which is much smaller than %) we will get that

A—c? .
£=< is a sum of two squares.

Finally, representing a prime number (congruent to 1 modulo 4) as a sum of
two squares can be accomplished in polynomial time using Cornacchia’s algo-

rithm. All the other steps clearly run in polynomial time. a

Remark 2. The proof implies that instead of having the two conditions N > D?
and D > T2 we could have had the condition N > D*T?3.

4 Public-key encryption schemes

We now build a PKE scheme using the family of trapdoor OWF's of Section [3]
and show that it is OW-CPA secure; then we modify it to achieve IND-CCA
security.

4.1 OW-CPA encryption scheme

We define the SETAOW_CPA PKE scheme as the tuple (KGen, Enc, Dec) of PPT
algorithms described below.

Parameters. Let A denote the security parameter. Let Ey be a fixed supersingular
elliptic curve defined over [F,,» with j-invariant j(Ey) = 1728. Let D,, D,, and N
be integers chosen according to the requirements of Section 3| Let § € End(Ey)
be computed as in Section We let params = (A, p, jo, Ds, D, N, 0).

Key generation. The KGen(params) algorithm proceeds as follows:

Sample a random cyclic subgroup Ky C Eo(F)2) of size D,.
Compute the isogeny ¢, : Fg — Es = Ey/ (Ks).

Compute the j-invariant j; = j(E;) and its canonical curve Ej,.
Set pk := js and sk := Kj.

Return (pk, sk).

Gri Lo

Encryption. The Enc(params, pk,m) algorithm proceeds as follows. For a given
m € {0,1}", where n,, = [log, (D) ], first cast m as an integer in the set
[4(Dyy,)] and then:

1. Parse pk = js € J).

2. Compute (je, P, Qc) < f;.(m), where f; € FpDm:N,

3. Embed (j., P.,®Q.) as a binary string ¢ € {0,1}" where n. is sufficiently
large to represent one j-invariant in 7, and two points in Ej [N] (see end of

Section .

4. Return c.
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Decryption. The Dec(params, pk, sk, ¢) algorithm proceeds as follows:

1. Given params,sk and ¢ € {0,1}", parse c as (jo, P, Qc) € Fp2 x (Fp2)? x
(F,2)?; if that fails, return L.

Follow Algorithm [1| to recover m € [u(D,y,)]; if this fails, set m = L.

If m # L; verify that f;, (m) Lo 1t not, set m = L.

If | was recovered, return L.

Otherwise, from m € [u(D,,)], recover m € {0,1}" and return it.

CU W

Theorem 2. Let D, be such that the distribution of js is statistically close to
uniform. If Problem@ with p,d = Dy, N and X such that Hoo(X) = X is hard
for quantum PPT adversaries, then the PKFE scheme above is quantum OW-CPA
secure.

Proof. In the notation of Definition [2) we have M = {0,1}". We see that

a randomly sampled m &M directly embedded as an integer m € [p(Dp,)]
yields a distribution Y with min-entropy H(Y) = A on isogenies of degree D,
starting from F,. Similarly to the proof of Lemma [2] the challenge of opening
a given ciphertext ¢ reduces to recovering the secret isogeny of Problem [3] with
X=Y. O

4.2 IND-CCA encryption scheme

We now show how to construct SETA.ND_CCA, an IND-CCA secure encryption
scheme based on our OWF of Section [3] We do so with the post-quantum OAEP
transformation of [38, Section 5] (stated in Appendix [C.1]), for which we prove
that our function f is quantum partial-domain one-way. We then recall the
transformation’s security theorem and comment on the efficiency of the resulting
IND-CCA scheme.

Lemma 6. The function f defined in Section[3.3is a quantum partial-domain
one-way function, under the hardness of Problem[3

Proof. We note that in our case, partial domain inversion is the same as do-
main inversion where only the first part of the path is required. More pre-
cisely, factor D,, as D! - D! such that gcd(D!,,D!) = 1, 2’k < p(D!)
and 2% < pu(D!) (where A+ ko + k; is the bit-length of input strings) and then
embed each of s and ¢ in the respective factors. If D/, is appropriately set, then
recovering s from ¢ = f(s,t) is hard under the same assumption as Theorem
with D, replaced by Dy,.. O

Theorem 3 ([38], Theorem 2). If f is a quantum partial-domain one-way
function, then the OAEP-transformed scheme is IND-CCA secure in the QROM.
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5 Key encapsulation mechanism

We select two generic transformations to apply to our encryption scheme to
obtain an IND-CCA secure KEM in the QROM. The first works for any OW-
CPA encryption scheme, but has the drawback a large tightness factor in the
security reduction. The second has a tighter reduction, but requires the OW-CPA
scheme to be sparse pseudorandom. We first provide a proof that our scheme
statisfies this property and then recall the two transformations to achieve IND-
CCA security in the QROM. We refer to [2415] for transformations in the classical
ROM.

5.1 Sparse pseudorandomness

In [31], the authors provide the SXY transformation from a weakly secure PKE
scheme to a CCA-secure KEM. The security reduction is tight, but unlike other
proposals, it requires an additional property from the original PKE scheme:
sparse pseudorandomness. Informally, this means that the ciphertexts of a ran-
dom message are computationally indistinguishable from uniformly random el-
ements of the ciphertext space (pseudorandomness), and that at the same time
the probability of a random element of the ciphertext space being a valid cipher-
text is negligible (sparseness).

Definition 6 (Definition 3.2 from [31])). A deterministic public-key encryp-
tion scheme PKE = (KGen, Enc, Dec), with plaintext space M and ciphertext
space C, is sparse pseudorandom if the following two properties are satisfied.

— Sparseness:

Sparsepke () = w

B < negl(\).
(pk,sk])qelﬁ)éen(p) #C < negl(}A)

— Pseudorandomness: for any PPT adversary A,

(pk, sk) < KGen(1*);
Pr mt & M; 01+ A(pk,c*)
AdvEEEA()\) = " = Encpi(m”*) < negl(\).
(pk, sk) « KGen(1*);
—Pr $ : 1« A(pk, c®)
cF—C

We prove that our encryption scheme is sparse pseudorandom, under the
hardness of problem [4] Recall that our encryption function is defined as

Encpr(m) = (j(Em), om(P), om(Q)),

where pk = E; is a supersingular elliptic curve, { P, Q} is a basis of the N-torsion
of Eg, and ¢, : Es — E,, is the isogeny corresponding to the CGL hash function
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with input m. The message space is M = {0,1}". To guarantee that the two
conditions above are satisfied, we must carefully choose the ciphertext space
CCVx(Fp)?x(Fye)?, where V = 7, is the set of vertices of the supersingular
isogeny graph. In particular, to have pseudorandomness we must ensure that
there is no way to distinguish random elements of C from valid ciphertexts. We
impose the following conditions on C:

— An element (j(F),P,Q) € C must satisfy that E is isogenous to E and
7.0 € E|N].

— The elements P, Q must be of order N and linearly independent.

— Note that e(¢m(P), om(Q)) = e(P, Q)P where e is the Weil pairing. There-

fore (j(E), P,Q) € C must satisfy that e(P, Q) = e(P,Q)P.

Note that the third condition implies the second when N and D,, are coprime,
which is the case for our constructions.
We now prove that our scheme is sparse pseudorandom.

Lemma 7. Let € > 0. Assume that p* N3 > u(D,,) and D,, is large enough
to ensure that the output of a random walk of degree D,, is close to uniform.
Then the encryption scheme defined above is sparse in C.

Proof. Our aim is to prove that #Enc,;(M)/#C is negligible. Since the encryp-
tion function is injective, we have that #Enc,,(M) = #M = 2lleen(Dm)] On
the other hand, #C can be factored in the number of valid j-invariants times
the number of valid pairs of points for each curve.

We observe that, if D,, is large enough, the mixing property of expander
graphs ensures that the probability of ending a random walk of degree D,, at
any j-invariant on the graph is bounded away from 0. Therefore the number of
valid j-invariants is the size of the graph, which is |p/12]| 4+ k& where k € {0, 1, 2}.

For the number of valid pairs, we fix a supersingular j-invariant j(E) € V.
We observe that E[N] = Z/NZ x Z/NZ, and we are interested in finding how
many choices of (P, Q) € E[N] x E[N] correspond to a valid ciphertext, that is,
that they verify the pairing condition. There are roughly N3 such pairs, as we
have N* pairs in the torsion and we impose one equation on them.

Therefore
H#Encu(M) _ p(Dm) _ 12
#C HEN3 pe’
which is negligible in the security parameter. a

Proving pseudorandomness information-theoretically does not seem possible,
given the result above, so we rely on a hardness assumption.

Lemma 8. The encryption scheme defined above is pseudorandom under the
hardness of Problem [}

Proof. The pseudorandomness game is exactly distinguishing between the two
distributions in Problem [ given a single sample. ad
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5.2 Generic transformations

We now recall the generic transformations and state corollaries of their applica-
tion to our OW-CPA scheme. We also comment briefly on the relative efficiency
of the transformed scheme.

The QFOZ, transformation. We describe the QFOZ, transformation from [24]
in Appendix [C:2] which takes a OW-CPA secure PKE scheme and produces
an IND-CCA secure key encapsulation mechanism. This is based on a previous
transformation by Targhi-Unruh [38], which in turn is essentially a QROM se-
cure version of the Fujisaki-Okamoto transformation [20]. We state the security
theorem of the transformation and comment on its application to our scheme.

Theorem 4 (Theorems 4.4 and 4.6 from [24]). Let (KGen, Enc, Dec) be a
PKE scheme with perfect correctness that is OW-CPA secure. Then the QFO;},ﬁL
transformation above produces a KEM that is IND-CCA secure in the quantum
random oracle model. More precisely, for any quantum PPT adversary A there
exists an adversary B such that

1/4
IND—CCA OW—-CPA
AdVKEM,A (A) < 8(13/2 (AdVPKE,B ()\)) )
where q is the number of queries made to any of the random oracles.

We note that the theorem in [24] is more general and covers the case in
which the PKE scheme has a decryption error, but we do not need this. Observe
that there is a large tightness factor that is lost. Below, we present another
transformation with a tighter reduction.

Corollary 1. The scheme described in Section combined with the QFO,’fL
transformation, is a quantum IND-CCA secure KEM under the hardness of
Problem[3

Proof. Direct application of Theorems [2 and [4 0

The SXY transformation. In Appendix we describe the SXY transfor-
mation introduced in [3I], which takes a deterministic PKE scheme that is sparse
pseudorandom and produces an IND-CCA secure key encapsulation mechanism.
We state the security theorem of the transformation and comment on its appli-
cation to our scheme.

Theorem 5 (Theorem 4.2 and Lemma 3.1 from [31]). Let (KGen, Enc,
Dec) be a deterministic PKE scheme with perfect correctness that is sparse pseu-
dorandom. Assume that the ciphertext space C is efficiently sampleable. Then the
SXY transformation above produces a KEM that is IND-CCA secure in the quan-
tum random oracle model. More precisely, for any quantum PPT adversary A

there exists an adversary B such that
— —£4+1
AdeEDM,_SlCA(/\) < AdVEEE,B()‘) + Sparsepke(N) +272 qmr,

where qg+ 15 the number of queries made to H'.
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Requirement Condition

Efficiency of computations logp = O(\)
Representation of N-torsion points N powersmooth

Efficiency of key generation D, powersmooth

Efficiency of encryption D,,, powersmooth

Existence of 0 D =1 mod 2

Injectivity of functions N2 > 4D,

Solvability of Diophantine equation D >pand N > D*

Inversion is constant time N > D5 D > T? and N mod D is square

Table 1. List of parameter conditions for efficiency.

Corollary 2. The scheme described in Section combined with the SXY
transformation, is a quantum IND-CCA secure KEM wunder the hardness of
Problem [}

Proof. Direct application of Theorem [5} and Lemmas [7] and [8 O

6 Parameter selection and efficiency

In this section, we first summarise the conditions on our parameters for OW-
CPA security and for efficient decryption, and suggest concrete parameters. We
also analyse the asymptotic cost of our schemes.

6.1 Parameter requirements

Recall that A is the security parameter, p is the characteristic of the field, Dy, D,,
are the degrees of the secret key and message isogenies, respectively, NV is the
order of torsion points whose image is revealed, and T is the product of all
distinct prime factors of D = D;D,,.

Algorithmic requirements.

We choose logp = O(\) for efficient arithmetic. We require that N is pow-
ersmooth, with a powersmooth bound as small as possible, to efficiently rep-
resent IN-torsion points. Key generation and encryption depend on performing
a random walk in the isogeny graph. This can be done efficiently for isogenies
of powersmooth degree. The conditions for efficient decryption and avoiding a
timing dependency are discussed in Section [3] In Table [} we list the conditions
required for the efficiency of our algorithms.

Security requirements.

Next, we focus on the conditions required for security. We first review the
hardness of the computational problems involved, presented in Section[2.3] If the
degree d were not specified in Problem |2 it could be solved in classical O(\/ﬁ)
time [2TJI8]. By specifying d, one can instead apply a claw-finding algorithm by
computing all isogenies of degree v/d starting from F; and then looking for a
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collision with isogenies of degree v/d starting from F,. Adapting the algorithms
from [2IJ18] results in O(v/d) classical running time.

Using Tani’s quantum claw-finding algorithm [36] one could instead obtain
a quantum algorithm with running time O(+¥/d), where time is quantified as the
number of isogeny evaluation queries. However, based on the recent proposition
of Adj et al. [I] that the van Oorschot—Wiener algorithm [39] is a better classical
solution, Jaques and Schanck [26] argued that, in fact, running the query-optimal
version of Tani’s algorithm to achieve O(%) time would require enough hard-
ware that could be repurposed to run van Oorschot—Wiener algorithm in time
O((‘/&) Adopting a reasonable constraint on such hardware, they therefore esti-
mate that both the best classical and quantum algorithms require O(\/&) time
to solve Problem [l

Problem [1| does not involve finding isogenies of a given degree and therefore
the claw-finding technique used against Problem [2| cannot be used. Instead, this
problem can be solved in classical O(,/p) time [2I] and in quantum O(/p)
time [6]. We note that when d > p, it may actually be more efficient to solve
Problem [2] by first solving a related instance of Problem [T} independent of d and
then computing the isogeny using the endomorphism ring instead of the claw-
finding strategy. This may be the case in our setting, but since we are already
considering explicitly the hardness of Problem [1 we ensure that the choice of p
is appropriate for security.

For the ciphertext space to be sampleable, we also require N to be pow-
ersmooth, as discussed in Remark [l and Appendix

Remark 3. To achieve statistical uniformity of the j-invariants obtained through
random walks, we must ensure that the walks are long enough, as discussed in
Section This amounts to choosing Dy, D,, as the product [] £, where £;* are
all the highest prime powers smaller than 2 log p, for all primes ¢;. However, recall
that we also need N to be powersmooth, and at the same time ged(D,N) =1,
so we must distribute small primes between D and N. The simplest way is to
alternate assigning a prime to D and one to N, in each case going up to the
necessary bound imposed by the rest of the conditions. Alternative distributions
of the primes could be considered to optimise computations.

Regarding the post-quantum OAEP transformation of Section 4.2} we first
recall that we factor D,, as D!, -D! such that gcd(D!,, D) = 1,2 % < u(D!)
and 2% < p(D!"). Thus we require the conditions |logu(D),)| > A+ k; and
llog uw(Dr)| > ko. We now determine kg and kj. Since we need the output
length of the hashes to be at least 2\ to avoid collision-finding attacksﬂ we
require kg > 2. We also want k — kg = A+ k1 > 2], so we set k1 > A. Thus, the
conditions on D), and D} become |logu(D.,)| > 2X\ and |logu(D)| > 2.
Table [2| summarises the conditions required for security.

9 This seems to be an ongoing research. While the conservative choice would be to
account for Grover’s algorithm and take ¢ = 3\, there has been some arguments
against quantum collision-finding algorithms in practice [4], so most works have
suggested t = 2.
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Requirements Condition

Problem |1|is hard logp > 4\

Problem [3|is hard for OW-CPA log D,, > 2\
Problem |3|is hard for IND-CCA log D!, > 2\
Sampleable C N powersmooth
Statistical uniformity of js, jm See Remark

OAEP transform is secure log (D7) = log (D) > 2X
Ciphertexts do not leak information ged(D,N) =1
Ciphertexts are sparse p- N*> u(Dy,)

Table 2. List of parameter conditions necessary for security.

6.2 Concrete parameters

After reviewing parameter restrictions for efficiency and security we suggest
concrete parameters. The parameters that we need to specify is D,,, Ds,p, N
and the endomorphism . To avoid specializing the problems in any way we
choose a random large prime (450 bits) as opposed to a prime of a special form.
First we give an example for the integer parameters. The numbers D,,, Ds; and
N are given by their prime decomposition to highlight their powersmoothness.

1. Dy, = (17%) - (23°%) - (31%) - (37%) - (53%) - (713) - (73*) - (89®) - (97%) - (107®)

2. Dy = (101%) - (113%) - (811%) - (1229?) - (1291?) - (2153%) - 2999 - 3313 - 3323 - 3517 -
4007 - 4889 - 5209 - 5557 - 5623

3. N = (21%)-(29%)-(418)-(43%)-(59%)- (61%)-(67%)-(83%)-(103%) - (139%) - (149*)- (233%)-

(283%)-(311%)-(443*)-(491%)-(599%)- (619*)-(631*)-(761?)-(13212)-(1327%)-(1373%)-

(14332) - (1571%) - (1579%) - (1733%) - (1741%) - (1753%) - (1787%) - (1931*) - (2083?) -

(28432)-(28572)-(2579*)-(2591%)-(2621%)-(2971%)-(3001%)-(3011%)-(3217*)-(3221%)-

(3541%)-(36172)-(39672)-(4021%)-(4691?)-(5413%)-(67912)-(7057%)-(73072) - (7487?)-

(75232)-(78832)-(61512)-(6173%)-(6197%)-(7127%)-(8713%)-(8867%)-(9431%)-(9209?)-
(89512) - (93972) - (94632) - (95472) - (9643%) - (99312) - (10957%) - (11443?) - (11447%)

4. p = 23017678136010346213332577752065706892114306007377568563595997
128282188672648820609389361268914111345462868066045512936952565411
73852591

Now we turn our attention to . We implemented Algorithm 2]in MAGMA [7]
to compute a suitable solution of Equation [I| We describe 6 as a linear combi-
nation ai + bj + cij as described in Section [3:3] To make verification easier we
also disclose the value d in the solution of Equation

1. a =47000468043585093198198624282434132830896002783759029074383774
210821968985389295953788181292542973770884565852436279419290291924
182348665487

2. b= 30985193965478054610126362437290833548435111205067023273851442
486747929642304178809360802797121115625248151254156104830848037415
974030967808

3. ¢ = 30676687592556539096725306619083264341364898713699913576623186
452915468316738396778530881828320987852919160038310851506263870027
0268819
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4. d=T1661949387317897845939224015166218786859893202150351473026284
326844491172575206692889795894970360949770197729751313772709237715
585930247838787530502342417775581221906310213055957444696560830261
073811851770476170787462031458033843164639656685661083993117520168
255312246286334962346479568824533394733726231364949298189827712323
916045170463515

Running Algorithm [2] took less than 2 minutes on a standard laptop, which
makes the generation of @ efficient, as this only has to be computed once at the
parameter generation phase.

6.3 Efficiency analysis

In this subsection we give an asymptotic analysis of the proposed one-way func-
tion and the schemes derived from it. We analyse the cost of computing and
inverting the function.

Lemma 9. With the choices of parameters of Section[6.1], computing the one-
. . ~ 4.5 . .
way function of Sectzon has a cost of O(log™” p) bit operations.

Proof. The main cost of evaluating the one-way function is evaluating the isogeny
¢m at the torsion points P and Q. Since N is powersmooth, P and @ can be
represented as sum of points of order O(log p). Furthermore, every prime divisor
of N is also of size O(logp). Thus, first we give an estimate of computing the
image of a point R of order O(logp) under an isogeny of degree ¢, where ¢ is a
prime divisor of N.

The isogeny ¢, is defined over Fj2 and R is defined over an extension field
F,~ where = O(logp). Evaluating a degree £ isogeny on R takes O(v/?) field
operations in F,., using the techniques of [3]. This translates to O(rv/¢log p)
bit operations. Since N has O(logp) prime factors, this amounts to a total com-
plexity of O(logg'5 p) bit operations for evaluating ¢, on a point R. Therefore,
evaluating ¢,, on P and @) requires 0(10g4'5 p) bit operations, using fast finite
field arithmetic. a

Lemma 10. With the choices of parameters of Section inverting the one-
way function of Section (Algorithm has a cost of O(log™”® p) bit operations.

Proof. The most costly part of inverting the one-way function is the computation
of the intersection of the kernel of ¢ — [d] and E,,[D]. This involves two major
steps:

— Evaluating ¢ — [d] on a basis of the D-torsion, which allows for representing
¥ —[d] as 2 x 2 matrix M with entries from Z/DZ. This can be accomplished
with O(log4‘5 p) bit operations as it is a similar isogeny evaluation problem
as discussed in Lemma [0

— Finding M explicitly and computing its kernel. This amounts to solving a
discrete logarithm problem in a smooth rank 2 group, which can be done
with a variant of the Pohlig-Hellman algorithm. For each ¢ prime divisor
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of D, naively this has a cost of O(log®p) operations in F,-. However, we
observe that the group orders are very smooth, which makes the exponen-
tiation computation the most costly part of the Pohlig-Hellman algorithm.
By reusing computations here, we can solve each discrete logarithm with
O(log p) operations in F,-. Recall that 7 = O(logp), so this yields a total
cost of O(log4 p) bit operations.

O

Note that the two lemmas above essentially give the cost of encryption/encap-
sulation and decryption/decapsulation, respectively, of the schemes of Sections
and[pl This is due to the fact that all the schemes mostly consist of running and
inverting the one-way function, plus a small number of hash function evaluations,
depending on the case.

Communication costs. The output of the one-way function is composed of a
j-invariant j. € Fp2, which can be represented with 2logp bits, and two torsion
points P., Q. € E, [N], each of which can be represented with 2log N bits by
identifying each IN-torsion point with a pair of elements in Zy. Therefore, the
bit size of a ciphertext is

2logp +4log N.

Further compression is possible, representing both torsion points with 3log IV
bits, using the techniques in [I3] Section 6.1].

The communication overhead of each of the schemes of Sections M and [ is
just a small number of hashes.

6.4 Road-map to greater efficiency

The estimates of Lemmas [0] and [I0] hold for conservative parameter choices and
generic primes. We describe how using special primes can improve the efficiency
of evaluation and inversion. If one manages to find a prime p where both N
and D are defined over small extension fields (e.g., Fp4), then isogeny evaluation
becomes a lot cheaper. Indeed, evaluating an isogeny of degree ¢ would take
O(\/Z log p) bit operations and so evaluating and inverting the one-way function
has an asymptotic complexity similar to SIKE. One has to note that having IV
defined over a small extension speeds up evaluation and having D defined over a
small extension speeds up inversion. Applying the methods used for parameter
selection in [I2] and in [I7] could potentially apply here as well. We leave the
task of finding practical parameters and an efficient implementation for further
work. Recent results [827] improve on the attack from [29]. These results might
reduce the unbalancedness between N, D in our paper.

7 Comparison with SIDH/SIKE

Prior to this work, the main method to obtain a PKE scheme from supersingular
isogenies was to adapt the original key agreement protocol of [25] in an ElGa-
mal fashion, as described in [I6l, Section 3.3]; we will refer to this as the SIDH
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encryption scheme. The SIKE KEM is derived from it through generic trans-
formations. In the SIDH encryption scheme, key generation resembles a partial
key agreement where one party generates their secret isogeny and publishes the
target curve, together with the images of a torsion basis, as its long-term static
key. In this section, we compare SETA with SIDH encryption and SIKE.

7.1 Security

The security of SETA relies on the hardness of isogeny problems different from
those of SIDH encryption or SIKE; future cryptanalysis progress could affect
SIKE without affecting our schemes.

Encryption schemes. The IND-CPA security of the original encryption schemes
of [25]16] and their version in the SIKE specifications document [2] rely on
the supersingular isogeny DDH and CDH problems, respectively; that is, given
FEy,E4, Ep as in Figure [2| and the corresponding images of torsion points, re-
spectively distinguish E4p from random or compute E 4 5. Our work approaches
the original “discrete logarithm”-like assumption (given two curves, compute an
isogeny between them) as we reduce OW-CPA security to the hardness of this
problem with additional images of torsion points. While OW-CPA is a weaker
notion than IND-CPA, the generic OAEP transformation in the ROM provides
us with IND-CCA security. SIKE also uses the ROM, even for IND-CPA security.
In both cases, the reductions to the respective hard problems are tight.

E

A
N
Ey Eup
Ny
Ep

Fig. 2. Sketch of the SIDH key agreement protocol.

Importantly in SIDH-based schemes, the starting curve Ej is fixed for effi-
ciency reasons and the schemes do not benefit from the additional hardness of
Problem 3| that comes from a random starting curve. Furthermore, the curves
Ey and F4 are somewhat close in the underlying isogeny graph because of the
chosen degrees. In contrast, the security of our schemes of Sections and
benefit from the full hardness of Problem [3| and the use of longer isogenies.

However, since our schemes use images of larger torsion groups, the hard-
ness of our problem does not formally imply that of the isogeny DDH and CDH
problems that SIDH relies on. Nevertheless, our scheme could prove to be more
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valuable, depending on the direction in which cryptanalysis progresses. We con-
sider different scenarios:

— Petit’s attacks are improved to work with SIDH parameters. This will force
SIDH to move to the less efficient setting of starting with a random curve.

— The requirement to know non-scalar endomorphisms of the starting curve
is removed from Petit’s attack. This would render both SIDH and SETA
insecure but it would be a significant new attack.

— A new attack exploits the Diffie-Hellman structure of SIDH (Petit’s attack
does not). If knowledge of non-scalar endomorphisms was required, SIDH
would need to use random starting curves. If not, SIDH would not remain
secure, whereas SETA would. To the best of our knowledge, no attack of this
kind is known at the moment.

Considering key recovery (Definition [3) we see that, for [16], it is directly
related to the hardness of CSSI [16, Problem 5.2] as recovering the secret isogeny
enables any attacker to complete the key agreement and decrypt the message.
Not only does this problem include the torsion point images, which means that
it can be weak against Petit’s attacks [29], but the static nature of the key also
opens the scheme to active attacks [22].

In contrast, our scheme of Section does not suffer from this; the tor-
sion point images that we reveal depend only on the plaintext. Indeed, the key
recovery problem for our scheme consists of recovering an equivalent isogeny
between the curves Ey and E; without additional torsion information (Prob-
lem |2)), or, equivalently directly computing the endomorphism ring of Es (Prob-
lem [1))—either of these options would allow to directly evaluate the endomor-
phism ¢; 0 00 ¢, € End(Ey) in the inversion algorithm of Section This
guarantees stronger key-recovery security to our schemes in contrast to SIDH
and its variants. We formalise this in the following result.

Theorem 6. If there exists a quantum PPT adversary A against the key recov-
ery security of the scheme of Section then there exists a PPT adversary B
against Problem [ for the curves Ey and Es.

Proof. Given E; and Es as in the statement above, B computes j; = j(F2) and
submits js to A as the public key. When A returns an alternative secret key sk’,
B checks that it is valid and returns it as a solution to Problem O

Table [3] summarises the security comparison between our schemes and the
SIDH encryption variants.

Key encapsulation mechanisms. Most of the differences between our KEM and
SIKE are inherited from those between our encryption scheme and the encryption
scheme derived from SIDH. In particular the security of our KEM relies on
different problems, as discussed above.

Generic transformations are used both by SIKE and SETA to achieve IND-
CCA security. SIKE makes use of those in [24], which work out of the box,
and we do the same in Section However, we study security in the QROM,
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’Scheme \ Security \Assumption \ Tightness\ Model ‘

SIDH encryption IND-CPA SSDDH € Standard
SIDH enc. (SIKE spec.)| IND-CPA SSCDH 2qe ROM
SETAow-cpa OW-CPA RCSSI* € Standard
SETAIND-CCA IND-CCA RCSSI*  [(2¢)'5/8¢/8]  ROM
SIKE IND-CCA SSCDH 4 +6gc | ROM
SETA + QFOF, IND-CCA RCSSI* | 8¢3/2c'/* | QROM
SETA + SXY IND-CCA RCSSI* | &L +e+¢ | QROM

Table 3. Security comparison of schemes. Our instance of RCSSI (with larger tor-
sions)does not formally imply the instances of SSDDH and SSCDH. The tightness
column gives (simplified) upper bounds on the advantage against the security of the
scheme; € denotes the advantage for the underlying problem, £’ denotes the sparseness
of the encryption scheme, g denotes the number of queries to hash functions, r = © ().

whereas SIKE focuses on ROM security. Most QROM transformations are highly
non-tight, so we also consider another transformation from [3I] which provides
tightness at the expense of a stronger starting property. To the best of our knowl-
edge, this approach has not yet been applied to SIKE. This security comparison
is also summarised in Table Bl

7.2 Efficiency tradeoffs

In the choices for security-efficiency trade-offs, SIKE tends to aim for the latter
whereas we tend to the former. Here we briefly discuss relevant design options
applicable to both SIDH and SETA.

Using special primes improves efficiency as points are defined over a smaller
torsion; however the impact on security is not known. SIKE uses special primes
but could use generic primes at a significant practical cost. On the other hand,
SETA could use special primes to improve efficiency.

Shorter random walks also improve efficiency and allow smaller torsion, but
they directly reduce security. In SIKE the curves are relatively close, as only
square root of all curves can be reached with the random walk. One could use
larger walks, as in SETA, at the cost of using larger isogenies or extensions.
(B-SIDH [12] offers significant improvements in that direction.)

Petit’s attack only works when the endomorphism ring of the curve is known.
SIKE uses such a curve, although it could start from a random curve at some
efficiency cost, whereas SETA uses a random curve by design. We leave the
analysis of the efficiency and implementation of these trade-offs for further work.

8 Conclusion

This work introduces a new trapdoor mechanism for isogeny-based cryptography
which constructively uses Petit’s techniques of computing secret isogenies using
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torsion point information. Public-key encryption schemes and key encapsulation
mechanisms are then derived and other transformations are proven secure in the
quantum random oracle model. Compared to protocols derived from SIDH [16]2],
our protocols rely on computational problems that may be more likely to with-
stand future cryptanalysis. In particular, key recovery security reduces to the
original isogeny problem for supersingular elliptic curves.
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A TIsogeny sampling in SIKE and the CSSI problem

In their paper introducing SIDH [I6], Jao and De Feo specify that the kernel

generator is selected as [m|P + [n]@, with m,n & Zye not both divisible by
¢ (taking d = (¢ in this case). This ensures that every one of the (¢4 1)¢¢~1
degree-d isogenies can be selected as the challenge. The CSSI problem defined in
that paper therefore naturally assumes that the isogenies are sampled uniformly
at random.

However for increased efficiency, it is proposed in [I4, Section 4] to sample
the generator points as P + [¢ - m]Q for m € [¢¢~!]. This has the consequence
of only sampling from 1/3, resp. 1/4, of the possible isogenies, for ¢ = 2 and
£ = 3 respectively. A similar method is included in the SIKE specification [2
Section 1.3.5] which furthermore samples m only in the set [211°837]]  therefore
not reaching the full range of possible values. It is not expected that such im-
perfect sampling makes the CSSI problem easier, especially since such sampling
methods still yield distributions of isogenies with min-entropy of the order of
O(). Nonetheless, we have included this difference into Problem to make this
sampling discrepancy more explicit.

B Sampling in Problem

We prove that sampling elements of the second distribution is efficient. Indeed,
let R, S be a basis of E5[N]. We can identify torsion points  R+yS with elements
(x,y) € ZnxZn. Then we are looking for pairs (a, b), (¢, d) that verify the pairing
equation. We can sample them in the following way. We write N = 1_[Z A

where the ¢; are the prime factors of N. We denote the order of x by |z|.

. Choose a,b & Zy such that |(a,b)| =

CIf Jat € Zyei, choose ¢ <—Zz i, else if Fp~1 € Zyei, choose d; <—Z£ i

. Solve ad; — bcl =t mod ¢5° for all § = 1,...,k.
. Recover a, b, c,d mod N via Chinese remalnder theorem.

W N =

‘We now show why this algorithm works and produces uniformly random pairs
verifying the condition above. We first note that in Step 2, we will always have
that either a or b has multiplicative inverse. We note that |(a,b)| = N over Zy
implies |(a,b)| = £;* over Zye:, and since

[(a,b)| = lem({al, b)),

this in turn implies that either a or b is of maximal order in Ze; .
We have that '
e(aR +bS,cR + dS) = e(R, S)*4~0¢,

using that the pairing is bilinear and alternating. Then we want to impose con-
dition (3),
e(R, 5)"7 = e(P, Q)%
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which is equivalent to
z(ad — be) = deg o,

where z is the discrete logarithm of e(R,S) with respect to e(P, Q) (this can
be efficiently computed as long as N is smooth). Therefore, the pairs satisfying
condition (3) above are the solutions of the equation

ad —bc =t,

where t = 27! deg ¢ (note that z is invertible because { R, S} is a basis of E5[N]).
Finally, the equation modulo prime powers can be solved as

d; = a=(t + be;) mod e, or ci = b Y(ad; —t) mod e,

depending on whether a or b is invertible.

C Generic transformations to active security

We present here versions of several generic transformations adapted to the
specifics of our schemes.

C.1 Post-quantum OAEP transformation
Let
F{0, 1P {0, 1} — {0,137
be an invertible injective function. The function f is the public key of the scheme,
its inverse f~! is the secret key. The scheme makes use of three hash functions
G :{0,1}F0 — {0, 1}~ Fo,
H :{0,1}F %0 — {0,1}ko,
H' :{0,1}F — {0,1}*,

modelled as random oracles, where k = A+ kg + k1. Given those, the encryption
scheme is defined as follows:

— Enc: given a message m € {0,1}*, choose r & {0,1}* and set

s =m||0" @ G(r), t=r® H(s),
c= f(s,t), d = H'(s|[t),

and output the ciphertext (c,d).

— Dec: given a ciphertext (c,d), use the secret key to compute (s,t) = f~1(c).
If d # H'(s||t) output L. Otherwise, compute r = t@ H(s) and M = s®G(r).
If the last k; bits of T2 are 0, output the first n bits of 7, otherwise output L.
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C.2 Q FO;fl transformation

Following the recommendation in [5, Section 16], we choose the variant with
implicit rejection, that is, when the ciphertext is invalid, the decapsulation al-
gorithm outputs a wrong key instead of L.

Let (KGen, Enc, Dec) be a public-key encryption scheme, with message space
M = {0,1}* and randomness space R. Also, let

G:{0,1}* = R, H:{0,1}* = {0,1}*, H':{0,1}* - {0,1}

be three hash functions, modelled as random oracles. The QFO7, transformation
outputs KEM presented in Figure

KGen(1?*) : Enc(pk) : Dec(dk, c,d) :

(pk, sk) + KGen(1*) m &M m = Decgy(c)

s&M ¢ = Encyr(m; G(m)) if ¢ # Encyi(m; G(m)) or H'(m) #d
return (pk, dk) d=H'(m) return K = H(s,c,d)

dk = (pk, sk, s) K = H(m) else return K = H(m).

return (K, c,d)

Fig. 3. The QFO# transformation

C.3 SXY transformation

Let (KGen, Enc, Dec) be a sparse pseudorandom deterministic public-key encryp-
tion scheme with message space M = {0,1}* and ciphertext space C. Also, let

H:{0,1}* = {0,1}*, H':{0,1}* xC — {0,1}*

be two hash functions, modelled as random oracles. The SXY transformation
outputs the following KEM:

KGen(1?*) : Enc(pk) : Dec(dk,c) :

(pk, sk) < KGen(1?) m & M m = Decg(c)

s& {0,1}* ¢ = Encpr(m) if m=1 return K = H'(s,¢)

dk = (pk, sk, s) K = H(m) if ¢ # Encyr(m) return K = H'(s,¢)
return (pk, dk) return (K, c) else return K = H(m).

Fig. 4. The SXY transformation
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