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Abstract. We introduce a framework generalizing lattice reduction algorithms
to module lattices in order to practically and e�ciently solve the γ-Hermite
Module-SVP problem over arbitrary cyclotomic �elds. The core idea is to ex-
ploit the structure of the sub�elds for designing a doubly-recursive strategy
of reduction: both recursive in the rank of the module and in the �eld we are
working in. Besides, we demonstrate how to leverage the inherent symplec-
tic geometry existing in the tower of �elds to provide a signi�cant speed-up
of the reduction for rank two modules. The recursive strategy over the rank
can also be applied to the reduction of Euclidean lattices, and we can perform
a reduction in asymptotically almost the same time as matrix multiplication.
As a byproduct of the design of these fast reductions, we also generalize to all
cyclotomic �elds and provide speedups for many previous number theoretical
algorithms.

Quantitatively, we show that a module of rank 2 over a cyclotomic �eld
of degree n can be heuristically reduced within approximation factor 2Õ(n) in
time Õ

(
n2B

)
, whereB is the bitlength of the entries. ForB large enough, this

complexity shrinks to Õ
(
nlog2 3B

)
. This last result is particularly striking as it

goes below the estimate of n2B swaps given by the classical analysis of the lll
algorithm using the so-called potential.

Finally, all this framework is fully parallelizable, and we provide a full im-
plementation. We apply it to break multilinear cryptographic candidates on
concrete proposed parameters. We were able to reduce matrices of dimension
4096 with 6675-bit integers in 4 days, which is more than a million times faster
than previous state-of-the-art implementations. Eventually, we demonstrate a
quasicubic time for the Gentry-Szydlo algorithm which �nds a generator given
the relative norm and a basis of an ideal. This algorithm is important in crypt-
analysis and requires e�cient ideal multiplications and lattice reductions; as
such we can practically use it in dimension 1024.

This work has been supported in part by the European Union H2020 Programme under grant
agreement number ERC-669891 and Prometheus Project-780701.
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1. Introduction

Lattice-based cryptography increasingly uses ideal and module lattices for ef-
�ciency reasons as the NTRU cryptosystem since 1996. This achieves quasilinear
key size, encryption/decryption and signature time complexities instead of qua-
dratic. Consequently, it is of utmost importance to reduce such lattices very e�-
ciently. Peikert in [41] asked the following question: For worst-case problems on
ideal lattices, especially in cyclotomic rings, are there (possibly quantum) algorithms
that substantially outperform the known ones for general lattices? If so, do these at-
tacks also extend to work against the ring-SIS and ring-LWE problems themselves ?
So far, there is no result in this direction and the security parameters are chosen
so that these lattices are as hard to reduce as random lattices.

The classical way of reducing algebraic lattices starts by descending the alge-
braic lattice over the integers Z. This corresponds to forgetting the algebraic
structure of the module and running a reduction algorithm on it. But the image
over Z of a rank d algebraic lattice is of rank d× n, where n is the degree of �eld
inside which we are working initially. Hence, even in the case where the lattice
is of small rank, the reduction can be very costly as the actual dimension over Z
might be large. This process is forgetful of the algebraic speci�cities of the base
ring. But these properties translate into symmetries over modules, as they are
very structured. Consequently, the above-mentioned reduction cannot take these
symmetries into account. Thus, it is natural to wonder if it is possible to exploit
the algebraic structure of the �elds to speed up the reduction.

In this paper, we present several optimal and heuristic algorithms for lll-reducing
lattices de�ned over Z and more generally over module lattices de�ned over cy-
clotomic �elds [30]. In the special case of rank-2 module, which is the case in the
cryptanalysis of the NTRU cryptosystem [21], we describe more speci�c algo-
rithms. One of them takes into account the symplectic structure of these lattices.
Since recent advanced cryptographic constructions such as multilinear maps [2]
and fully homomorphic encryption schemes [49, 10] increasingly use lattices with
high dimension and very large numbers, our goal is to give very e�cient and paral-
lel algorithms to reduce them. Consequently, we depart from the current research
line of proved worst-case lattice reductions to present heuristic algorithms with
high performance. However, the introduced heuristics are practically veri�ed and
a large part of the algorithms is proven.

1.1. Technical framework. We introduce a framework of techniques to pro-
vide fast polynomial-time algorithms for reducing algebraic lattices de�ned over
cyclotomic �elds. The core design principles of our reductions are:
A recursive strategy on the rank: The reduction of a rank d lattice is performed

recursively on large blocks. Instead of relying on a local (lll-like) strat-
egy consisting in choosing the �rst (or an arbitrary) block for which some
progress can be made, we systematically perform the reduction of the
blocks. This global process is somewhat similar to the ironing out strate-
gies of bkz-like reductions or to the fast variant of lll of Neumaier and
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Stehlé [39], where successive passes of local reductions are made on the
whole basis to gradually improve its reduceness. However, we di�er from
the iterative design à la bkz as we shift the blocks between odd and even
steps to mix all basis vectors as in the early parallelized versions of lll of
Villard [51]. A generic instance of two successive passes of our strategy
is given in the following:

The basis B is here sundered in four chunks B1, B2, B3, B4 of length
|B|/4. The reduction process will start by reducing (possibly at the same
time) the �rst chunk B∗1 = B1, the projection B∗2 of the second one
orthogonally to B1, the projection B∗3 of the third one orthogonally of
B1‖B2 and so on. When this pass is over, the same process starts again,
but this time on shifted blocks (i.e. the �rst blockB′1 starts with the vector
|B|/8 and is of length |B|/4). Hence, the rank of the lattices which are
called recursively decreases until we reach rank 2 lattices, where we can
use a fast reduction like Schönhage’s algorithm [46].

A recursive strategy on the degree of the �eld: Suppose that we are given a
tower of number �elds K0 ⊂ K1 ⊂ . . . ⊂ Kh. Let Λ be an algebraic
lattice de�ned over the ring of integers of the upper �eld Kh. We can
look at Λ as an algebraic lattice de�ned over the �eld right under, that is
Kh−1.
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Kh OKh
Λ

Kh−1 OKh−1

...
...

Q Z

Such an identi�cation is possible at the cost of increasing the rank of
the lattice: the rank of Λ seen over Kh−1 is exactly [Kh : Kh−1] times
its rank over Kh. Then we make use of the recursive design over the
rank, introduced above, to reduce this problem into numerous instances
of reduction of rank two lattices overKh−1. Each of them can be seen over
Kh−2, inviting us to pursue this descent until we get to the bottom of the
tower and are now reducing lattices over Z, that is, Euclidean lattices.

A generic use of symplectic structures in number �elds: A Euclidean space
is a vector space endowed with a positive de�nite symmetric bilinear form
acting on it. Replacing this form by an antisymmetric one yields the no-
tion of symplectic space. Lattices embedded in symplectic spaces have ad-
ditional symmetries that can be exploited to (roughly) halve the cost of
the reduction. We prove that we can de�ne a recursive symplectic struc-
ture over a tower of number �elds. As a consequence we can halve the
running time of the reduction at each level of the recursion tree, yielding
signi�cant asymptotic speedups on the overall reduction.

A (controlled) low precision reduction: We use approximations instead of ex-
act computations, which corresponds to reducing the projected sublattices
with only the most signi�cant bits of their basis. A careful analysis of the
precision required to ensure a global reduction gains a factor up to d de-
pending on the condition number of the initial basis, where d is the rank
of the lattice we want to reduce. Furthermore, we can show that the pre-
cision needed will signi�cantly decrease during some recursive calls, up
to a factor of d once again.

A fast and generic algorithmic for the log-unit lattice: During the reduction
of an algebraic lattice, we need to balance the size of the Archimedean em-
beddings of elements to avoid a blow-up of the precision used. This can
be done by carefully multiplying the considered quantities by units of the
�eld, yielding a decoding problem in the so-called log-unit lattice of cy-
clotomic �elds. We generalize the work of Cramer, Ducas, Peikert, and
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Regev [11], which proved two di�erent results. The �rst is that, given
a point, we can �nd a unit nearby with prime-power cyclotomics1. The
second one is that, given a log-unit lattice point plus some large subgaus-
sian noise, we can �nd the lattice point in polynomial time. We prove that
these results can be achieved within quasilinear running time, and for any
cyclotomic �eld.

1.2. Results and practical considerations. We now discuss the practical im-
plication of the techniques above-mentioned. Using the recursion on the rank
with the low precision technique yields a fast heuristic reduction algorithm for
Euclidean lattices. More precisely we prove that for a Euclidean lattice given by
a matrix M of dimension d with entries in Z of bitsize at most B, with condition
number bounded by 2B , our reduction algorithm �nds a lattice vector v such that
‖v‖ ≤ 2

d
2 | detM |1/d (that is the 2

d
2 -Hermite SVP) in time:

O
(

dω

(ω − 2)2
· B

logB
+ d2B logB

)
,

where ω is the exponent of matrix multiplication. We give in appendix D a re-
duction from lattice reduction to modular linear algebra which suggests that this
complexity is almost optimal. We also show that for the ubiquitous “knapsack-
like” matrices, we can further reduce by a factor of d the complexity.

Combining the recursion over the degree of the number �elds yields a reduction
algorithm for module lattices over cyclotomic �elds. Over a cyclotomic �eld of
degree n and su�ciently smooth conductor, we can reduce a rank two module
represented as a 2× 2 matrix M whose number of bits in the input coe�cients is
uniformly bounded by B > n, in time

Õ
(
n2B

)
.

The �rst column of the reduced matrix has its coe�cients uniformly bounded
by 2Õ(n)(volM)

1
2n . Using the symplectic technique gives the fastest heuristic

reduction algorithm over cyclotomic �elds, achieving the same approximation
factor of 2Õ(n) in time:

Õ
(
n

2+
log(1/2+1/2q)

log q B

)
+ nO(log logn)

where q is a prime, and the conductor is a power of q.

A note on the approximation factor. It is noticeable that the approximation fac-
tor increases quickly with the height of the tower. If we can perform a reduction
over a number �eld above Q directly, then there is no need to descend to a Z-basis
and we can instead stop at this intermediate level. Actually, the larger the ring
is, the more e�cient the whole routine is. It is well-known that it is possible to
come up with a direct reduction algorithm for an algebraic lattice when the un-
derlying ring of integer is norm-Euclidean, as �rst mentioned by Napias [37]. The

1This was later extended by Wesolowski [53] to all cyclotomics, however the running time is
still superquadratic.
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reduction algorithm over such a ring OK can be done exactly as for the classical
lll algorithm, by replacing the norm overQ by the algebraic norm overK. Hence
a natural choice would be Z[x]/(xn + 1) with n ≤ 8 as these rings are proved
to be norm-Euclidean. We explain in section 7 how we can in fact deal with the
larger ring Z[x]/(x16 + 1) even though it is not norm-Euclidean. In several ap-
plications, it is interesting to decrease the approximation factor. Our technique
is, at the lowest level of recursion, and when the number of bits is low, to use a
lll-type algorithm. Each time the reduction is �nished, we descend the matrix to
a lower level where the approximation factor is lower.

1.2.1. Practical impact in cryptography. We test our algorithm on a large instance
coming from multilinear map candidates based on ideal lattices proposed in [2]
where q ≈ 26675 and N = 216. We solve this instance over the smaller �eld
n = 211 in 13 core-days. If we compare this computation with the previous large
computation with fplll, Albrecht et al. were able to compute with n = 28, q ≈ 2240

in 120 hours. As the complexity of their code is about n4 log(q)2 we can estimate
our improvement factor to 4 million.

As a byproduct of our reduction we were also able to drastically enhance the
Gentry-Szydlo algorithm [16]. The key in this algorithm is to quicken the ideal
arithmetic. Instead of the classical Z-basis representation, we choose to represent
ideals with a small family of elements over the order of a sub�eld of K. Then,
one can represent the product of two ideals using the family of all products of
generators. However, this leads to a blow-up in the size of the family. A rea-
sonable approach is then to sample a bit more than [L : K] random elements in
the product so that with overwhelming probability the ideal generated by these
elements is the product ideal itself. It then su�ces to reduce the corresponding
module with the fast reduction process to go back to a representation with few
generators.

An important piece is then the reduction of an ideal itself. Our practical ap-
proach is here to reduce a square matrix of dimension [L : K], and every two
rounds to add a new random element with a small Gram-Schmidt in the ideal at
the last position. We show in section 8.2.1 that the overall complexity is Õ

(
n3
)
,

while the previous implementation was in O
(
n6
)
. The running time of the �rst

practical implementation published [4] in dimension 256 was 20 hours while we
were able to do it in 30 minutes. Assuming it is proportional to n6 leads to an
estimate of 10 years for n = 1024 while we were able to compute it in 103 hours.

1.3. RelatedWork. Recently some independent line of research started to tackle
the problem of reduction of algebraic lattices [31, 36]. These works actually pro-
vide polynomial time reduction from γ-module-svp (or γ-Hermite-svp) in small
rank to the same problem in arbitrary rank. However, an implementation would
rely on an actual oracle for this problem, yielding algorithms whose running time
would be exponential in the degree of the �eld. We emphasize here that while our
techniques rely onmany heuristics, the resulting algorithms are implemented and
enable a fast reduction of high-dimensional lattices.
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The fastest (theoretical) asymptotic variant of the lll reduction is the recursive
strategy of Neumaier and Stehlé [39], whose running time is

d4B1+o(1)

for an integer lattice of rank d with coe�cients of bitsize smaller than B.
In all applications of lll known to the authors, the condition number of a matrix
is barely larger than the matrix entries; however, we underscore that it can be
much larger. Also, even though both their and our algorithms are not proven to
return an lll-reduced basis, but a basis starting with a short vector; in practice
the basis returned is in fact lll-reduced.

We give an example of a round in Neumaier-Stehlé’s algorithm:

The main di�erence is that their round prevent any parallelism.
It is well-known since the work of Schnorr [44] that we can provably use ap-

proximations in the computations to reduce the needed bitsize. However, previ-
ous papers were limited to the “well-conditioned” lll-reduced part of the matrix,
which prevented the use of fast matrix multiplications. In contrast, we give a
framework able to work with approximations, such that the the number of bits
needed is within a small constant factor of the optimal. This, in turn, enables a
reduction in the precision used on the partially-reduced intermediary bases.

1.4. Organization of the paper. In the next section, we present the mathemati-
cal objects we need in the paper and the lll algorithm. In section 3 we present the
algorithm which reduces rank 2 modules, whose complexity is analyzed in sec-
tion 4. In section 5 we show how to e�ciently reduce high-rank modules, and
its impact on the reduction of knapsack-like bases. Then in section 6, we explain
how to use the symplectic structure to obtain an even faster reduction of rank 2
modules. We describe tricks for a faster implementation in section 7 and detail
applications and compare with a previous implementation in section 8.

The appendix A is dedicated to fast approximate algorithms, as well as bound-
ing the precision needed. Appendix B explains how to round e�ciently with re-
spect to the cyclotomic units. Appendix C indicates ways to obtain a symplectic
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structure with all number �elds. Finally, appendix D reduces lattice reduction to
modular linear algebra.
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2. Background

We describe the mathematical de�nitions and lattice reduction algorithm. For
algebraic number theory results, a comprehensive reference can be found in [38].

2.1. Notations and conventions. The bold capitals Z, Q, R refer as usual to
the ring of integers and respectively the �eld of rational and real. Given a real
number x, its integral rounding denoted by bxe returns its closest. Its fractional
part is the excess beyond that number’s integer part and denoted by {x}.

These operators are extended to operate on vectors and matrices by point-wise
composition. The complex conjugation of z ∈ C is denoted by the usual bar z̄.
The logarithm functions are used as log for the binary logarithm and ln for the
natural one.

We say that an integer n ∈ Z is log-smooth if all the prime factors of n are
bounded by log(n).

Matrix and norms. For a �eld K, let us denote by Kd×d the space of square
matrices of size d over K, GLd(K) its group of invertibles. Denote classically the
elementary matrices by Ti,j(λ) and Di(λ) for respectively the transvection (or
shear mapping) and the dilatation of parameter λ.

We extend the de�nition of the product for any pair of matrices (A,B): for ev-
ery matrixC with compatible size withA andB, we set: (A,B) ·C = (AC,BC).

For a vector v (resp. matrixA), we denote by ‖v‖∞ (resp. ‖A‖max) its absolute
(resp. max) norm, that is the maximum of the absolute value of its coe�cients.

We adopt the following conventions for submatrix extraction: for any matrix
M = (mi,j) ∈ Kn×n and 1 ≤ a < b ≤ n, 1 ≤ c < d ≤ n, de�ne the extracted
submatrix

M [a : b, c : d] = (mi,j)a≤i≤b,c≤j≤d,

while Mi refers to the ith column of M .

Computational setting. We use the standard model in algorithmic theory, i.e.
the word-RAM with unit cost and logarithmic size register (see for instance [34,
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Section 2.2] for a comprehensive reference). The number of bits in the register is
w.

For a non-negative integer d, we set ω(d) to be the exponent of matrix multi-
plication of d×dmatrices. If the dimension d is clear from context we might omit
it and write simply O(dω) for this complexity. We can assume that this exponent
is not too close to 2, in particular ω(d) > 2 + 1/ log(d), so that complexities with
terms in (ω − 2)−1 make sense. Also, we assume that ω is non-increasing. Note
the con�ict with Landau’s notations.

2.2. Background on Algebraic Number Theory. Number �elds. A number
�eld K is an algebraic extension of Q such that:

K ∼= Q[X]/(P ) = Q(α),

where P is a monic irreducible polynomial of degree n over Z and α is the image
of X in the quotient. For a number �eld L containing K denote by [L : K] the
dimension of L seen as a K-vector space. This integer is called the relative degree
of L to K. Any element γ of K has a minimal polynomial, i.e. the unique monic
polynomial of least degree among all polynomials of Q[X] vanishing at γ. An
algebraic integer has its minimal polynomial in Z[X]. The set of all integers in K
forms a ring, called the ring of integers or maximal order of K, OK.

Let (α1, . . . , αn) ∈ Cn be the distinct complex roots of P . Then, there are n
distinct embeddings, �eld homomorphisms, of K in C. We de�ne the i-th embed-
ding σi : K→ C as the morphism mapping α to αi. We distinguish embeddings
induced by real roots, real embeddings from embeddings coming from complex
roots, complex embeddings. Assume that P has r1 real roots and r2 complex roots,
n = r1 + r2. This leads to the Archimedean embedding σ:

σ : K −→ Rr1 ×Cr2

x 7−→ (σ1(x), . . . , σr1(x), σr1+1(x), . . . σr1+r2(x)).

This embedding can be used to de�ne a Hermitian symmetric bilinear form on
K, which is positive de�nite and endows K with a natural Hermitian structure:

〈a, b〉σ =
n∑
i=1

σi(a)σi(b).

Modules and Ideals. Let �x R be a ring with multiplicative identity 1R. A R-
moduleM consists of an abelian group (M,+) and a composition law · : R ×
M → M which is bilinear and associative. SupposeM is a R-module and N
is a subgroup ofM. Then N is a R-submodule if, for any v in N and any r in
R, the product r · v is in N . A R-moduleM is said to be free if it is isomorphic
to Rd for some positive integer d. Consequently, there exists a set of elements
v1, . . . , vd ∈ M so that every element in M can be uniquely written as an R-
linear combination of the vi’s. Such a family is called a basis of the module.

An ideal of OK is as an OK-submodule of OK. Every ideal a in number �elds
are �nitely generated modules that is it can be described by a �nite family of
generators i.e. expressed as α1OK+ · · ·+αkOK, for some integer k with the (αi)
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belongings to OK. Since the ring OK is Dedekind, any ideal can be generated by
two elements. The product of two ideals a and b is de�ned as follows
ab := {a1v1 + · · ·+ amvm | ai ∈ a and vi ∈ b, i ∈ {1, . . . , n}; for m ∈ N},

i.e., the product is the ideal generated by all products ab with a ∈ a and b ∈ b.
Trace and norm in K. Let K ⊂ L a number �eld extension and n = [L : K].
Let σKi : L → C the n �eld embeddings �xing K. For any element α ∈ L
de�ne its (relative) algebraic norm NL/K(α) to be the determinant of the K-
linear map x 7→ xα. One can describe this norm using the σKi embeddings
as: NL/K(α) =

∏
1≤i≤n σ

K
i (α), showing in particular that the relative norm

is multiplicative. Similarly de�ne its (relative) trace trL/K(α) to be the trace of
the K-linear map x 7→ xα. This trace is described using the σKi embeddings as:
trL/K(α) =

∑
1≤i≤n σ

K
i (α), showing in particular that the relative trace is addi-

tive. It is clear from these de�nitions that the for any α ∈ L, its relative trace and
norm are elements of K. Remark that by de�nition of the Archimedean structure
of K, we have 〈a, b〉σ = trK/Q

(
ab
)

for any elements a, b ∈ K. We de�ne the
(relative) canonical norm of an element over K to be

‖α‖L/K =
(
trL/K(αα)

) 1
2 .

We easily derive a relation between the algebraic norm of an integer and its
canonical norm, based on the inequality of arithmetic and geometric means.

Lemma1 (Inequality between relative arithmetic and geometric norms). LetQ ⊂
K ⊂ L a tower of number �eld. For every α ∈ L:

|NL/Q(α)| ≤

(
NK/Q(‖α‖L/K)√

[L : K]

)[L:K]

.

2.3. Cyclotomic �elds andModules over Z[ζf ]. We denote by Φf ∈ Z[X] the
f -th cyclotomic polynomial, that is the unique monic polynomial whose roots
ζkf = exp(2ikπ/f) with gcd(k, f) = 1 are the f -th primitive roots of the unity.
The f -th cyclotomic polynomial can be written as: Φf =

∏
k∈Z×f

(X−ζkf ) and the
cyclotomic �eld Q(ζf ) is obtained by adjoining a primitive root ζf to the rational
numbers. As such, Q(ζf ) is isomorphic to the �eld Q[X]/(Φf ). Its degree over Q
is deg (Φf ) = ϕ(f), the Euler totient of f . In this speci�c class of number �elds,
the ring of integers is precisely Z[X]/(Φf ) ∼= Z[ζf ] (see [38, Proposition 10.2] ).
Canonical Hermitian structure. Let M be a free module of rank d over the
cyclotomic ring of integers Z[ζf ]. It is isomorphic to

⊕d
i=1 αiZ[ζf ], for some

linearly independent vectors αi ∈ Q(ζf )d. The Hermitian structure of Q(ζf )d

naturally lifts to M as de�ned to 〈αi, αj〉 =
∑d

t=1 tr

(
α

(t)
i α

(t)
j

)
on the basis

elements and extended by linearity. We denote by ‖ · ‖ the corresponding norm.
More generically we also use this notation to denote the associated induced norm
on endomorphisms (or matrices) over this Q(ζf )d.
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Relative structure of ring of integers in a tower. Let K ⊆ L be a sub�eld of
L of index n. Then OK is a subring of OL, so that OL is a module over OK. In
whole generality, it is not necessarily free over OK, but by the Steinitz theorem
it is isomorphic to On−1

K ⊕ a for a fractional ideal a of K (see for instance [6,
Theorem 7.23] ). Nonetheless, in our case, we only consider the case where both
K and L are both cyclotomic �elds. In this precise situation, OL is a free OK

module of rank n over OL. Henceforth, the moduleM can itself be viewed as a
free module overOK of rank dn. Indeed, consider (ξ1, . . . , ξn) a basis ofOK over
OL and (v1, . . . , vd) a basis ofM overOK. For any 1 ≤ i ≤ d, each coe�cient of
the vector vi decomposes uniquely in the basis (ξj). Grouping the corresponding
coe�cients accordingly yields a decomposition

vi = v
(1)
i ξ1 + · · ·+ v

(d)
i ξn,

where v(j)
i ∈ OdnL . The family (v

(j)
i ξj)1≤i≤d,

1≤j≤n
is a basis of M viewed as OK-

module.

Unit rounding in cyclotomic �elds. The group of units of a number �eld is the
group of invertible elements of its ring of integers. Giving the complete descrip-
tion of the units of a generic number �eld is a computationally hard problem in
algorithmic number theory. It is possible to describe a subgroup of �nite index of
the unit group, called the cyclotomic units. This subgroup contains all the units
that are products of elements2 of the form ζif − 1 for any 1 ≤ i ≤ f .

As these units are dense, structured and explicit we can use them to round an
element. The following theorem is a fast variant of [11, Theorem 6.3], and is fully
proved in appendix B.

Theorem 1. Let K be the cyclotomic �eld of conductor f . There is a quasi-linear
randomized algorithm that given any element in x ∈ (R⊗K)× �nds a unit u ∈ O×K
such that for any �eld embedding σ : K→ C we have

σ
(
xu−1

)
= 2O(

√
f log f)NK/Q(x)

1
ϕ(f) .

Remark 1. Recall that f
ϕ(f) = O(log log f), then denoting by n = ϕ(n) the di-

mension of K, we then shall use the bound

2O(
√
n logn log logn)NK/Q(x)

1
n ,

in the result of theorem 1.

We call Unit the corresponding program.

2.4. Lattice.

De�nition 1 (Lattice). A lattice Λ is a �nitely generated free Z-module, endowed
with a Euclidean norm on ‖.‖ on the rational vector space Λ⊗Z Q.

2One should notice that ζif − 1 is not a unit for f a prime-power.
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We may omit to write down the norm to refer to a lattice Λ when there is no
ambiguity. By de�nition of a �nitely-generated free module, there exists a �nite
family (v1, . . . , vd) ∈ Λd such that Λ =

⊕d
i=1 viZ, called a basis of Λ. Every basis

has the same number of elements called the rank of the lattice.
Two di�erent bases of the same lattice Λ are related by a unimodular transfor-

mation, which is a linear transformation represented by an element of GLd(Z),
set of d × d integer-valued matrices of determinant ±1. Thus, algorithms acting
on lattice bases can be seen as sequences of unimodular transformations. Among
these procedures, reduction algorithms are of the utmost importance. They aim
at congenial classes of bases, proving that for any lattice, one can e�ciently �nd
quasi-orthogonal bases with controlled norm vectors. The volume of a lattice is
de�ned to be the square root of the Gram-matrix of any basis, that is:

vol Λ =
√

det(〈vi, vj〉)i,j

Orthogonalization of vectors in Hermitian space.
Let S = (v1, . . . , vd) a family of linearly independent vectors of a space E.

The orthogonal complement S⊥ is the subspace {x ∈ E | ∀i, 〈x, vi〉 = 0}. De-
note by πi the orthogonal projection on (v1, . . . , vi−1)⊥, with the convention that
π1 = Id. The Gram-Schmidt orthogonalization process (gso) is an algorithmic
method for orthogonalizing S while preserving the increasing chain of subspaces
(
⊕i

j=1 vjR)i. It constructs the orthogonal set S∗ = (π1(v1), . . . , πd(vd)). For
notational simplicity we refer generically to the orthogonalized vectors of such
family by v∗i for πi(vi). The computation of S∗ can be done inductively as follows:
for all 1 ≤ i ≤ d,

v∗i = vi −
i−1∑
j=1

〈vi, v∗j 〉
〈v∗j , v∗j 〉

vj .

Collect the family S in a matrix S; the Gram-Schmidt transformation corresponds
to the QR decomposition of S. Namely we have S = QR for an orthogonal
matrix Q and an upper triangular matrix R, where Ri,j =

〈vi,v∗j 〉
‖v∗j ‖

and Q =[
v∗1
‖v∗1‖

, . . . ,
v∗d
‖v∗d‖

]
The volume of the parallelepiped spanned by the vectors of S can be computed

from the Gram-Schmidt vectors S∗ as: vol(S) =
∏d
i=1 ‖v∗i ‖.

Size-reduction of a family of vectors. Let Λ be a rank d lattice given by a basis
(v1, . . . , vd), we might want to use the Gram-Schmidt process. However since
the quotients 〈vi,v

∗
j 〉

〈v∗j ,v∗j 〉
are not integral in general, the vectors v∗i may not lie in Λ.

However, we can approximate the result of this process by taking a rounding to a
nearest integer. This process is called Size-reduction and corresponds to the simple
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iterative algorithm, where v∗j refers to the current value of vj :

for i = 2 to n do
for j = i− 1 to 1 do

vi ← vi −
⌈ 〈vi,v∗j 〉
〈v∗j ,v∗j 〉

⌋
vj

end
end

2.5. The LLL reduction algorithm. Lenstra, Lenstra, and Lovász [32] proposed
a notion called lll-reduction and a polynomial time algorithm that computes an
lll-reduced basis from an arbitrary basis of the same lattice. Their reduction
notion is formally de�ned as follows:

De�nition 2 (LLL reduction). A basis B of a lattice is said to be δ-lll-reduced for
certain parameters 1/4 < δ ≤ 1, if the following two conditions are satis�ed:

∀i < j, |〈vj , v∗i 〉| ≤
1

2
‖v∗i ‖2 (Size-Reduction condition)

∀i, δ‖v∗i ‖2 ≤ ‖v∗i+1‖2 +
〈vi+1, v

∗
i 〉2

‖v∗i ‖2
(Lovász condition).

To �nd a basis satisfying these conditions, it su�ces to iteratively modify the
current basis at any point where one of these conditions is violated. This yields the
simplest version of the lll algorithm as described in algorithm 1. The method can
be extended to lattices described by a generating family rather than by a basis [42].

Algorithm 1 — Textbook LLL reduction

Input: Initial basis B = (b1, . . . , bd)
Result: A δ-lll-reduced basis

1 k ← 1

2 while k < d do
3 Compute the R part of the QR-decomposition of B
4 for j = k − 1 downto 1 do
5 bk ← bk − dRk,jc · bj
6 Rk ← Rk − dRk,jc ·Rj
7 end for
8 if δ‖(Rk,k, 0)‖2 ≤ ‖(Rk+1,k, Rk+1,k+1)‖2 then
9 k ← k + 1

10 else
11 Swap bk and bk+1

12 k ← max(k − 1, 1)

13 end while
14 return (b1, . . . , bd)
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Decrease of the potential and complexity. The algorithm can only terminate
when the current lattice basis is lll-reduced. Moreover, as shown in [32], it ter-
minates in polynomial time when δ < 1. Indeed, consider the (square of the)
product of the volumes of the �ag associated with the basis:

∏d
i=1 ‖v∗i ‖2(n−i+1),

which is often called its potential. This value decreases by a factor at least δ−1 in
each exchange step and is left unchanged by other operations. Indeed:

• The �ag is not modi�ed by any operation other than swaps.
• A swap between vk and vk−1 only changes the sublattice spanned by the
k − 1 �rst vectors. The corresponding volume

∏k−1
i=1 ‖v∗i ‖2 decreases by

a factor at least δ−1 and so does the potential.
Since the total number of iterations can be bounded by twice the number of swaps
plus the dimension of the lattice, this su�ces to conclude that it is bounded by
O
(
d2B

)
where B is a bound on the size of the coe�cients of the matrix of the

initial basis. As the cost of a loop iteration is of O
(
d2
)

arithmetic operations on
rational coe�cients of length at most O(dB), the total cost in term of arithmetic
operations is loosely bounded by O

(
d6B3

)
.

Reduceness of LLL-reduced bases and approximation factor. Let Λ be a
rank d lattice and v1, . . . , vd a δ-lll reduced basis of Λ. The length of vectors
and orthogonality defect of this basis is related to the reduction parameter δ:
Proposition 1. Let 1/4 < δ < 1 be an admissible lll parameter. Let (v1, . . . , vd)
a δ-lll reduced basis of rank-d lattice (Λ, 〈·, ·〉). Then for any 1 ≤ k ≤ d:

vol(v1, . . . , vk) ≤ (δ − 1/4)−
(d−k)k

4 vol(Λ)
k
d .

2.6. OK-lattices. We now generalize the notion of Euclidean lattice to the higher-
degree context. As a lattice is a �nitely generated free Z-module Λ endowed with
a Euclidean structure on its real ambient space Λ⊗Z R. To extend this de�nition
we want to replace the base-ring Z by the ring of integer OK of a number �eld
K. In the present context we will keep the freeness condition of the module, even
if this setting is slightly too restrictive in general3.
De�nition 3 (OK-lattice). LetK be a cyclotomic number �eld. AnOK-lattice—or
algebraic lattice over OK—is a free OK-module Λ endowed with a K ⊗ R-linear
positive de�nite self-adjoint4 form on the ambient vector space Λ⊗OK

R.

As for Euclidean lattices without loss of generality we can only look at the case
where the inner product is the one derived from the polarization of the canoni-
cal norm introduced in section 2.2. As for the Euclidean case we now study the
orthogonalization process in such space and devise the equivalent notion of the
volume of an algebraic lattice.

3Indeed in a tower of �eld Q ⊆ K ⊆ L, the module OL seen over the Dedekind domain OK

is not necessarily free. Hence using as de�nition for such a generalized lattice Λ to be a free OL-
module would forbid Λ to be a lattice overOK. Relaxing the freeness into projectiveness is however
su�cient as OL is always a projective OK-module.

4The de�nition of such a form is done in the usual manner: it is represented by a matrixA such
that A = A∗ for ∗ being the composition of the transposition and conjugation operator of KR.
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Taking the basis (m1, . . . ,md) of M, one can construct an orthogonal family
(m∗1, . . . ,m

∗
d) such that the �ag of subspaces (⊕ki=1biK)1≤k≤d is preserved. This

routine is exactly the same as for Euclidean lattices and is given in algorithm 2,
Orthogonalize. We present it here in its matrix form, which generalizes the
so-called QR-decomposition.

Algorithm 2 — Orthogonalize

Input : Basis M ∈ Od×dKh
of an OKh

−moduleM
Output : R part of the QR-decomposition of M

1 for j = 1 to d do
2 Qj ←Mj −

∑j−1
i=1

〈Mj ,Qi〉
〈Qi,Qi〉Qi

3 end for
4 return R =

(
〈Qi,Mj〉
‖Qi‖

)
1≤i<j≤d

The volume of S can be computed from the Gram-Schmidt vectors collected in
the matrix R as: vol(M) = NK/Q

(∏d
i=1Ri,i

)
.

3. Reduction of low-rank OK-modules in cyclotomic fields

Let h be a non-negative integer. In the following of this section we �x a tower
of log-smooth conductor cyclotomic �elds K↑h = (Q = K0 ⊂ K1 ⊂ · · · ⊂ Kh)
and denote by 1 = n0 < n1 < · · · < nh their respective degrees over Q. Then
we consider a free moduleM of rank d over the upper �eld Kh, which is rep-
resented by a basis (m1, . . . ,md) given as the columns of a matrix M ∈ Od×dKh

.
For notational simplicity, in this section, we shall denote by 〈a, b〉 theOL-module
aOL ⊕ bOL.

3.1. In-depth description of the algorithm.

3.1.1. Outer iteration. To reduce the moduleM we adopt an iterative strategy to
progressively modify the basis: for ρ steps a reduction pass over the current basis
is performed, ρ being a parameter whose value is computed to optimize the com-
plexity of the whole algorithm while still ensuring the reduceness of the basis; we
defer the precise computation of this constant to section 4. As in the lll algorithm
a size-reduction operation is conducted to control the size of the coe�cients of
the basis and ensure that the running time of the reduction is polynomial. Note
that for number �elds this subroutine needs to be adapted to deal with units of
OKh

when rounding. The speci�cities of this size-reduction are the matter of sec-
tion 3.1.5.

3.1.2. Step reduction subroutine. We now take a look at the step reduction pass,
once the size-reduction has occurred. As observed in section 2.5, the textbook
lll algorithm epitomizes a natural idea: make the reduction process boiling down
to the treatment of rank two modules and more precisely to iteratively reduce or-
thogonally projected rank two modules. We are using the same paradigm here and
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this step reduction pass over the current basis is a sequence of reduction of pro-
jected rank 2 OKh

−modules. However on the contrary to the lll algorithm we
do not proceed progressively along the basis, but reduce bd/2c independent rank
2 modules at each step. This design enables an e�cient parallel implementation
which reduces submodules simultaneously, in the same way that the classical lll
algorithm can be parallelized [51, 19].

Formally, given the basis of M collected in the matrix M , let us denote by
rj the vector (Rj,j , Rj+1,j = 0), and r′j the vector (Rj+1,j , Rj+1,j+1) where R
is the R-part of the QR-decomposition of M . The module Ri encodes exactly
the projection ofMi =

〈
mi−1,mi

〉
over the orthogonal space to the �rst i − 1

vectors (m1, . . . ,mi−1). In order to recursively call the reduction algorithm on
Ri we need to descend it to the sub�eld Kh−1.

3.1.3. Interlude: descending to cyclotomic sub�elds. Remark now that since Kh is
a cyclotomic extension of the cyclotomic �eld Kh−1, there exists a root of unity
ξ such that

OKh
= OKh−1

⊕ ξOKh−1
⊕ · · · ⊕ ξqh−1OKh−1

.

for qh = nh/nh−1 being the relative degree of Kh over Kh−1. As a consequence,
the moduleRi decomposes over OKh−1

as:

Ri = riOKh
⊕ r′i+1OKh

= riOKh−1
⊕ ξriOKh−1

⊕ · · · ⊕ ξqh−1riOKh−1
⊕

r′i+1OKh−1
⊕ ξr′i+1OKh−1

⊕ · · · ⊕ ξqh−1r′i+1OKh−1
,

yielding a basis ofRi viewed as a freeOKh−1
-module of rank 2×qh. This module

can then recursively reduced, this time over a tower of height h−1. This conver-
sion from an OKh

-module to an OKh−1
module is referred as the function De-

scend. Conversely, any vector u ∈ O2qh
Kh−1

can be seen with this decomposition as
a vector ofO2

Kh
by grouping the coe�cients as

(∑qh
i=1 u[i]ξi,

∑qh
i=1 u[qh + 1 + i]ξi

)
.

We denote by Ascend this conversion.

3.1.4. Back on the step reduction. As mentioned in section 3.1.2, we start by reducing—
with a recursive call after descending—all the modules R2i =

〈
r2i−1, r

′
2i

〉
for

1 ≤ i ≤ bd/2c, so that each of these reductions yields a small element of the sub-
moduleM2i =

〈
m2i−1,m2i

〉
; which is then completed5 in a basis ofM2i. But on

the contrary of the classical lll reduction, this sequence of pairwise independent
reductions does not make interact the elements m2i and m2i+1, in the sense that
no reduction of the module projected from 〈m2i,m2i+1〉 is performed. To do so,
we then perform the same sequence of pairwise reductions but with all indices
shifted by 1: we reduce the planes

〈
r2i, r

′
2i+1

〉
for each 1 ≤ i ≤ bd/2c, as depicted

in the following diagram:

5The precise de�nition of this completion and lifting is given in section 3.1.7.
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m1 m2 m3 m4 . . . mi−1 mi mi+1 . . . mn−1 mn Basis〈
r1 , r

′
2

〉 〈
r3 , r

′
4

〉
. . .

〈
ri−1 , r

′
i

〉
. . .

〈
rn−2 , r

′
n−1

〉
Odd steps〈

r2 , r
′
3

〉 〈
r4 , r

′
5

〉
. . .

〈
ri , r

′
i+1

〉
. . .

〈
rn−1 , r

′
n

〉
Even steps

3.1.5. Unit-size-reduction for OKh
-modules. As mentioned in section 3.1.1 in or-

der to adapt the size-reduction process to the module setting, one needs to adjust
the rounding function. When Kh = Q, the rounding boils down to �nding the
closest element in OK = Z, which is encompassed by the round function d·c. In
the higher-dimensional context, we need to approximate any element of Kh by a
close element of OKh

.
Note that �nding the closest integral element is not e�ciently doable. The naive

approach to this problem consists in reducing the problem to the resolution of the
closest integer problem in the Euclidean lattice of rank nh given by OKh

under
the Archimedean embedding. However, up to our knowledge, no exponential
speedup exists using its particular structure compared to sieving or enumeration
in this lattice.

Nonetheless, �nding a target close enough to the target su�ces for our applica-
tion. As such we simply de�ne the rounding of an element α ∈ Kh as the integral
rounding on each of its coe�cients when represented in the power base of Kh.

We add here an important and necessary modi�cation: before the actual size-
reduction occurred, we compute a unit u using theorem 1 close to Ri,i. This rou-
tine is denoted by Unit. The vector Mi is then divided by u. While not changing
the algebraic norms of the elements, this technicality forces the Archimedean
embeddings of the coe�cients to be balanced and helps the reduced matrix to
be well-conditioned. This avoids a blow-up of the precision required during the
computation. This modi�ed size-reduction is fully described in algorithm 3, Size-
Reduce.
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Algorithm 3 — Size-Reduce

Input : R-factor of the QR-decomposition of M ∈ Od×dKh

Output : A unimodular transformation U representing the
size-reduced basis obtained from M .

1 U ← Idd,d
2 for i = 1 to d do
3 D ← Di(Unit(Ri,i))// Di is a dilation matrix

4 (U,R)← (U,R) ·D−1

5 for j = i− 1 downto 1 do
6

∑n−1
`=0 r`X

` ← Ri,j // Extraction as a polynomial

7 µ←
∑n−1

`=0 br`eX` // Approximate rounding of Ri,j in OKh

8 (U,R)← (U,R) · Ti,j(−µ) // Ti,j is a shear matrix

9 end for
10 end for
11 return U

3.1.6. Reduction of the leaves. As the recursive calls descend along the tower of
number �elds, the bottom of the recursion tree requires reducing OK0(= OQ =
Z)-modules, that is Euclidean lattices. As a consequence, the step reduction per-
forms calls to a reduction oracle for plane Euclidean lattices. For the sake of ef-
�ciency we adapt Schönhage’s algorithm [46] to reduce these lattices, which is
faster than the traditional Gauss’ reduction. This algorithm is an extension to
the bidimensional case of the half-GCD algorithm, in the same way, that Gauss’
algorithm can be seen as a bidimensional generalization of the classical GCD com-
putation.

The original algorithm of Schönhage only deals with the reduction of binary
quadratic forms, but can be straightforwardly adapted to reduce rank 2 Euclidean
lattices, and to return the corresponding unimodular transformation matrix. In
all of the following, we denote by Schonhage this modi�ed procedure.

3.1.7. The lifting phase. As explained in section 3.1.2, we recursively call the re-
duction procedure to reduce the descent of projected modules of rank 2 of the form
Ri = 〈ri, r′i+1〉, overKh−1, yielding a unimodular transformationU ′ ∈ O2qh×2qh

Kh−1

where qh is the relative degree of Kh over Kh−1.
From U ′, we can �nd random short elements in the module by computing a

small linear combination of the �rst columns. Applying Ascend, we deduce some
short x = mia+mi+1b. But then to replacemi by x in the current basis, we need
to complete this vector into a basis (x, y) ofMi overOKh

. Doing so boils down to
complete a vector ofO2

Kh
into a unimodular transformation. Indeed, suppose that

such a vector y is found and denote by (a, b) and (v, u) the respective coordinates
of x and y in the basis (mi,mi+1). By preservation of the volume we have without
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loss of generality:

1 = det

(
a v
b u

)
= au− bv.

Therefore �nding the element y to complete x reduces to solving the Bézout
equation in the unknown u and v

(1) au− bv = 1

over the ring OKh
. Since this ring is in general not Euclidean we can not apply

directly the Euclidean algorithm to solve this equation as an instance of the ex-
tended gcd problem. However, we can use the algebraic structure of the tower
K↑h to recursively reduce the problem to the rational integers. This generalized
Euclidean algorithm works as follows:

If Kh = Q: then the problem is an instance of extended GCD search, which can
be solved e�ciently by the binary-GCD algorithm.

If the tower K↑h is not trivial: we make use of the structure of K↑h and �rst de-
scend the problem to the sub�eld Kh−1 by computing the relative norm
NKh/Kh−1

of the elements a and b; then by recursively calling the al-
gorithm on these elements NKh/Kh−1

(a) and NKh/Kh−1
(b), we get two

algebraic integers µ and ν of OKh−1
ful�lling the equation:

(2) µNKh/Kh−1
(a)− νNKh/Kh−1

(b) = 1.

But then remark that for any element α ∈ OKh
we have, using the coma-

trix formula and the de�nition of the norm as a determinant that: NKh/Kh−1
(α) ∈

αOKh
, so that α−1NKh/Kh−1

(α) ∈ OKh
. Then, from eq. ((2)):

a · µa−1NKh/Kh−1
(a)︸ ︷︷ ︸

:=u∈OKh

−b · ν b−1NKh/Kh−1
(b)︸ ︷︷ ︸

:=v∈OKh

= 1,

as desired.
Reduction of the size of solutions: The elements u, v found by the algorithm

are not necessarily the smallest possible elements satisfying eq. ((1)). To
avoid a blow-up in the size of the coe�cients lifted, we do need to control
the size of the solution at each step. Since the function Size-Reduce pre-
serves the determinant by construction and reduces the norm of the coef-
�cients, we can use it to reduce the bitsize of u, v to (roughly) the bitsize
of a and b.

The translation of this method in pseudocode is given in algorithm 4, G-Euclide.
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Algorithm 4 — G-Euclide, Li�

1 Function G-Euclide:
Input : Tower of number �elds K↑h, a, b ∈ Kh.
Output : u, v ∈ Kh, such that au+ bv = 1

2 if Kh = Q then return ExGcd(a, b)

3 µ, ν ← G-Euclide
(
K↑h−1,NKh/Kh−1

(a),NKh/Kh−1
(b)
)

4 µ′, ν ′ ← µa−1NKh/Kh−1
(a), ν b−1NKh/Kh−1

(b)

5 W ←
(
a ν ′

b µ′

)
6 V ← Size-Reduce(Orthogonalize(W ))

7 return W · V [2]

8 Function Li�:
Input : Tower of number �elds K↑h, unimodular matrix

U ′ ∈ O2qh
Kh−1

Output : Unimodular matrix U ∈ O2×2
Kh

9 a, b←Ascend(Kh, U [1])

10 µ, ν ← G-Euclide
(
K↑h−1, a, b

)
11 U ←

(
a ν
b µ

)
12 return U

The number of bits needed to represent the relative norms does not depend
on the sub�eld, and the size-reduction forces the output vector to have the same
bitsize as the input one. This remark is the crux of the quasilinearity of the G-
Euclide, as stated in lemma 4.

Remark that the algorithm needs NKh/Q(a) to be prime with NKh/Q(b). We
assume that we can always �nd quickly such a, b with a short x. This will lead
to heuristic 1, and the validity of this assumption is discussed in section 7.3.

3.2. Wrapping-up. The full outline of the reduction is given in algorithm 5 and
a schematic overview of the recursive steps is provided in the diagram of �g. 1.
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Algorithm 5 — Reduce

Input : Tower of cyclotomic �elds K↑h, Basis M ∈ Od×dKh
of the

OKh
−moduleM

Output : A unimodular transformation U ∈ Od×dKh
representing a

reduced basis ofM.
1 if d = 2 and Kh = Q then return Schonhage(M)

2 for i = 1 to ρ do
3 R← Orthogonalize(M)

4 Ui ← Size-Reduce(R)

5 (M,R)← (M,R) · Ui
6 for j = 1 + (i mod 2) to d by step of 2 do
7 if NKh/Q(Rj,j) ≤ 22(1+ε)αn2

hNKh/Q(Rj+1,j+1) then
8 M ′ ← Descend(K↑h−1, R[j : j + 1, j : j + 1])

9 U ′ ← Reduce(K↑h−1,M
′)

10 (Ui,M)← (Ui,M) · Li�(U ′)

11 end if
12 end for
13 end for
14 return

∏ρ
i=1 Ui
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recurse to rank 2

schonhage

∼=

complete

Figure 1. Schematic view of the recursive call of reductions.
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4. Complexity analysis

In this section, we devise the complexity of the algorithm 5 and of its approxi-
mation factor. More formally we prove the following theorem:

Theorem 2. Let f be a log-smooth integer. The complexity of the algorithm Re-
duce on rank two modules over K = Q[x]/Φf (x), represented as a matrix M
whose number of bits in the input coe�cients is uniformly bounded by B > n, is
heuristically a Õ

(
n2B

)
with n = ϕ(f). The �rst column of the reduced matrix has

its coe�cients uniformly bounded by 2Õ(n)(volM)
1

2n .

4.1. Setting. Let h > 0 be a non-negative integer. In the following of this section
we �x a tower of cyclotomic �elds K↑h = (Q = K0 ⊂ K1 ⊂ · · · ⊂ Kh) with log-
smooth conductors and denote by 1 = n0 < n1 < · · · < nh their respective
degrees over Q. We consider a free moduleM of rank d over the upper �eld Kh,
given by one of its basis, which is represented as a matrixM ∈ Od×dKh

. In all of the
following, for any matrixAwith coe�cients in Kh we denote by ‖A‖ the 2-norm
for matrices.

We aim at studying the behavior of the reduction process given in algorithm 5
on the moduleM; as such we denote generically by X(τ) the value taken by any
variable X appearing in the algorithm at the beginning of the step i = τ , for
1 ≤ τ ≤ ρ+ 1. For instance R(1) denotes the R-part of the orthogonalization of
M and M (ρ+1) represents the reduced basis at the end of the algorithm.

Since the implementation of the algorithm is done using �oating-point arith-
metic, we need to set a precision which is su�cient to handle the internal values
during the computation. To do so we set:

p = log
maxσ:Kh→C,Ri,i∈R σ(Ri,i)

minσ:Kh→C,Ri,i∈R σ(Ri,i)
,

where the σ runs over the possible �eld embeddings and theRi,i are the diagonal
values of theR part of theQR-decomposition of the input matrix of the reduction
procedure. We will prove as a byproduct of the complexity analysis that taking a
precision of O(p) su�ces.

For technical reasons which will appear in the subsequent proofs, we introduce
a constant α > 0 which will be optimized at the end of our analysis. It essentially
encodes the approximation factor of the reduction. Eventually, we set the variable
ε to be equal to 1/2. This apparently odd choice allows us to state our theorems
with su�cient generality to reuse them in the enhanced proof of the reduction
algorithm with symplectic symmetries, as detailed in section 6, with a di�erent
value.

The whole set of notations used in the analysis is recalled in table 1.

4.2. Overview of the proof. Before going into the details of the proof, we lay its
blueprint. We start by estimating the approximation factor of the reduction and
deduce a bound in O

(
d2 log p

)
on the number of rounds ρ required to achieve

the reduction the moduleM, where p is the precision needed to handle the full
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h Height of the tower

nh Absolute height [Kh : Q]

p bound on the precision used by the reduction

ε 1/2

i Current outmost loop number (1 ≤ i ≤ ρ) iteration

α Constant to be optimized

Table 1. Notations used in the complexity analysis. p is of course
set to be larger than the bitsize of the input matrix.

computation. We then prove that the limiting factor for the precision is to be
su�ciently large to represent the shortest Archimedean embedding of the norm of
the Gram-Schmidt orthogonalization of the initial basis. We then devise a bound
by looking at the sum of all the bit sizes used in the recursive calls and concludes
on the complexity. The critical part of the proof is to use the potential to show
that dividing the degrees by d

2 leads to a multiplication by a factor at most in
O
(
d2
)

of the sum of all the precisions in the recursive calls, instead of the obvious
O
(
d3 log p

)
.

4.3. A bound on the number of rounds and the approximation factor of
the reduction. We de�ne here a set of tools to study the approximation factor
of the reduction, by approximating it by an iterative linear operator on the family
of volumes of the submodules Mi = m1Z ⊕ · · · ⊕ miZ for 1 ≤ i ≤ d. This
method is quite similar to the one used by Hanrot et al. in [18] to analyze the bkz
algorithm by studying a dynamical system.

To ease the computation of the number of rounds, we can without loss of gen-
erality, scale the input matrix and suppose that:

volM = |NKh/Q(detM)|
1
d = 2−(d+1)(1+ε)αn2

h .

We only do so for this subsection.

4.3.1. Potential and volumes of �ags. A global measure of reduceness of a Eu-
clidean lattice is its potential. An OKh

-analog of this constant can be de�ned
in a similar manner by using the algebraic norm to replace the Euclidean norm
over Rn.

De�nition 4 (Potential). Let (m1, . . . ,md) be a basis of the moduleM given as the
columns of a matrixM ∈ Od×dKh

, and let R be the R-part of its QR-decomposition.
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Its log-potential is de�ned as:

Π(M) =
d∑
i=1

log volMi =
d∑
i=1

(d− i) logNKh/Q(Ri,i).

As in the Euclidean case, a local tool to analyze the evolution of a basis (m1, . . . ,md)
of a lattice Λ, through a reduction, is the pro�le of the volumes associated with
the �ag of a basis, namely the family:

vol(M1), . . . , vol(Mi), . . . , vol Λ.

As for the potential, we de�ne the pro�le of the �ag in a similar way with the
algebraic norm on Kh, but for technical reasons, we quadratically twist it with
the constant α > 0.
De�nition 5 (Flag pro�le). Let (m1, . . . ,md) be a basis of the moduleM given as
the columns of amatrixM ∈ Od×dKh

, and letR be theR-part of its QR-decomposition.
Its pro�le is the vector µ(M) ∈ Rd de�ned by:

µ(M)j =

j∑
k=1

(
logNKh/Q(Rk,k) + 2k(1 + ε)αn2

h

)
, for 1 ≤ j ≤ d.

The following lemma gives an estimate of the norm of the pro�le in terms of
the parameters of the algorithm and of the input bitsize.
Lemma 2. With the same notations as in de�nition 5, we have:

‖µ(M)‖2 ≤ (2 + ε)αd2nhp

Proof. We have |NK/Q(det(M))| ≤ 1 so for each i, and each embedding σ, we
have that |σ(Ri,i)| ≤ 2p. Now we compute:

‖µ(M)‖22
d

≤ max
j=1,...,d−1

∑
k≤j

(
logNKh/Q(Rk,k) + 2k(1 + ε)αn2

h

)
≤ dnhp+ d(d− 1)(1 + ε)αn2

h

which implies the result. �

4.3.2. A family of step operators. To study the reduction steps, we de�ne the fol-
lowing linear operators

(3) δj :

∣∣∣∣∣∣∣∣
Rd −→ Rd

v 7−→ (w`)` =


vj−1+vj+1

2 if ` = j
vj if ` = j + 1
v` else

,

for each 1 ≤ j ≤ d. These operators provide an upper bound on the pro�le of
a basis after a reduction at index j. To encode the behavior of a full round of
reduction we de�ne the operators:

∆o =
∏

i=1 | i odd

δi, and ∆e =
∏

i=2 | i even

δi,
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to de�ne inductively the sequence:

µ(1) = µ(M (1))

µ(i) = ∆o

(
µ(i−1)

)
if i = 0 (mod 2) else ∆e

(
µ(i−1)

)
Remark 2. By the constraint we set on the volume ofM to be equal to 2−d(d+1)(1+ε)αn2

h ,
we have for all 1 ≤ i ≤ ρ, that µ(i)

d = 0.

Proposition 2 (Exponential decay of ‖µ(i)‖2). For all odd i, we have,∣∣∣µ(i)
1

∣∣∣ ≤ e−
π2(i−1)

2d2 ‖µ(1)‖2

and

‖µ(i+1)‖2 ≤ 2e−
π2(i−1)

2d2 ‖µ(1)‖2.

Proof. Note that ∆o ◦ ∆e depends only on the odd coordinates, so let ∆ be its
restriction to them in the domain and codomain. Remark that for all 1 ≤ k ≤
dd−1

2 e the vector (
sin

(
(2j − 1)kπ

2bd/2c

))
j

is an eigenvector of ∆ of associated eigenvalue cos
(

kπ
2bd/2c

)2
. A direct computa-

tion ensures that the eigenvectors are orthogonal. Since 2bd/2c ≤ d, we use the
trivial bound

∣∣cos
(
kπ
d

)∣∣ ≤ cos
(
π
d

)
in addition to the convexity bound

ln(cos(π/d)) < − π2

2d2

to obtain: ∑
k=1 odd

(
µ(i)
)2

k
≤ e−

π2(i−1)

2d2 ‖µ(1)‖22.

This implies the �rst statement and∑
k=2 even

(
µ(i+1)

)2

k
≤

∑
k=1 odd

(
µ(i)
)2

k

implies the second. �

Remark 3 (A “physical” interpretation of ∆). The operator ∆ introduced in the
proof of proposition 2 acts as a discretized Laplacian operator on the discrete space
indexed by {1, . . . , d}, for a metric where two consecutive integers are at distance 1.
Then, the action of ∆ through the iterations 1 ≤ i ≤ ρ are reminiscent of the di�u-
sion property of the solution of the heat equation (∂u∂t = α∆u), whose characteristic
time is quadratic in the diameter of the space.
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4.3.3. A computational heuristic. We now relate the behavior of the sequences of
µ to the values taken by R(i). In order to do so, we introduce a computational
heuristic on the behavior of the Li� function, asserting that the lifting phase does
not blow up the size of the reduced vectors.
Heuristic 1 (Size of lifting). For any 1 ≤ i ≤ ρ and any 1 ≤ j ≤ d where a call to
Li� happened:

NKh/Q

(
R

(i+1)
j,j

)
≤ min

(
2αn

2
h

√
NKh/Q

(
R

(i)
j,jR

(i)
j+1,j+1

)
,NKh/Q

(
R

(i)
j,j

))
.

A discussion on the validity of this heuristic is done in section 7.3. However,
we recall that we do not perform a local reduction if the following condition is ful-
�lled, up to the approximation error due to the representation at �nite precision6:

NKh/Q(R
(i)
j,j) ≤ min

(
2(1+ε)αn2

h

√
NKh/Q

(
R

(i)
j,jR

(i)
j+1,j+1

)
,NKh/Q

(
R

(i)
j,j

))
.

From heuristic 1 we can show by a direct induction on i that the sequence of
µ(i) is an over-approximation of the �ag pro�le at step i. More precisely we have:
Lemma 3. Under heuristic 1, for any 1 ≤ i ≤ ρ:

µ
(
M (i)

)
≤ µ(i),

where the comparison on vectors is taken coe�cient-wise.

4.3.4. A bound on the approximation factor and number of rounds. We can now
conclude this paragraph by giving a quasiquadratic bound on the number of rounds:

Theorem 3. Assuming that ρ is even and ρ > 2d2

π2 ln((2 + ε)αd2nhp), we have
that

NKh/Q(R
(ρ+1)
1,1 ) ≤ 2(d−1)(1+ε)αn2

h+1|NKh/Q(detM)|
1
d .

Proof. By taking the exponential of both sides of the inequality of lemma 3, we
have:

NKh/Q(R
(ρ+1)
1,1 ) ≤ 2µ

(ρ+1)
1 −2(1+ε)α.

Recall that we forced
∣∣NKh/Q(detM)

∣∣ 1
d = 2−(d+1)αn2

h(1+ε), so that:

NKh/Q(R
(ρ+1)
1,1 ) ≤ 2(d−1)(1+ε)αn2

h+µ
(ρ+1)
1

∣∣NKh/Q(detM)
∣∣ 1
d .

6More precisely, if the precision used when performing this testing is p, then if we are certain
that

NKh/Q(R
(i)
j,j) ≥ min

(
2(1+ε)αn2

h

√
NKh/Q

(
R

(i)
j,jR

(i)
j+1,j+1

)
,NKh/Q

(
R

(i)
j,j

))
,

no local reduction is called, else we have

NKh/Q(R
(i)
j,j) ≥ min

(
2(1+ε)αn2

h

√
NKh/Q

(
R

(i)
j,jR

(i)
j+1,j+1

)
,NKh/Q

(
R

(i)
j,j

))
(1− 2−Ω(p))

and a recursive local reduction is called, the multiplicative error term coming from the approxima-
tion error committed by the approximation of the values R∗,∗ at precision p.
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By proposition 2, we know that µ(ρ+1)
1 ≤ e−

π2ρ

2d2 ‖µ(1)‖2. Since we have:

ln |µ(ρ+1)
1 | ≤ ln ‖µ(1)‖2 −

ρπ2

2d2

≤ ln((2 + ε)αd2nhp)−
ρπ2

2d2
≤ 0,

using lemma 2 and the hypothesis on ρ together with the fact that d > 1. All in
all |µ(ρ)

1 | ≤ 1 and which entails the desired inequality. �

With mild assumptions on the relative size of the parameters α, nh, d and pwe
have the following rewriting of theorem 3.

Corollary 1. Suppose that α = logO(1)(nh) and that p > nh + d, then taking
ρ = O

(
d2 log(p)

)
is su�cient to reduce the moduleM and such that the algebraic

norm of the �rst vector is bounded by a

2Õ(dn2
h)|NKh/Q(detM)|

1
d .

Remark 4. If the caller makes a similar heuristic with a α′, then we need α′ >
α · 2(1 + ε)d−1

d and any such value is plausible for large nh.

4.4. Time complexity of the toplevel reduction. Now that we have an esti-
mate of the number of rounds, we can aim at bounding the complexity of each
round, without counting the recursive calls, in a �rst time. To do so we will look
independently at each of the part of a round, namely at the complexity of Orthog-
onalize, Reduce and Li�. Since the lifting algorithm performs a size-reduction,
we �rst give a �ne-grained look at the Size-Reduce function.

4.4.1. Complexity and quality of Size-Reduce. The quantitative behavior of the
Size-Reduce procedure is encoded by the following theorem, given in all gener-
ality for arbitrary matrices over a cyclotomic �eld.

Theorem4. LetA be amatrix of dimension dwhose coe�cients lie in the cyclotomic
�eldK = Q[ζf ], and n = ϕ(f). We are given a non-negative integer p > 0, where
‖A‖, ‖A−1‖ ≤ 2p and such that

√
n log n log logn + d log n < p. By calling the

algorithm Orthogonalize and Size-Reduce, we can �nd in time

O
(
d2np

(
1 +

d

log p

))
an integral triangular matrix U ∈

(
O×K
)n×n, such that ‖U‖ ≤ 2O(p), and a matrix

R + E, such that ‖E‖ ≤ 2−p, with R being the R-factor of the QR decomposition
of AU and

κ(AU) ≤
(

maxiNK/Q(Ri,i)

miniNK/Q(Ri,i)

) 1
n

2O(
√
n logn log logn+d logn),

for κ(X) = ‖X‖‖X−1‖ being the condition number of X .

Proof. See appendix A. �
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Corollary 2. Suppose that:

‖M (0)‖, ‖M (0)−1‖ ≤ 2p and d log nh +
√
nh log nh log log nh < p.

Then, we have the following bound on the condition number ofM (i), valid for any
loop index 1 ≤ i ≤ ρ:

κ
(
M (i)

)
≤ 22p+O(

√
nh lognh log lognh+d lognh),

and the call of the procedure Size-Reduce at this i-th round has complexity

O
(
d2nhp

(
1 +

d

log p

))
and requires a O(p) of precision

Proof. We �rst remark that for any 1 ≤ j ≤ d, the map i 7→ maxj NKh/Q

(
R

(i)
j,j

)
is non-increasing, and therefore that i 7→ minj NKh/Q

(
R

(i)
j,j

)
is non-decreasing.

Now, theorem 1 implies that the Archimedean embeddings are balanced so that
we have for all i:

max
σ:Kh→C,R

(i)
j,j∈R(i)

∣∣∣σ(R(i)
j,j

)∣∣∣
min

σ:Kh→C,R
(i)
j,j∈R(i)

∣∣∣σ(R(i)
j,j

)∣∣∣ ≤ 22p+O(
√
nh lognh log lognh),

and so that
maxj NKh/Q(Rj,j)

miniNKh/Q(Rj,j)
= 2nh(2p+O(

√
nh lognh log lognh)).

Therefore, by combining this bound with the result of theorem 4, after the call to
Size-Reduce, the condition number of M (i) is bounded by

22p+O(
√
nh lognh log lognh+d lognh)

and the computation requires a O(p) bits of precision, with error bounded by
2−p. �

4.4.2. Complexity of the Li� procedure. With the bounds given by theorem 4 we
are now able to bound the complexity of the lift procedure described in algo-
rithm 4.

Lemma 4 (Quasilinearity of Li�). LetK be the cyclotomic �eld of conductor f > 0,
of dimension n = ϕ(f). Denote by r the largest prime factor of f . Let a, b ∈ OK

and suppose that:

gcd(NK/Q(a),NK/Q(b)) = 1 and ‖a‖+ ‖b‖ ≤ 2p.

Then, the time complexity of the algorithm G-Euclide on the inuput (a, b) is a

O(r log(r)np log p)
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for p ≥
√
n log n log logn. Consequently, it is quasilinear for r ≤ log n. The output

(u, v) verify:

au+ bv = 1 and ‖u‖+ ‖v‖ ≤ 2p+O(
√
n logn log logn).

Proof. We use a tower of number �elds7L↑h, whereLi = Q[x]/Φfi(x) and fi/fi+1 ≤
r. By trivial induction and multiplicativity of the relative norm map, we know that
the input of the recursive call at level i, that is, in Li isNLh/Li(a),NLh/Li(b). As
such, with pi being the number of bits of the coe�cients of the input at level i
of the recursion, we have nipi = O(nhp). Since computing the automorphisms
corresponds to permutation of evaluation of a polynomial, each norm can be com-
puted in time O(r log(r)nipi) using a product tree [35].

Now, we have by induction that 1 = detW = detV . WithR being theR-part
of the QR-decomposition of V we have at any level i in the tower L↑h:

‖R2,2‖ = ‖1/R1,1‖ ≤ 2O(
√
ni logni log logni),

so that the size-reduction implies that

‖M‖ ≤ NLi/Q(R1,1)
1
ni 2O(

√
ni logni log logni)

= (nh‖a‖+ nh‖b‖)
nh
ni 2O(

√
ni logni log logni).

Hence, the output coe�cients are also stored using O(nhp/ni) bits. The complex-
ity when n0 = 1, i.e. the ExGcd base case, is classically in O(p0 log p0). Summing
along all complexities gives:

O
(
nhp log(nhp) +

h∑
i=1

r log(r)nip

)
= O(nhp log p+ r log(r)nhp log nh)

which simpli�es to a O(r log(r)np log p). �

4.4.3. Complexity of the top-level. Now that we have analyzed the complexity and
the output quality of each “atomic” parts, we can examine the complexity of the
top-level of the algorithm Reduce—that is to say its complexity without counting
the recursive calls.

Proposition 3. Suppose that the following conditions are ful�lled:

min
σ:Kh→C,R

(1)
i,i ∈R(1)

∣∣∣σ(R
(1)
i,i )
∣∣∣ ≥ 2−p, α = logO(1)(nh)

d log nh +
√
nh log nh log lognh < p.

Then, the complexity at the top-level of the algorithm is a O
(
d5nhp log p

)
.

Proof. Base case: Kh = Q: This is a consequence of the analysis of Schönhage’s
fast reduction [46].

7Note that this tower is not same as the one used in the whole reduction process. The two towers
are indeed constructed independently to optimize the global running time.
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General case: Using corollary 1, the number of rounds is ρ = O
(
d2 log p

)
. By

lemma 4 the complexity of Li� is quasilinear. Thus, the complexity of each
round is dominated by the computation of theQR decomposition and the
size-reduction. By theorem 4, this complexity is a O

(
d3nhp/ log p+ d2nhp

)
,

yielding a global complexity of O
(
d5nhp+ d4nhp log p

)
= O

(
d5nhp log p

)
.

�

4.4.4. Bounding the precision at each level. We now bound the precision used in
the recursive calls at the top-level of the Reduce algorithm:

Lemma 5. The sum of all bit sizes used in the recursive calls at the top-level is
O
(
d2p
)
, when subjected to the conditions:

min
σ:Kh→C,R

(1)
i,i ∈R(1)

∣∣∣σ(R
(1)
i,i )
∣∣∣ ≥ 2−p d log nh +

√
nh log nh log log nh < p.

Proof. Recall that the potential of the basis is de�ned as

Π =
d∑
j=1

(d− j) log(NKh/Q(Rj,j)),

which is in O
(
nhd

2p
)

by assumption on p. Let 1 ≤ j ≤ d, then the reduction al-
gorithm is about to perform a local reduction of the projected sublattice (rj , r

′
j+1),

as presented in section 3.1.4, two cases can occur:

• EitherNKh/Q(R
(i)
j,j) ≤ min

(
2αn

2
h

√
NKh/Q

(
R

(i)
j,jR

(i)
j+1,j+1

)
,NKh/Q

(
R

(i)
j,j

))
,

and as mentioned in section 4.3.3 the local reduction is not performed. We
can consider that we use here a zero precision call.

• Either a local reduction is actually performed and by the result of appen-
dix A.3.1, we can use a precision in O(pi,j) with:

pi = log

(
maxk σk(R

(i)
j,j)

mink σk(R
(i)
j+1,j+1)

)
to represent the projected lattice. Let now set

L =
log(NKh/Q(R

(i)
j,j/R

(i)
j+1,j+1))

nh
.

The precision pi,j is, thanks to the unit rounding theorem 1 a

O
(
L+

√
nh log nh log log nh

)
= O(L),

by hypothesis. The reduction of this truncated matrix yields a unimodular
transformation, represented with precision O(pi,j), which when applied
to the actual basis matrix implies that Π decreases by a term at least:

δi,j = nh

[
L

2
− αnh

]
− 2−Ω(p)
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by heuristic 1 and theorem 11. Let us bound the ratio pi,j/δi,j :

pi
δi

=
L+ O

(√
nh log nh log lognh

)(
L
2 − αnh

)
nh − 2−Ω(pi,j)

=
1 + O

(√
nh lognh log lognh

L

)
nh
2 −

αn2
h

L −
2−Ω(pi,j)

2L

.

Now recall thatNKh/Q(R
(i)
j,j) ≥ 22(1+ε)αn2

hNKh/Q(R
(i)
j+1,j+1)(1−2−Ω(pi,j)),

the multiplicative error term coming from the precision at which the val-
ues of theR(i)

j,j andR(i)
j+1,j+1 are approximated at runtime. Thus, we have:

√
nh log nh log log nh/L = O

(√
log nh log log nh

nh

)
,

and
αn2

h/L ≤
nh

2(1 + ε)
.

As such we have:

pi,j
δi,j
≤

1 + O
(√

lognh log lognh
nh

)
nhε
1+ε + o(1)

.

But then, δi,j = Ω(nhεpi,j).
The potential is always a sum of non-negative terms, so

∑
i,j δi,j ≤ Π. The sum of

the precision for the calls can thus be bounded by O
(

ε
(1+ε)

Π
nh

)
= O

(
d2p
)
, since

ε = 1
2 , which concludes the proof. �

Eventually we can prove the general complexity of the algorithm:

Proof of theorem 2. The �rst step of the proof consists in selecting a suitable tower
of sub�elds, for which the relative degrees are chosen to optimize the complex-
ity of the whole reduction. We choose a tower of cyclotomic sub�elds K↑h =
(Q = K0 ⊂ K1 ⊂ · · · ⊂ Kh) with [Ki : Q] = ni and ni+1/ni = ri which sat-
is�es ri/n1/5

i+1 ∈ [1; log f ], so that h = O(log log n). This always exists as f is
log-smooth. We can set αi = 4h−i+1 to satisfy the conditions of lemma 5 while
making heuristic 1 practically possible. By de�nition of the value set for pwe have
p = O(B). And it of course satis�es the requirements of proposition 3. Note that
by the choices of local precision made in the proof lemma 5, a simple induction
shows that at each level of the recursion the local precision ful�lls the condition
of lemma 5, by the exact choice of the pi,j ’s. A by product of this induction as-
serts that the sum of the precision used in all the recursive calls needed to reduce
a projected lattice at level i is a

O

p i−1∏
j=1

O
(
r2
j

) = 2O(i)B

(
n

ni

)2

.

Then, since by proposition 3 the complexity of the top-level call at level i is
a O
(
r5
i nip log(p)

)
= O

(
r5
i niB log(B)

)
. Hence the total complexity at level i is
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r5
i /mi · n2B log(Bn)2O(i) = n2B log(B) logO(1) n. Summing over all the levels

retrieves the announced result. �

An important point is that all recursive calls can be computed in parallel, and as
most of the complexity is in the leaves, this leads to an important practical speed-
up. We conjecture that when the number of processors is at most n/ logO(1) n,
the speed-up is linear.

5. A fast reduction algorithm for high-rank lattices

While the previous reduction was tailored to reduce small (typically rank 2)
rank lattices over cyclotomic �elds, we now turn to the reduction of high rank
lattices. It runs roughly in a constant number of matrix multiplications. It can also
be used in the previous algorithm at each step to reduce the hidden logarithmic
powers; but is of course interesting on its own for reducing rational lattices.

A bottleneck with algorithm 5 is that each round needs a matrix multiplication,
and there are at least d2 rounds. However, one can notice that each round only
make local modi�cations. As a result, we propose to use a small number D of
blocks, typically 4 or 8 su�ces, and a round will (recursively) reduce consecutive
pairs of dimension d/D. The resulting number of rounds is again O

(
D2 logB

)
,

giving a top-level complexity of O
(
D2
)

(equivalent) multiplications. The corre-
sponding algorithm is given in algorithm 6. In addition, the naive Size-Reduce
procedure is replaced by a variant of Seysen reduction, which is detailed in appen-
dix A.4. The complexity analysis is exactly the same as in the previous section,
with the �ag pro�le de�ned with respect to the volume of the blocks instead of
simply the vectors, that is:

µ(M)j =

jd/D∑
k=1

(
log |NK/Q(Rk,k)|+ 2k(1 + ε)αn2

h

)
, for 1 ≤ j ≤ d.

We describe the algorithm with respect to an oracle Oracle which computes
the base case. One can either use Schonhage, the algorithms in the previous or
current section, or a recursive call.
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Algorithm 6 — Reduce

Input : Basis M ∈ Od×dK of the OK−moduleM
Output : A unimodular transformation U ∈ Od×dK representing a

reduced basis ofM.
1 if d = 2 then return Oracle(M)

2 for i = 1 to ρ do
3 R← Orthogonalize(M)

4 Ui ← Seysen-Size-Reduce(R)

5 (M,R)← (M,R) · Ui
6 for j = 1 + (i mod 2) to d by step of 2d/D do
7 V1 ← volR[j : j + d/D − 1, j : j + d/D − 1]

8 V2 ← volR[j+d/D : j+ 2d/D− 1, j+d/D : j+ 2d/D− 1]

if V1 ≤ 22(1+ε)αn2
hd/DV2 then

9 U ′ ← Reduce(R[j : j + 2d/D − 1, j : j + 2d/D − 1])

10 (Ui,M)← (Ui,M) · Diag(Idj , U ′, Id2d−j−2)

11 end if
12 end for
13 end for
14 return

∏ρ
i=1 Ui // The product is computed from the end

The analysis by Neumaier-Stehlé [39] only bounded the number of rounds,
and as a result the complexity is d3B1+o(1). One can remark that even the simple
algorithm uses Ω(d3 logB) local reductions, so that signi�cantly decreasing their
complexity can only come from a reduced precision in this local operation.

We, on the other hand, make the following heuristic:

Heuristic 2. At any point in the recursion, when reducing a lattice of rank d, if we
use a precision of p ≥ (1 + ε)αdn then we decrease the potential Π by Ω(d2p).

It is justi�ed by the fact that the NK/Q(Ri,i) usually decrease roughly expo-
nentially in i both in the input and the output matrices.

We need one last heuristic, which removes a logB factor:

Heuristic 3. The number of bits needed decreases exponentially quickly, at the same
speed as the µ vector.

Indeed, a standard assumption for random lattices is that the upper-bound
in heuristic 1 is in fact an approximation. As a result, we expect that lemma 3
holds with the vectors replaced by their forward di�erences, which implies this
heuristic. The same property also implies the previous heuristic, as the forward
di�erence of the eigenvector corresponding to the largest eigenvalue is a cosine.

Theorem 5. Let A be a matrix of dimension d with entries inK, with κ(A) ≤ 2B

such that B ≥
√
n log n log logn + log n log d, n being the degree of K over Q.

Given A and an oracle which obeys heuristic 1, our reduction algorithm �nds an
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integer vector x with

‖Ax‖ ≤ 22(1+ε+o(1))αdn vol1/ndA,

with α and ε de�ned as in the heuristic 2. Further, the sum of the precision used in
the oracle calls is O

(
d2p
)
and the heuristic running time is

O
(

dω

(ω − 2)2
n ·B/ logB + d2nB log2 d

)
for any constant ε.

Proof. Let ri be the rank of the matrix at the i-th recursive level (one is the top).
We use w = blog(B)c. Then, using our heuristic on the potential, the sum of
the precision p used in this level is O

(
(d/ri)

2B
)
. Using the complexity results

presented in appendix A.4 each call with precision p ≥ logB has a running-time
of

O
(

(ri+1/ri)
2

(
rωi

ω − 2
n · p/ logB + r2

i np log ri

))
using heuristic 3 on the exponential decrease of the precision used. Thus, the
complexity of the i-th level is

O
(

(ri+1/ri)
2

(
d2rω−2

i

n

ω − 2
·B/ logB + d2nB log ri

))
.

If p < logB, then rin = O(logB) and the cost is bounded by

O
(

(ri+1/ri)
2

(
rωi

ω − 2
n+ r2

i np log ri

))
which in total is at most

O
(

(ri+1/ri)
2

(
d2rω−2

i

n

ω − 2
· B
rin

+ d2nB log ri

))
.

As rω(ri)−3
i /(ω(ri)− 2) is bounded, this is always negligible.

One possible instantiation is ri/ri+1 bounded. We then get
∑

i d
2r
ω(ri)−2
i =

O
(
dω

ω−2

)
.

This gives an algorithm which �nds a transition matrix such that the �rst block
has a low volume:

(4)
r1∏
i=1

|NK/Q(Ri,i)|1/r1 ≤ 22(1+ε)α(d−r1)n2
vol1/dA

One then recurses on the �rst block, which corresponds to taking the product of a
family of formulas of the same shape as eq. ((4)) for which the (d−r1) is replaced
by a (ri − ri+1). The results derives directly from a telescopic summation over
the exponents. This recursion is done for a fraction of the global complexity. �

We emphasize that in practice, the entire basis is reduced at the end of the
algorithm.

If we instantiate on rational lattices, this gives:
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Corollary 3. Let A be a matrix of dimension d with entries in Z, with κ(A) ≤ 2B

such that B ≥ d. Given A and an oracle which obeys heuristic 1, our reduction
algorithm �nds an integer vector x with

‖Ax‖ ≤ 2d/2|detA|1/d.

Further, the heuristic running time is

O
(

dω

(ω − 2)2
·B/ logB + d2B logB

)
.

This is, up to the 1/(ω − 2) factor on the �rst term the complexity of QR-
decomposition, so the algorithm is essentially optimal.

Almost always, the �rst term is dominant and one can use ri/ri+1 = (d/ri)
1/3.

The number of levels is then only O(log log d), and the larger ri/ri+1 makes the
heuristics more plausible.

Once the matrix is lll reduced, we can reduce it further with a bkz algorithm.
We can use the same recursive structure, but when the dimension is less than
β log(β), we use a bkz reduction. The total number of calls is O

(
d3 log d

)
[18],

and we also have an approximation factor of βO(d/β). Hence, we can use β =
Θ(log(Bdω−3)), which for ω not too small is Ω(log(d)), without increasing the
running time. This implies that we can remove a log d/ log log d factor when
solving vectorial knapsacks, such as the ones for polynomial factoring [50].

We can instantiate this algorithm on roughly triangular matrices, and show
that for random ones, one can get a (heuristic) signi�cant speed-up. These matri-
ces are widespread, as it corresponds to “knapsack” problems or searching integer
relations8. In particular, one can quickly search a putative minimal polynomial.

Theorem 6. Let A be a “random” matrix of dimension with d columns, O(d) rows
and entries in OK = Z[x]/φf (x). We de�ne B ≥ d2n such that

‖A‖+NK/Q(volC) ≤ 2B

for all matrices C whose columns are a subset of A. For R the R-factor of the QR-
decomposition of A, we also assume that ‖R−1‖ ≤ 2B/d and ‖Ri,j‖ ≤ 2B/i for all
i, j. We also require that Ai,j = 0 for i ≥ O(j) with a uniform constant. We can
�nd an integer vector x with

‖Ax‖ ≤ 2dÕ(n) vol1/ndA.

The heuristic complexity is

O
(

dω−1

(ω − 2)2
n ·B/ logB + dnB log2 d

)
+ dÕ

(
n2B

)
Proof. The algorithm consists in reducing the �rst k = 2i columns of A for suc-
cessive powers of two until d. The result is stored in Ai. The volume of Ai is

8While PSLQ [13] also solves this problem on real RAM machines, this model is an extremely
poor approximation of computers [45]. See [13, Section 2] for what can go wrong, e.g.
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bounded by 2B so heuristically we expect, and will assume that

‖Ai‖, ‖Ai‖−1 = 2dÕ(n)+O(B/2i)

for all i. We also store QiRi, the QR-decomposition of Ai, and R−1
i . We now

explain how to compute Ai+1. Let x be a column of A which is not in the span
of Ai. In order to reduce its bit size, we replace it by x − AjbR−1

j Qj
t
xe for

increasing j. This reduces the size of the projection of x orthogonally to Aj to
2dÕ(n)+O(B/2j); and by assumption on the input matrix, this is also true for the
part orthogonal to Aj . At the end of this process, the length of x is therefore at
most 2dÕ(n)+O(B/2i). For e�ciency, this reduction is computed on all d vectors at
the same time. Now we concatenate toAi all the reductions of the needed vectors,
and use our lattice reduction algorithm on the R-factor of the QR-decomposition
of this matrix.

We now show that this matrix is well-conditioned. This matrix is written as(
Ri W
0 Z

)
.

We remark that the reduction process did not changeZ , so that ‖Z−1‖ ≤ ‖R−1‖ ≤
2B/d. The inverse is (

R−1
i −R−1

i WZ−1

0 Z−1

)
so that its condition number is bounded by 2dÕ(n)+O(B/2i).

The lattice reduction calls cost in total

O
(

log d∑
i=1

2ω(2i)i

(ω − 2)2

B

2i logB
+ 22inBi/2i

)
and the cost of the oracles are bounded using the fact that Π = O(dnB):

dÕ
(
n2B

)
.

The pre-reduction computed by the algorithm has a running time of:

O
(

log d∑
i=1

2ω(2i)i

ω − 2
· d

2i
B

2i logB
+ d2inB/2i

)
.

Summing these complexities leads to the announced result. �

One can check than knapsack matrices, or Hermite Normal Form matrices with
decreasing round pivots verify the assumptions with a small B.

6. Symplectic reduction

6.1. On symplectic spaces and symplectic groups. In the following, we very
brie�y introduce the linear theory of symplectic geometry and establish all along
this presentation the parallel between the Euclidean and Symplectic geometries.
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6.1.1. De�nitions. A symplectic space is a �nite dimensional vector space E en-
dowed it with an antisymmetric bilinear form J : E × E → E. We can de�ne
a natural orthogonality relation between vectors x, y ∈ E as being J(x, y) = 0.
The linear transformations of E letting the symplectic structure J invariant is a
group, called the J-symplectic group (or symplectic group if the context makes
J clear). This group plays a similar role to the orthogonal group for Euclidean
spaces.

6.1.2. Darboux bases. However on the contrary to Euclidean spaces, a symplectic
space does not possess an orthogonal basis, but instead a basis e1, . . . , ed, f1, . . . , fd,
so that for any indices i < j we have J(ei, ej) = 0, J(fi, fj) = 0, J(ei, fj) = 0
and J(ei, fi) > 0. It implies in particular that any symplectic space has even
dimension. We demonstrated in section 2.4 that it is easy to transform any basis
of a Euclidean space in an orthogonal basis. This iterative construction is easily
adapted to the symplectic case.

6.1.3. Symplectic lattice, size reduction. We can now easily adapt the de�nition of
a lattice to the symplectic setting:

De�nition 6. A symplectic lattice Λ is a �nitely generated freeZ-module, endowed
with a symplectic form J on the rational vector space Λ⊗Z Q.

As mentioned in section 3.1.5, an important tool to reduce lattices is the size-
reduction procedure, which can be viewed as a discretization of the Gram-Schmidt
orthogonalization. It aims at reducing the size and the condition number of the
lattice basis. When dealing with symplectic symmetries, we can also discretize
the process to obtain a basis which is close to a Darboux basis.

As we generalized the lattice formalism to OK-modules in number �elds, we
can generalize straightforwardly the notions of symplectic lattices to the alge-
braic context. Using the work presented in section 3, we aim at providing a fast
reduction algorithm for OK-modules using these symplectic considerations.

6.1.4. Towards an improved algorithmic size-reduction. The speci�cities of the sym-
plectic symmetry and of the evoked symplectic size-reduction enable a faster al-
gorithm.

Indeed, we will demonstrate that a local reduction within the �rst half of the
matrix can be applied directly to the second half. This almost divides by two the
overall complexity at each descent.

In the rest of this section, we generalize the work of Gama, Howgrave-Graham
and Nguyen [14] on the use of symplectic symmetries lattices within the reduction
process. In particular, we show that such techniques can be used for all towers
of number �elds, and instead of an overall constant factor improvement, we can
gain a constant factor at each �oor of the tower and then cumulate them. Lattice
reduction algorithms hinge on the two following facts:
Size reduction: We can control the bit size without changing the Gram-Schmidt

norms.
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Local reduction: Any two consecutive Gram-Schmidt norms can be made sim-
ilar.

We therefore have to show that these two parts can be done while preserving the
symplectic property.

6.2. J-Symplectic group and compatibility with extensions. In all the fol-
lowing we �x an arbitrary tower of number �elds

K↑h = (Q = K0 ⊂ K1 ⊂ · · · ⊂ Kh).

For any 1 ≤ i ≤ h we denote by dh the relative degree of Kh over Kh−1. On
any of these number �elds, we can de�ne a simple symplectic form, which derives
from the determinant form:

De�nition 7. Let K be a �eld, and set J to be an antisymmetric bilinear form on
K2. A matrixM ∈ K2×2 is said to be J-symplectic (or simply symplectic if there
is no ambiguity on J ) if it lets the form J invariant, that is if J ◦M = J .

Let us instantiate this de�nition in one of the �elds of the tower K↑h on the
2× 2-determinant form. Let Jh be the antisymmetric bilinear form on K2

h which
is given as the determinant of 2× 2 matrices in Kh, i.e.

Jh

((
x0

x1

)
,

(
y0

y1

))
= x0y1 − x1y0.

Remark 5. In the presented case,M is Jh-symplectic i� detM = 1.

Notice that we can always scale a basis so that this condition is veri�ed.
We descend the form Jh to Kh−1 by composition with a non-trivial linear form

Kh → Kh−1, for instance by using the relative trace, that is J ′h = trKh/Kh−1
◦ Jh.

We then extend the de�nition of symplectism to K2dh
h−1 by stating that a 2dh×2dh

matrix M ′ is symplectic if it preserves the J ′h form, that is if J ′h ◦M ′ = J ′h. This
construction is tailored to be compatible with the descent of a matrix to Kh−1 in
the following sense:

Lemma 6. LetM be a 2×2matrix overKh which is Jh-symplectic, then its descent
M ′ ∈ K2dh×2dh

h−1 is J ′h-symplectic.

6.3. Towardsmodule transformations compatiblewith J-symplectism. Be-
fore exposing the transformation matrices in our size-reduction process of sym-
plectic lattices, we give an insight on these techniques coming from the Iwasawa
decomposition of Lie groups.

6.3.1. On the Iwasawa decomposition. The Iwasawa decomposition is a factoriza-
tion of any semisimple Lie group in three components, which generalizes the
decomposition of GL(n,R) in the product KAN where K = O(n,R) is the or-
thogonal group,A is the group of diagonal matrices with positive coe�cients and
N is the unipotent group consisting of upper triangular matrices with 1s on the
diagonal. This decomposition of GL(n,R) arises directly from the Gram-Schmidt
decomposition of any real matrix and extracting the diagonal of its R part. The
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J−symplectic group de�ned here is a semisimple Lie group and thus is subject
to Iwasawa decomposition. We aim at using an e�ective version of the Iwasawa
decomposition. In order to compute e�ectively such a decomposition, we need to
�nd a generating set of elementary transformations over bases, which generalizes
the operators of transvections and swaps in the general linear case.

We start by treating a simpler case: the Kummer-like extensions. The general
case is covered in appendix C.

6.3.2. A simple case: Kummer-like extensionsK[X]/(Xdh +a). We de�ne Rdh as
the reverse diagonal of 1 in a square matrix of dimension dh.

In this section, we use the notation As as a shorthand for RdhATRdh , which
corresponds to the re�ection across the antidiagonal, that is exchanging the co-
e�cients Ai,j with Adh+1−i,dh+1−j . We proceed here by adapting the work of
Sawyer [43]. Suppose that the de�ning polynomial of Kh/Kh−1 is Xdh + a. Re-
call that Jh is the 2 × 2-determinant form over K2

h. We can compose it by the
linear form ∣∣∣∣ Kh

∼= Kh−1[X]/(Xdh + a) −→ Kh−1

y 7−→ trKh/Kh−1
(Xydha

)
,

to construct the matrix J ′h, which now becomes

J ′h =

(
0 Rdh
−Rdh 0

)
in the power basis. In this particular setting we retrieve the instantiation of [14].
In particular:

Lemma 7. Fix a basis of the symplectic space where the matrix corresponding to

J ′h is
(

0 Rdh
−Rdh 0

)
. Then, for any M a J ′h-symplectic matrix and QR its QR

decomposition, both Q and R are J ′h-symplectic.

Proof. Direct from the explicit Iwasawa decomposition given by [43]. �

Lemma 8 (Elementary J ′h-symplectic matrices).

• For any A ∈ GL(dh,Kh), (
A 0
0 A−s

)
is J ′h-symplectic.

• For any A ∈ GL(2,Kh) with detA = 1 the block matrixIddh−1 0 0
0 A 0
0 0 Iddh−1


is J ′h symplectic.

Proof. By direct computation. �
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We now turn to the shape of triangular J ′h symplectic matrices.

Lemma 9. Block triangular symplectic matrices are exactly the matrices of the form

(
A AU
0 A−s

)

where U = U s.

Proof. Let M =

(
A U
0 B

)
a block triangular matrix. By lemma 8, the action of

the block diagonal matrices
(
A 0
0 A−s

)
by left multiplication preserves the J ′h-

symplectic group, so that without loss of generality we can suppose that A is the
identity matrix. Identifying the blocks of MTJ ′hM = J ′h yields two relations:

• RdhB = Rdh , entailing B = Iddh ,
• BTRdhU −UTRdhB = 0, so that RdhU = UTRdh , and as such U = U s.

�

6.3.3. Size-reduction of a J ′h-symplectic matrix. A direct consequence of lemma 8
is that the local reductions occurring during the reduction, that is swaps and
transvections can preserve the J ′h-symplectism by using the corresponding pre-
vious constructions.

ConsiderX a J ′h-symplectic matrix, we want to e�ciently size-reduceX using
the symmetries existing by symplectism. Let �rst take the R part of the QR-
decomposition of X and make appear the factors A and U as in lemma 9.

Then we can focus on the left-upper matrixA and size-reducing it into a matrix
A′. Each elementary operations performed is also symmetrically performed onAs
to retrieve (A′)s. Eventually the size reduction is completed by dealing with the
upper-right block, which is done by performing a global multiplication by

(
Iddh −bUe

0 Iddh

)
.

The corresponding algorithm is given in algorithm 7, and uses the “classical” Size-
Reduce procedure as a subroutine. The recursive reduction algorithm using the
symplectic structure is then the exact same algorithm as algorithm 5, where the
size-reduction call of line 4 is replaced by Symplectic-Size-Reduce.
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Algorithm 7 — Symplectic-Size-Reduce

Input : R-factor of the QR decomposition of a J ′h-symplectic
matrix M ∈ Od×dKh

Output : A J ′h-symplectic unimodular transformation U
representing the size-reduced basis obtained from M .

1 Set A,U such that
(
A AU
0 A−s

)
= R

2 V ← Size-Reduce(A)

3 return
(
V −V bUe
0 V −s

)

The size reduction property onA′ implies that bothA′ andA′−1 are small, and
therefore it is easy to check that the same is true for the now reduced R′ and of
course for the corresponding size reduction of the matrix X itself.

This approach admits several algorithmic optimizations:
• Only the �rst half of the matrix R is actually needed to perform the com-

putation since we can retrieve the other parts. Indeed, with the equation
QR = X , R is upper triangular and it only depends on the �rst half of Q.

• Further, we compute only the part above the antidiagonal of AU . This is
actually enough to compute the part above the antidiagonal of A−1(AU),
which is persymmetric.

• An interesting implication is that since we need to compute only half of
the QR decomposition, we need (roughly) only half the precision.

6.4. Improved complexity. We analyze the algorithm of the previous section
with the size-reduction of section 6.3.3. Using lemma 8, we can use the transition
matrix found after a reduction in the �rst half of the matrix to directly reduce
the second half of the matrix. This means that in symplectic reduction, we have
recursive calls only for the �rst dh steps of the tour. These are the only modi�ca-
tions in our algorithm. It is clear that, during the entire algorithm, the matrix R
is symplectic.

The notation used in this section are the same as in section 4, with the notable
exception that we may use here a large ε—recall that it was �xed to 1/2 in all of
section 4. We also assume that α >

√
log nh log lognh for the sake of simplicity.

We use here the modi�ed potential where we consider only the �rst half of the
matrix:

Π =

dh∑
i=1

(dh + 1− i) logNKh/Q(Ri,i).

To complete the proof we need an experimentally validated heuristic on the
repartition of the potential during the reduction.

Heuristic 4. The potential Π is, at the end of Reduce, always larger than the
potential of an orthogonal matrix with the same volume.
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Remark 6. This heuristic hinges on the fact the sequence of NKh/Q(Ri,i) is non-
increasing, which is always the case in practice for random lattices.

We now give a better bound on the increase in bit sizes, which is a re�nement
of lemma 5. The proof is done in the exact same manner.

Lemma 10. Suppose the input matrixM is a descent of a 2× 2 triangular matrix(
u v
0 w

)
, where the diagonal elements have been balanced in the sense of theorem 1.

Under heuristic 4, the sum of all bit sizes used in the recursive calls at the top-level
is at most

pd2
h

(
1 +

1

ε

)(
1

2
+

1

dh
+ O

(√
log nh log log nh

nh

))
,

with

p = log
maxσ:Kh→C,Ri,i∈R σ(Ri,i)

minσ:Kh→C,Ri,i∈R σ(Ri,i)
≥ nhdh,

where the σ runs over the possible �eld embeddings and the Ri,i are the diagonal
values of the R part of the QR-decomposition ofM .

Proof. Without loss of generality, up to scaling, we can assume that

NKh+1/Q(u)NKh+1/Q(w) = NKh/Q

(∏
i

Ri,i

)
= 1.

Therefore, with our choice of p, we have at the beginning

‖Ri,i‖ ≤ ‖u‖ ∈ 2
p/2+O

(√
nhdh log(nhdh) log log(nhdh)

)
.

Thus we have :

Π =
nhdh(dh + 1)

4

(
p+ O

(√
nhdh log(nhdh) log log(nhdh)

))
=
nhdh(dh + 1)

4
p

(
1 + O

(√
log nh log lognh

nh

))
,

since by hypothesis, p > nhdh. And then by, heuristic 4, we have Π ≥ 0 at the
end of the calls. When performing local reductions, as in the proof of lemma 5,
two cases can occur:

• Either NKh/Q(R
(i)
j,j) ≤ 22(1+ε)αn2

hNKh/Q(R
(i)
j+1,j+1), and as mentioned

in section 4.3.3 the local reduction is not performed, so that we can con-
sider that we use here a zero precision call.

• Either a local reduction is actually performed and by the result of appen-
dix A.3.1, we can use a precision in O(pi,j) with:

pi,j = log

(
maxk σk(R

(i)
j,j)

mink σk(R
(i)
j+1,j+1)

)
,
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Let now set

L =
log(NKh/Q(R

(i)
j,j/R

(i)
j+1,j+1))

nh
.

The value pi,j is, thanks to the unit rounding theorem 1 a

L+ O
(√

nh log nh log lognh

)
,

by hypothesis. The reduction of this truncated matrix yields a unimodular
transformation, represented with precision O(pi,j), which when applied
to the actual basis matrix implies that Π decreases by a term at least:

δi,j = nh

[
L

2
− αnh

]
− 2−Ω(p)

by heuristic 1 and theorem 11. Let us bound the ratio pi,j/δi,j :

pi
δi

=
L+ O

(√
nh log nh log log nh

)(
L
2 − αnh

)
nh − 2−Ω(p)

=
1 +

O(
√
nh lognh log lognh)

L

nh
2 −

αn2
h

L −
2−Ω(p)

2L

.

Now recall thatNKh/Q(R
(i)
j,j) ≥ 22(1+ε)αn2

hNKh/Q(R
(i)
j+1,j+1)(1−2−Ω(p)),

the multiplicative error term coming from the precision at which the val-
ues of the R(i)

j,j and R(i)
j+1,j+1 are approximated at runtime. Thus we have:

√
nh log nh log log nh/L = O

(√
log nh log log nh

nh

)
,

and
αn2

h/L ≤
nh

2(1 + ε)
.

As such we have:

pi,j
δi,j
≤

1 + O
(√

lognh log lognh
nh

)
nhε
1+ε + O(1/nh)

.

The sum of precisions is therefore multiplied by

d2
h

(
1 +

1

ε

)(
1

2
+

1

2dh
+ O

(√
log nh log lognh

nh

))
,

which �nishes the proof. �

We can now collect all the calls at each level to compute the global complexity,
for re�ning theorem 2:

Theorem 7. Select an integer f a power of q = O(log f) and let n = ϕ(f). The
complexity for reducing matricesM of dimension two over L = Q[x]/Φf (x) with
B the number of bits in the input coe�cients is heuristically

Õ

(
n

2+
log((1/2+1/2q)(1+1/ε))

log q B

)
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and the �rst column of the reduced matrix has coe�cients bounded by

exp

(
O

(
n

1+
log((1+ε)

2q−1
q )

log q

))∣∣NKh/Q(detM)
∣∣ 1

2n .

Proof. The proof is now exactly the same as for theorem 2. We select a tower of
cyclotomic sub�elds K↑h with K0 = Q, [Ki : Q] = ni, ni+1/ni = di = q for
i < h and Kh = L with h = log f/ log q. According to remark 2, we can take

αi = O
(
ni

(
(1 + ε)

2q − 1

q

)i)
and all our previous assumptions are ful�lled.

The complexity at the level i is O
(
q5nip log(Bn)

)
for precision p but the sum

on the precision over all calls is a:

O

B∏
j>i

(
1 +

1

ε

)(
1

2
+

1

2q
+ O

(√
log ni log logni

ni

))
d2
j

,
which simpli�es in

O

B( n
ni

)2
(

(1 + 1
ε )(q + 1)

2q

)h−i.
Summing over all i gives the result. �

Selecting ε = log n, and running the algorithm of section 3 on the output of
the reduction analyzed in section 4 gives:

Corollary 4. Select an integer f a power of q = O(log f) and let n = ϕ(f). The
complexity for reducing matricesM of dimension two over L = Q[x]/Φf (x) with
B the number of bits in the input coe�cients is heuristically

Õ
(
n

2+
log(1/2+1/2q)

log q B

)
+ nO(log logn)

and the �rst column of the reduced matrix has coe�cients bounded by

2Õ(n)
∣∣NKh/Q(detM)

∣∣ 1
2n .

Clearly, for B = nω(1), we can choose ε = ω(1) and get a running time of

n
2+

log(1/2+1/2q)
log q

+o(1)
B.

We insist on the fact that forB = nx, the above proof does not give an optimal
running time. This running time is given in �g. 2. One can improve on the upper-
bound by using a stronger (yet credible) heuristic on Π, having only one reduction
on each round whereNKh/Q(Ri,i/Ri+1,i+1) is maximized, an adaptive ε and two
di�erent q used. Clearly, this algorithm can also be parallelized, but the maximum
number of processor used is less than before.



ALGEBRAIC AND EUCLIDEAN LATTICES: OPTIMAL LATTICE REDUCTION AND BEYOND 47

1.55

1.6

1.65

1.7

1.75

1.8

1.85

1.9

1.95

2

1 2 3 4 5 6 7 8 9 10

B = nx

Complexity of lattice reduction is nyB

q=2
q=4
q=8

q=16
q=32
q=64

q=128
q=256

Figure 2. Upper bound on the complexity of symplectic reduction

7. Optimizations and Implementation

The algorithms detailed in section 3, section 5 and section 6 have been imple-
mented and tested. This section details various optimizations and implementation
choices, as well as gives an experimental assessment on the heuristics used in the
complexity proofs.

The �rst algorithm of section 5 was used in the rational case to solve NTRU
instances in a previous paper by Kirchner and Fouque [27], and found to perform
as expected.

7.1. On the choice of the base case. Let h > 0 be a non-negative integer.
The setting of the reduction is a tower of power-of-two cyclotomic �elds K↑h =
(Q = K0 ⊂ K1 ⊂ · · · ⊂ Kh).

7.1.1. Stopping the reduction before hitting Z. As stated in theorem 2, the approx-
imation factor increases quickly with the height of the tower. However, if we
know how to perform a reduction over a number �eld above Q, say K1 for in-
stance, directly, then there is no need to reduce up to getting a Z-module and we
instead stop at this level. Actually, the largest the ring, the better the approxima-
tion factor becomes and the more e�cient is the whole routine. It is well-known
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Table 2. Lattice reduction with root factor α in dimension d over Z
gives an element of Λ of norm around αd/2 vol(Λ)1/d. After k steps in
the Euclidean algorithm with norm factor β, the norm of the elements
is roughly divided by βk . Both are for random inputs.

Dimension Root factor Norm factor

1 1.031 4.6

2 1.036 7.1

4 1.037 17

8 1.049 26

16 1.11 24

that it is possible to come up with a direct reduction algorithm for an algebraic lat-
tice when the underlying ring of integer is norm-Euclidean, as �rst mentioned by
Napias in [37]. The reduction algorithm over such a ringOK can be done exactly
as for the classical lll algorithm, by replacing the norm over Q by the algebraic
norm over K. Hence a natural choice would be Z[x]/(xn+1) with n ≤ 8 as these
rings are proved to be norm-Euclidean.

7.1.2. The ringZ[x]/(x16+1). However, it turns out that while K = Z[x]/(x16+
1) is not norm-Euclidean, we can still use this as our base case. As such, we need
to slightly change the algorithm in case of failure of the standard algorithm. Given
a, b, we use the randomized unit rounding of

√
{µ} computed by theorem 1 with

µ = a/b, which gives a unit u such that u2{µ} is round. We accept the change if

NK/Q(a− b(bµe+ bu{µ}eu−1)) < NK/Q(a)

and restart up to a hundred times if it fails.
This algorithm restarts on average 0.7 times and fails every 50000 times. On

failure, one can for example use a more complicated approach; but as long as the
number of bits is not gigantic, we can simply stop there since the other reduc-
tions around the two Gram-Schmidt norms will randomize everything and the
algorithm can smoothly continue. The terms a, b tend to slowly accumulate a
unit contribution when n ≥ 4, and it is therefore needed to rebalance them using
randomized rounding. For n = 16, this happens on average every 50 times.

7.1.3. Comparison between the base �elds. We give in the table 2 the properties
of the various possible base cases between the dimension 1 over Q—that is Q
itself—and 16, as described above.

Remark 7. We need the base case to be (relatively) fast in our implementation. We
followed the standard divide-and-conquer strategy: we �rst reduce the input matrix
with half the precision, apply the transition matrix, and reduce the rest with about
half the precision.
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7.2. Decreasing the approximation factor. In several applications, it is inter-
esting to decrease the approximation factor. Our technique is, at the lowest level
of recursion, and when the number of bits is low, to use a lll-type algorithm.
Each time the reduction is �nished, we descend the matrix to a lower level where
the approximation factor is lower.

Remark that the unit rounding is, at least theoretically, mandatory. In partic-
ular, a swap when the basis is not reduced with the de�nition in [25] may not
lead to a reduction in potential so that the proof of [25, Theorem 3] is incorrect.
We also point out that without a bound on the unit contributions, we have no
polynomial bound on the number of bits used in their algorithm 3.

From a practical point of view, this does not seem to be a problem. If this is the
case, our algorithm can be used every time we have a reasonable tower of number
�elds.

7.3. Lifting a reduction. One might expect that, as soon as the ideal generated
by all the NL/K(ai) and NL/K(bi) is OK, that for most of the small x ∈ OL, we
would have

NL/K(〈a, x〉)OK +NL/K(〈b, x〉)OK = OK.

There is, however, a profusion of counterexamples to this and the algorithm often
stumbles on them. This implies that the lift of a short vector can actually be quite
large, depending on the norm of the ideal generated by the elementsNL/K(〈a, x〉)
and NL/K(〈b, x〉). A solution which practically works is to increase the number
of short vectors we consider in the lifting phase: instead of lifting one vector, we
lift multiple of them. As such, the lift step never causes problem when we are
reducing a random lattice. In our experiments with random lattices, the average
number of lifted vectors is around 1.5.

When the lattice is not random, for example with a short planted element, it
sometimes completely fails: at each round in the algorithm, the lift will return
a long vector even if the recursive reduction found plenty of short ones. While
this may not be a problem for some applications – �nding a short vector in a
NTRU lattice implies an ability to decrypt – it is an important one for others.
Our proposed solution to this di�culty is to use a pseudo-basis instead of a basis.
Indeed, it is a standard fact that the �rst element can be lifted into a unimodular
pseudo-basis [8, Corollary 1.3.5]. Of course, we need to have a fast ideal arithmetic
and to keep the ideals of small norm, which is neither easy nor fast and will be
the subject of a future work.

7.4. Other details. The program was written in the interpreted language Par-
i/GP [3]. It uses the native functions for multiplying �eld elements, which is
not at all optimal, and even more so when we multiply matrices. Only the recur-
sive calls were parallelized, and not the Gram-Schmidt orthogonalization nor the
size reduction, which limits the speed-up we can achieve in this way. We used
the Householder method for the QR decomposition. The symplectic optimization
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was used at each step, and was not found to change the quality of the reduction9.
We did not use the algorithm of section 5 inside the recursion of section 3. We
chose a number of rounds of d2 for all but the �rst level.

8. Applications

8.1. Attacks on multilinear maps. In 2013, a construction for cryptographic
multilinear maps was announced [15] with a heuristic security claim. An im-
plementation of an optimization of the scheme was later published [2]; however
some of its uses, in particular involving an encoding of zero, were broken [23].
Subsequently, sub�eld attacks showed that the previous choice of parameters was
unsafe [1, 7, 27], but these attacks were only asymptotical due to the extremely
large dimension and length of the integers involved.

The improved scheme [2] gives encoding of the form ui = ei/z mod q where
‖ei‖ is around

28eN4 log(N)3/2
√
π log(8N)

in the ring Z[x]/(xN + 1) with N a power of two. The attack, attributed to
Galbraith, consists in computing u1/u2 = e1/e2 and recovering short vectors in(

q u1/u2

0 IdN

)
which is obviously solving a NTRU-like problem.

The present work revisits the results of the attacks presented in [27]: many
instances can be broken even with a high approximation factor. A simple instance
is with N = 216 and q ≈ 26675, rated at the time at 56 bits of security [2, Table
1]. We compute the norm of e1/e2 over Z[x]/(xn + 1) with n = 211 and solve
the lattice problem over this smaller �eld. It took 13 core-days and 4 wall-time
days to compute a solution. There are few running times of lattice reduction with
high approximation factor on hard instances in the literature. It was reported
in 2016 [1, Table 6] that the same problem with n = 28 and q ≈ 2240 takes 120
(single-threaded) hours with fplll [40]. As the complexity of their implementation
is roughly proportional to n4 log(q)2 we can estimate a running time of 40000
years, or 4000000 times slower than the algorithm presented in this work. This
is the largest hard instance10 of lattice reduction that we found in the literature.

9 Gama, Howgrave-Graham and Nguyen [14] found instead that it gave a “smoother (better)”
basis, showing a signi�cant di�erence in their Figure 1. An other version of the paper does not in-
clude this comment, and their (perplexing) Figure 1 shows no di�erence in the exponential decrease
of the Gram-Schmidt norms.

10 There are easy instances with a larger dimension, for example in [14]. They considered a
NTRU instance with degree 317 and modulus 128, and reduced it in 519 seconds. The low modulus
implies that we only have to reduce the middle dimension 90 matrix, which fplll reduces in 0.2
second.



ALGEBRAIC AND EUCLIDEAN LATTICES: OPTIMAL LATTICE REDUCTION AND BEYOND 51

8.2. Gentry-Szydlo algorithm. The fast reduction procedure for cyclotomic ideals
can be used to build a fast implementation of the Gentry-Szydlo algorithm [16].
This algorithm retrieves, in polynomial time, a generator of a principal ideal fOK

given its relative norm ff in cyclotomic �elds, or more generally in CM �elds.
This algorithm is a combination of algebraic manipulations of ideals in the �eld
and lattice reduction.

8.2.1. Gentry-Szydlo. In this section, we brie�y recall the crux of the Gentry-
Szydlo algorithm [16]. This algorithm aims at solving the following problem,
presented in its whole generality:

Problem (Principal ideal problem with known relative norm). Let L be a CM-
�eld, of conjugation x 7→ x, and denote by L+ its maximal totally real sub�eld. Let
f ∈ OL and set f = fOL, the ideal spanned by this algebraic integer.
Input: The relative norm NL+/Q(f) = ff and a Z-basis of the ideal f.
Output: The element f .

We can use the reduction of an ideal as follows: from f and ff we start by
reducing the OL-lattice

fOL√
ff

,

of volume
√
|∆L| and �nd an element of the shape fx where x ∈ OL and is

small: ‖x‖ = 2Õ(n). Now we have that:

f =
ff

fx
· xOL

We also have xx = fxfx

ff
so that we have reduced the problem to the smaller

instance (xOL, xx).
For the sake of simplicity, we give here the outline of the remaining part of

the algorithm for a cyclotomic �eld of conductor a power of two. The algorithm
selects an integer e such that fe mod r is known with a large r. Binary expo-
nentiation with the above reduction computes a xOL with a short x ∈ OL and
such that

fe = Px

with P known (and invertible) modulo r and qk. Now we can deduce x mod r
and since x is small, we know x.

The last step is to extract an e-th root modulo qk. We choose q such that qOL =
qqwhich always exists in power of two cyclotomic �elds since (Z/2nZ)×/{−1, 1}
is cyclic. Extracting e-th root modulo q is easy, as e is smooth. There are gcd(e, qn/2−
1) such roots, and we can choose q such that for each p|e with p not a Fermat
prime, qn/2 6= 1 mod p. If we choose f mod q as a root, then we know f mod q,
and we also know ff so we can deduce f mod q. As a result, we know f mod q
and Hensel lifting leads to f mod qk. For k su�ciently large, we recover f .

We choose e to be the smallest multiple of 2n, such that r, the product of primes
p such that 2n|p − 1|e, is su�ciently large. One can show [26] that log e =
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Table 3. Implementation results

Dimension e Running time Processor

256 15360 30 minutes Intel i7-8650 (4 cores)

512 79872 4 hours Intel i7-8650 (4 cores)

1024 3194880 103 hours Intel E5-2650 (16 cores)

O(log n log logn) is enough and heuristically taking e as the product of n and a
primorial reaches this bound.

8.2.2. Faster multiplication using lattice reduction. The bottleneck of the Gentry-
Szydlo algorithm is to accelerate the ideal arithmetic. We represent ideals with
a small family of elements over the order of a sub�eld OK. One can represent
the product of two ideals using the family of all products of generators. However,
this leads to a blow-up in the size of the family. A reasonable approach is simply
to sample a bit more than [L : K] random elements in the product so that with
overwhelming probability the ideal generated by these elements is the product
ideal itself. It then su�ces to reduce the corresponding module to go back to a
representation with smaller generators.

An important piece is then the reduction of an ideal itself. Our practical ap-
proach is here to reduce a square matrix of dimension [L : K], and every two
rounds to add a new random element with a small Gram-Schmidt norm in the
ideal at the last position. With these techniques, the overall complexity of the
Gentry-Szydlo now becomes a Õ(n3).

In our experiment, we reduce up to 1.05n (respectively 1.1n) the �rst ideal to
accelerate the powering with n ≤ 512 (respectively n = 1024). The smallest e
such that this approximation works at the end was chosen. The other reductions
are done with an approximation factor of 2n/5 (respectively 2n/3).

We emphasize that the implementation hardly used all cores: for example, the
total running time over all cores in the last case was 354 hours.

The runtime of the �rst implementation published [4] in dimension 256 was
20 hours. Assuming it is proportional to n6 leads to an estimate of 10 years for
n = 1024, or 800 times slower than our algorithm. Our practical results are
compiled in table 3.

There are applications in cryptography of this algorithm, such as when some
lattice-based cryptography has a leak [16, 12, 1], for �nding a generator of an
ideal [4], for solving a norm equation [22] and for solving geometric problems on
ideals [15, 26].

9. Conclusion

Through this article, we presented e�cient lll variants to reduce lattices de-
�ned over the ring of integers of cyclotomic �elds, by exploiting the recursive
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structure of tower of cyclotomic sub�elds. Our �rst algorithm has a complexity
close to the number of swaps O

(
n2 ·B

)
in lll and the last one also exploits the

symplectic symmetries naturally present in such towers. In this last case, we show
that we can beat the natural lower bound on the number of swaps required to per-
form a reduction. One caveat of our algorithms is that their approximation factors
are worse than the classical lll approximation factor. However, such algorithms
can be useful for some applications such as breaking graded encoding schemes or
manipulating ideals, as in the Gentry-Szydlo algorithm. We implemented all our
algorithms and their performances are close to the complexities that we proved
under some mild assumptions. In particular, our implementation can use large
base cases, that is all power of two cyclotomic �elds of dimension ≤ 16.

This work raises several questions. First of all, on the need to rely on the intro-
duced heuristics to prove the complexity. It is possible to remove them by using
the pseudo-basis representation of modules over Dedekind rings, and will be the
matter of a subsequent work. Second, we can wonder about the actual complexity
of the symplectic algorithm for low bitsize and on the eventuality of decreasing
the approximation factor: is it possible to recover the original lll approxima-
tion factor while keeping the complexities of our fast variants? Third, our lattice
reduction algorithm suggests that the algorithms for reducing lattices on polyno-
mial rings may not be optimal [17], and in particular that an e�cient algorithm
with coarse-grain parallelism exists. Another interesting research direction is to
design a faster reduction for lattices with a block-Toeplitz structure, which appear
in Coppersmith’s algorithm [9].

Finally, using the symplectic structure we can remark that we can halve the
complexity of the dbkz algorithm when the block size is less than n. We leave as
an open problem the question of how to use similar techniques for larger gains.

Acknowledgement. We thank Bill Allombert for his help in the parallelization
of the program.
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Appendix A. Bounding precision

In this section, we give details on the precision required in our algorithms.
We �rst indicate the loss of precision of elementary operations, then look at the
precision and complexity of theQR decomposition, and �nally the size-reduction
procedure. The last part indicates how to use fast matrix multiplication to reach
the same goal. We recall that w is the number of bits in the words.

A.1. Elementary operations.

A.1.1. Fast computation of primitive roots of unity. The fast Fourier transform
algorithm needs a precise approximation of the primitive roots of unity to be
performed in �xed-point arithmetic. In order to compute with high precision a
primitive f -th root of unity, one can use Newton’s method where we start with
1 + 6.3i/f . The following lemma ensures that the convergence, in this case, is at
least quadratic.

Lemma 11. Let x ∈ C such that |x| ≥ 1 − 1
2f , then by setting x′ = x − xf−1

fxf−1

and with ζf = 1, we have:

|x′ − ζ| ≤ f |x− ζ|2

Proof. Without loss of generality, by dividing everything by ζ , we can assume
ζ = 1. We then have the following equality:

x′ − 1

(x− 1)2
=

(fxf−1(x− 1)− xf + 1)(x− 1)−2

fxf−1
=

∑f−1
k=1 kx

k−1

fxf−1

Applying the triangular inequality gives:∣∣∣∣ x′ − 1

(x− 1)2

∣∣∣∣ ≤ f(f − 1) max(1, |x|f−1)

2f |x|f−1
≤ 1

2
f max(1, |x|1−f ).

We can conclude by noticing that (1− 1
2f )−f ≤ (1− 1/6)−3 < 2. �

For f ≥ 128, it is now easy to show that the sequence converges towards
exp(2iπ/f); the �nite number of remaining cases are easily done by direct com-
putations.

A.1.2. A bound on the loss when iterating unitary matrices. We now show the fol-
lowing elementary lemma on the iterations of matrix-vector computations, which
states that the error made when computing chained matrix-vector multiplications
can be controlled.

Lemma 12. Let Ai be a family of k unitary matrices. Suppose that for each of
these matrices Ai there exists an algorithm Ai that given some vector x, outputs
Aix within a certain vector of errors e such that ‖e‖ ≤ ε‖x‖ with ε ≤ 1

2k . Then,
the algorithm which computes (

∏
iAi)x by composing the algorithms Ai returns

(
∏
iAi)x within an error vector e such that ‖e‖ ≤ 2kε‖x‖.
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Proof. Let B =
∏k
i=2Ai and Bx + e′ the error committed using the algorithms

Ai. The algorithm A1 outputs A1(Bx + e′) + e, so that the error committed
towards A1Bx is

‖A1(Bx+ e′) + e−A1Bx‖ ≤ ‖e′‖+ ‖e‖ ≤ ‖e′‖+ ε‖Bx+ e‖

We now prove by induction that this error is less than
(
(1 + ε)k − 1

)
‖x‖ with:

‖e′‖+ ε‖Bx+ e‖ ≤
(

(1 + ε)k−1 − 1
)
‖x‖+ ε

(
‖x‖+

(
(1 + ε)k−1 − 1

)
‖x‖
)

=
(

(1 + ε)k − 1
)
‖x‖.

The case k = 1 is immediate and (1+ ε)k−1 < 2kε for ε < 1
2k �nishes the proof.

�

A.1.3. Analysis of the Discrete Fourier transform. We now show how to e�ciently
compute a close approximation of a Fourier transform. Indeed, the fast Fourier
transform on 2n points correspond to a product of n unitary matrices, so that we
can get p bits of precision using a precision in O(p+ log n) by lemma 12. Using
this, we obtain an algorithm to multiply integers with B bits with complexity
O(B/w · log(B/w)) = O(B).

Bluestein’s algorithm [5] for Chirp-Z transform reduces discrete Fourier trans-
form in any size to the computation of fast Fourier transform over power-of-two
so that the same holds. Recall that Inverse Fourier transform can also be computed
from a discrete Fourier transform.

All in all, we can evaluate the corresponding Fourier isomorphism and its in-
verse:

R[x]/(Φf ) ∼= Cϕ(f)/2

with limited loss in precision.
The complexity of this computation is a O(np+ n log n · p/w) = O(np) for

p = Ω(w + log n) with n = ϕ(f). Indeed it breaks down as:
• Write the coe�cients as polynomials with register-size coe�cients and

compute their Fourier transform with a cost of O(np)
• Compute O(p/w) convolutions with Fourier transforms of size O(n)
• Compute the inverse transform and propagate the carries for a running

time of O(np).
(A modular implementation is probably faster if n is not tiny.)
In the general case, one would have to precompute the roots and use product

and remainder trees [35].

A.2. Householder orthogonalization. The Householder orthogonalization al-
gorithm transforms a complex matrixA into a product ofQR, withQ unitary and
R upper-triangular. Q is formed as a product of unitary re�ections, which are all
of the type Id−2vvt for certain vectors ‖v‖ = 1.

The vector v corresponding to the �rst symmetry is chosen so that the �rst
column of R has only its �rst coordinate to be non-zero. The algorithm then
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applies this unitary operation to the matrix A and recursively orthogonalize the
bottom-right of this new matrix.

More precisely, denote by a the �rst column of the matrix A. As such, the �rst
column of R will be the vector

r =

(
−‖a‖ · a1

|a1|
, 0, . . . , 0

)t
,

with the quotient a1
|a1| set to 1 if a1 = 0. Then with v = a−r

‖a−r‖ andQ = Id−2vvt,
we have that:

Qa = a− 2
(a− r)(a− r)ta
‖a− r‖2

= a− 2(‖a‖2 − rta)

‖a− r‖2
(a− r)

We now use the fact that atr ∈ R and ‖r‖ = ‖a‖ to get:
2(‖a‖2 − rta) = ‖a‖2 − rta− atr + ‖r‖2 = ‖a− r‖2

so that Qa = r.
The sign in the de�nition of r implies that ‖a − r‖ ≥ ‖a‖ so that we can

compute v with the precision used to handle a.
If we use p > ω(log d) bits of precision, we can multiply by Id−2vvt with a

relative error of O(d2−p). Using lemma 12, since we are performing d symmetries,
each column is computed with a relative error of at most a O

(
d22−p

)
. Hence, with

Q̂ the matrix output by the algorithm, each column of QtA has a relative error of
O
(
d22−p

)
with respect to the computedR. This implies that there exists a matrix

A′ where each column is A within a relative error of O
(
d22−p

)
, and whose R-

factor in the QR decomposition is the returned R. Remark that the returned Ri,i
may not be real. While this is usually not a problem, R has to be multiplied on
the left by a diagonal unitary matrix to obtain the QR-decomposition.

We de�ne the conditional number of A as κ(A) = ‖A‖‖A−1‖. We can bound
the stability of the QR decomposition [48]:

Theorem 8. Given a matrix A, let R be the R-factor of its QR decomposition. For
the matrix A+ δA, let R+ E be the R-factor of its QR decomposition. Then:

‖E‖ ≤ 3κ(A)‖δA‖

provided that κ(A)‖δA‖‖A‖ < 1/10.

Proof. Let A = QR be the QR-decomposition. Without loss of generality, we
assume ‖A‖ = 1. For a technical reason, we study the problem with δA a linear
function where δA(1) is the wanted matrix, which means that other quantities
such as E are also functions.

We now obtain:
(A+ δA)

t
(A+ δA) = A

t
A+ δA

t
A+A

t
δA+ δA

t
δA

which is equal to:

(R+ E)
t
(R+ E) = R

t
R+ E

t
R+R

t
E + E

t
E
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so we deduce:
E
t
R+R

t
E + E

t
E = δA

t
A+A

t
δA+ δA

t
δA.

We multiply by A−t on the left and A−1 on the right:

A
−t
E
t
Q
t
+QEA−1 +A

−t
E
t
EA−1 = A

−t
δA

t
+ δAA−1 +A

−t
δA

t
δAA−1.

With ρ = ‖EA−1‖ and ε = ‖δAA−1‖, we take the norm and get the inequality:
ρ− ρ2 ≤ 2ε+ ε2

so that for ε < 1/10 we have ρ ≤ 3ε if ρ < 1/2.
We now have to exclude the case ρ > 1/2, which we do with a topological

argument. It is clear from the algorithm that the QR-decomposition is continuous
over invertible matrices. Since

‖A−1(A+ δA(t))− Id ‖ ≤ ‖A−1‖‖δA(t)‖ < 1/2

for 0 ≤ t ≤ 1, we have that A + δA is invertible and therefore ρ is continuous
over [0; 1]. As ρ(0) = 0 and ρ([0; 1]) is connex, we get ρ(1) < 1/2.

Finally, ‖E‖ ≤ ‖EA−1‖‖A‖ = ρ gives the result. �

Combining these results, we get:

Theorem 9. Given a matrix A, we can compute the R-factor of its QR decomposi-
tion in time

O
(
d3p

w
+ d3 + d2p

)
with a relative error of

O
(
κ(A)d22−p

)
if this is smaller than a constant.

We can, of course, decrease the 3 in the exponent to a few matrix multiplica-
tions using aggregated Householder transformations and a divide-and-conquer
algorithm, see [20, Subsection 18.4]. This is also at the end of the appendix.

A.3. Size-reduction. We �rst consider the size-reduction for unitriangular ma-
trices (i.e. upper triangular matrices with ones on the diagonal). Such a matrix A
is said to be size-reduced if both A and A−1 are small.

Lemma 13. Let A be a unitriangular matrix of dimension d with coe�cients in
K = Q[ζf ], such that its coe�cients in the power basis are bounded in absolute
value by 1. Then ‖A‖ ≤ dn3/2 and ‖A−1‖ = (2n)O(d) with n = ϕ(f).

Proof. It is clear that ‖Ai,j‖ ≤
√
nf ≤ n3/2 so that ‖A‖ ≤ dn3/2. Now let x be a

column of A−1. Consider a i which maximizes ‖xi‖(2n3/2)i. Then we have

1 ≥ ‖(Ax)i‖ ≥ ‖xi‖−
∑
j>i

‖Ai,j‖‖xj‖ ≥ ‖xi‖

1−
∑
j>i

n3/2

(2n3/2)j−i

 > ‖xi‖/3

and we obtain ‖xi‖ ≤ 3 which gives ‖x‖ ≤ 3(2n3/2)d−1
√
d. �
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We can �nally prove our size-reduction theorem:

Theorem 10. LetA be a matrix of dimension dwith coe�cients inK = Q[ζf ], and
n = ϕ(f). We are given p, where ‖A‖, ‖A−1‖ ≤ 2p and also

√
n log n log logn+

d log n < p. In time O
(
d3np/w + d2pn log d

)
, we can �nd an integral triangular

matrix U with Ui,i ∈ O×K and a matrix R + E such that ‖E‖ ≤ 2−p, with R the
R-factor of the QR decomposition of AU and

κ(AU) ≤
(

maxiNK/Q(Ri,i)

miniNK/Q(Ri,i)

)1/n

2O(
√
n logn log logn+d logn).

We also have ‖U‖ ∈ 2O(p)

Proof. In the canonical basis of K repeated d times,A corresponds to a d×d block
matrix, where each block is a diagonal complex matrix of size n/2× n/2, so that
the QR decomposition can be obtained from n/2 complex QR decompositions of
dimension d. We can transform into (and from) this basis at a cost of O

(
d2pn

)
;

and the same technique can be used with the size-reduction algorithm.
The algorithm computes R′, the R-factor of the QR decomposition of A. Then

we use algorithm 3 on R′ which returns a U , and the algorithm returns U and
R′U .

We have that
‖AU‖ ≤ d

∑
i

‖Ri,i‖ ≤ d2‖A‖

so that ‖U‖ ≤ ‖A−1‖‖AU‖ ≤ d222p. As a result, we can use a precision of O(p)
bits.

Let D be the diagonal of R. We have κ(AU) = κ(R) ≤ κ(D)κ(D−1R). The
reduction with units guarantees that

κ(D) ≤
(

maxiNK/Q(Ri,i)

miniNK/Q(Ri,i)

)1/n

2O(
√
n logn log logn).

The previous lemma gives κ(D−1R) = 2O(d logn). �

A.3.1. On the reduction of well-conditioned matrices. We �nish this subsection
with properties of lattices represented by a well-conditioned matrix. The follow-
ing easy theorem indicates that if we want to reduce the lattice generated by A,
we can always truncate the matrix and work with precision only O(log(κ(A))).
The transition matrix which will be computed by the algorithm also needs at most
this precision. Up to an irrelevant (small) quantity, this is of course a

O
(

log

(
maxiNK/Q(Ri,i)

miniNK/Q(Ri,i)

)
/n

)
.

Theorem 11. Let A, δA and U an integer matrix such that ‖AU‖ ≤ κ‖A‖,
κ(AU) ≤ κ and

‖δA‖
‖A‖

≤ ε

3κ3
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with ε < 1/4 and κ ≥ κ(A). Let R be the R-factor of the QR-decomposition of AU
and R+ E be the one of (A+ δA)U . Then ‖U‖ ≤ κ2 and

‖E‖
‖A‖

≤ ε.

Proof. First ‖U‖ ≤ ‖A−1‖‖AU‖ ≤ κ‖A−1‖‖A‖ ≤ κ2. Then ‖U‖ ≥ 1 since it is
integral so that 1 ≤ ‖A−1AU‖ ≤ ‖A−1‖‖AU‖ and ‖AU‖ ≥ 1

‖A−1‖ = κ(A)
‖A‖ . We

deduce:
‖δAU‖
‖AU‖

≤ ε

3κ2

and applying the stability theorem we get:
‖E‖
‖AU‖

≤ ε

κ
.

Using the lower bound on ‖AU‖ �nishes the proof. �

In all lll algorithms, maxiNK/Q(Ri,i) is non-increasing with respect to the
round number and miniNK/Q(Ri,i) is non-decreasing so that we can use the
theorem for all U where AU is size-reduced with

κ ≤
(

maxiNK/Q(Ri,i)

miniNK/Q(Ri,i)

)1/n

2O(
√
n logn log logn+d logn).

Heuristically, for random lattices, we have ‖U‖ .
√
κ(A) and κ(AU) depends

only on the dimension so a truncation of the R-factor of the QR-decomposition of
A with error roughly ‖A‖/κ(A) is enough. The precision needed is therefore on
the order of 2 log(κ(A)).

A.4. Faster algorithms. We explain here algorithms running in time essentially
equal to a matrix multiplication for all previous tasks. They are only used in sec-
tion 5. We represent a matrix of real numbers by a matrix of integers and a de-
nominator which is a power of two. Multiplication of matrices, therefore, do not
depend on how the multiplication is computed, as long as it is correct: whether the
corresponding algorithm for �oating-point inputs is stable or not is not relevant
here.

The QR-decomposition works as follows. Given the matrix
(
A B

)
with n

columns and m ≥ n rows, we �rst recursively compute the QR-decomposition

of A = Q1R1. We let Q1
t
B =

(
B′1
B′2

)
where B′1 has as many rows as there are

columns in A. Then we compute the QR-decomposition of B′2 = Q2R2. The
QR-decomposition of the input is then(

Q1

(
Id 0
0 Q2

))(
R1 B′1
0 R2

)
.

Remark that

(Id+XY )(Id+ZW ) = Id+XY +ZW+XY ZW = Id+
(
X Z +XY Z

)(Y
W

)
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so we represent all Q matrices in this way, and the base case is done as usual.
We now consider the complexity for a square matrix of dimension d. At the k-

th recursive levels, the matrices have at most d/2k+1 columns and d rows. There
are O

(
2k
)

rectangular matrix products to be computed, each can be computed in
2k+1 products of square matrices of dimension≤ d/2k+1. The total complexity
with p bits of precision is

O
(

1+log d∑
k=1

22k(d/2k)ω(d/2k)p/w + d2p

)
= O

(
dω

ω − 2
p/w + d2p log d

)
.

We can prove by induction for p ≥ O(log d) that for the Q computed Q̂, and
for the Q matrix if it were computed exactly11 Q̆, we have

‖Q̆
t
Q̂− Id‖ = dO(1)2−p.

As a result, Q̆
t

times the input matrix is with a relative error of dO(1)2−p the
computed R; so that the computed R corresponds to a QR-decomposition of the
input matrix with a relative error in the input matrix of dO(1)2−p.

We deduce using theorem 8:

Theorem 12. Given a matrix A, we can compute the R-factor of its QR decompo-
sition in time O

(
dωp

(ω−2)w + d2p log d
)
for p ≥ w+ log(dκ(A)) with a relative error

of 2−p.

We now show a fast size-reduction. The best-known algorithm for minimizing
the condition number of a unitriangular matrix was given by Seysen [47]. Using
this approach replaces the (2n)O(d) term by a (2nd)O(log d) in the �nal condition
number. We explain Seysen’s size-reduction as it is both easier and better than
the standard one.

It works as follows. Given a matrix
(
A B
0 C

)
, we can assume that both A and

C are size-reduced, after two recursive calls. We then multiply it by(
Id −bA−1Be
0 Id

)
and return this matrix.

The result is thus (
A B −AbA−1Be
0 C

)
.

and the top-right part is not much larger than A−1. The inverse of the result is(
A−1 −

(
A−1B − bA−1Be

)
C−1

0 C−1

)
and the top-right part is not much larger than C−1.

11This matrix is computed from erroneous inputs so that it need not be the Q part of the QR
decomposition.
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We �rst study an algorithm to invert unitriangular matrices.

Algorithm 8 — Invert
Input : An unitriangular matrix M
Output : An approximation of M−1

1 if dimension=1 then return 1

2

(
A B
0 C

)
←M // with a dimension almost halved

3 A′ ← Invert(A)

4 C ′ ← Invert(C)

5 return
(
A′ −A′BC ′
0 C ′

)

We �rst prove the performances of the inversion algorithm:

Theorem 13. Given a unitriangular matrixM of dimension d with coe�cients in
K = Q[ζf ], a �eld of dimension n, with ‖M‖, ‖M−1‖ ≤ 2p and p ≥ w+ log(nd),
Invert returns a matrixM ′ such that ‖M ′ −M−1‖ ≤ 2−p with a running time of
O
(
dωnp/w + d2np

)
.

Proof. We use a precision p′ = 1 + 2p+ dlog(d)e = O(p).
We prove that ‖M ′−1 −M‖ ≤ 2d0.52−p

′ by induction on d. The case d = 1
is easy, so we assume d > 1. Let E be such that the top-right part of M ′ is
−A′BC ′ + E, and also A′−1 = A+ δA, B′−1 = B + δB. Then, we have:

M ′−1 −M =

(
δA −A′−1EC ′−1

0 δC

)
.

We can guarantee ‖E‖ ≤ 2−p
′−2p with an intermediary bitsize O(p′). This leads

to our intermediary result.
Now let M ′−1 = M + F . We get

M ′ = (M(Id +M−1F ))−1 = (Id +M−1F )−1M−1

and therefore ‖M ′ −M−1‖ ≤ ‖M−1‖‖(Id +M−1F )−1 − Id‖ ≤ 2−p. �
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Algorithm 9 — Seysen-Size-Reduce
Input : An unitriangular matrix M
Output : An integer unitriangular transformation U , and (AU)−1

1 if dimension=1 then return 1

2

(
A B
0 C

)
←M // with a dimension almost halved

3 U1 ← Seysen-Size-Reduce(A)

4 U2 ← Seysen-Size-Reduce(C)

5 A′ ← Invert(AU1)

6 W ← bA′BU2e

7 return
(
U1 −U1W
0 U2

)

We �nally have:

Theorem 14. Given a unitriangular matrix M of dimension d with coe�cients
in K = Q[ζf ], a �eld of dimension n, with ‖M‖, ‖M−1‖ ≤ 2p and p ≥ w +
log(nd) log(d). Then Seysen-Size-Reduce returns an integer unitriangular ma-
trix U with ‖U‖ ≤ 2O(p) such that

‖MU‖, ‖(MU)−1‖ ≤ (n3/2d)dlog de

with a running time of O
(
dωnp/w + d2np

)
.

Proof. We use a precision p′ = O(p+ log(nd) log(d)) = O(p). We prove by
induction on d that ‖MU‖, ‖(MU)−1‖ ≤ (n3/2d)dlog de. Initialization is clear, so
we assume d > 1. We have that MU is(

AU1 BU2 −AU1W
0 CU2

)
.

The top-right matrix isAU1((AU1)−1BU2−W ) and we have, withA′−(A1U)−1 =
1 + δA:

‖(AU1)−1BU2 −W‖ ≤ ‖δABU2‖+ ‖A′BU2 −W‖.

The �rst term is bounded by 2O(p)‖δA‖ and the second by 2dn3/2/3. We choose
the precision so that the �rst term is at most 1/3 and the result is proven, as
‖AU1‖, ‖CU2‖ ≤ (n3/2d)dlog de−1.

Next, the matrix (MU)−1 is(
(AU1)−1 −(AU1)−1(BU2 −AU1W )(CU2)−1

0 (CU2)−1

)
.

The top-right matrix is ((AU1)−1BU2−W )(CU2)−1. The �rst term was already
bounded above, so ‖(CU2)−1‖ ≤ (n3/2d)dlog de−1 �nishes the proof.

Finally, we have ‖U‖ = ‖M−1MU‖ ≤ ‖M−1‖‖MU‖ ≤ 2p(n3/2d)dlog de. �
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Note that it is mandatory to have M well-conditioned if we want a U which
is not much larger than M . This is also true for other variants of lll (including
fplll): outputting the transition matrix may lead to a slow-down by a factor of n.

Appendix B. Fast unit-rounding in cyclotomics fields

The goal of this section is to prove theorem 1. In particular we perform a novel
analysis of the algorithm of [11] to obtain a faster running time and we extend
their result for arbitrary cyclotomic �elds.

B.1. Prime power-case. As a starter, we prove that the techniques of [11] can be
used for unit-rounding in prime-power cyclotomic �elds with quasi-linear com-
plexity. Formally we aim at proving the following:

Theorem 15. LetK be the cyclotomic �eld of prime power conductor f . There is a
quasi-linear randomized algorithm that given any element in x ∈ (R⊗K)× �nds
a unit u ∈ O×K such that for any �eld embedding σ : K→ C we have

σ
(
xu−1

)
= 2O(

√
f log f)NK/Q(x)

1
ϕ(f) .

Compared to [11], there are two di�erences with the treatment proposed here:
on the one hand we use fast arithmetic of the involved objects—namely Fourier-
based multiplication in an abelian group-ring—and on the other hand we increase
the success probability by using a better bound by the classical Berry-Esseen the-
orem, as it was hinted in their seventh footnote.

B.1.1. Recall on the probability notions used in the proof. Before diving in the proof
of theorem 15, let us recall the basis notions of probability theory we are using,
namely subgaussians variables and the Berry-Esseen theorem.

On subgaussian random variables. The notion of subgaussian distribution goes
back to the work of Kahane in [24], and encompasses a large family of real distri-
butions with very convenient properties similar to the normal law.

De�nition 8. A real random variableX is said to be τ -subgaussian for some τ > 0
if the following bound holds for all s ∈ R:

(5) E
[

exp(sX)
]
≤ exp

(τ2s2

2

)
.

A τ -subgaussian probability distribution is in an analogous manner.

Lemma 14. A τ -subgaussian random variable X satis�es

E[X] = 0.

Proof. Follows from the Taylor expansion at 0 of E[exp(sX)] = 1 + sE[X] +
O
(
s2
)
. �

The main property of subgaussian distributions is that they satisfy a Gaussian-
like tail bound.
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Lemma 15. Let X be a τ -subgaussian distribution. For all t > 0, we have

(6) Pr[X > t] ≤ exp
(
− t2

2τ2

)
.

Proof. Fix t > 0. For all s ∈ R we have, by Markov’s inequality:

Pr[X > t] = Pr[exp(sX) > exp(st)] ≤ E[exp(sX)]

exp(st)

since the exponential is positive. Using that X is τ -subgaussian, eq. ((5)) gives:

Pr[X > t] ≤ exp
(s2τ2

2
− st

)
and the right-hand side is minimal for s = t/τ2, entailing the announced result.

�

Many usual distributions over Z or R are subgaussian. This is in particular the
case for distributions with �nite supports and zero mean.

The Berry-Esseen approximation theorem. The Berry-Esseen theorem, or Berry-
Esseen inequality, provides a quantitative estimate of the rate of convergence to-
wards the normal distribution, as showing that the cumulative function (CDF) of
the probability distribution of the scaled mean of a random sample converges to
Φ at a rate inversely proportional to the square root of the number of samples.
More formally we have:

Theorem 16. There exists a positive C < 0.5 such that if X1, X2, · · · , Xn are
independent and identically distributed random variables with zero mean, satisfying
E(X2

1 ) = σ2 > 0, E(|X1|3) = ρ, and by setting

Yn =
X1 +X2 + · · ·+Xn

n

the sample mean, with Fn the cumulative distribution function of Yn
√
n

σ and Φ the
cumulative distribution function of the standard normal distribution, then for all x
and n we have,

|Fn(x)− Φ(x)| ≤ Cρ

σ3
√
n

B.1.2. Going back on the rounding problem. We now �x a cyclotomic �eld K =
Q[ζf ] with prime power-conductor f . We recall that in K, the cyclotomic units
are easily described:

Lemma 16 (Lemma 8.1 of [52]). Let f be a prime power, then the group of cyclo-

tomic units is generated by ±ζf and
ζαf −1

ζf−1 for α ∈ (Z/fZ)×.

We �rst provide a convenient description of the cyclotomic units as an orbit of
the element ζf − 1 under the action of its Galois group.



68 PAUL KIRCHNER, THOMAS ESPITAU AND PIERRE-ALAIN FOUQUE

B.1.3. Log-embedding and action of (Z/fZ)×/{−1,+1}. De�ne the Log embed-
ding to be the coe�cient-wise composition of the real logarithm with the absolute
value of the Archimedean embeddings:

Log :

∣∣∣∣ K −→ R
n
2

α 7−→ [log(|σi(α)|)]i∈G
,

where the embeddings are paired by conjugates and listed by the group G =
(Z/fZ)×/{−1,+1}. The image of the unit multiplicative group O×K is a full
rank lattice by Dirichlet unit’s theorem, and is called the Log-unit lattice.

We �rst remark that the group-ring Z[(Z/fZ)×] acts on the group (R⊗K)×

in the following way: for any g =
∑

α gαα ∈ Z[(Z/fZ)×] and x ∈ (R⊗K)×,

g · x =
∏

α∈(Z/fZ)×

σα(x)gα ,

where σα maps ζf to ζαf . But σα acts as a permutation on the Archimedean em-
bedding so that the embedding in the Log-unit lattice commutes with the action
of Z[(Z/fZ)×] in the following sense:

Log(g · x) = gLog(x) ∈ R[G],

for all x ∈ (R⊗K)×.
Henceforth, the cyclotomic units can be described using this action, as they

correspond to the orbit of the element ζf−1 by the kernel, called the augmentation
ideal, of g 7→

∑
α gα:

(7)
{
g · (ζf − 1) |

∑
α

gα = 0

}
B.1.4. An upper bound on the norm of Log(ζf − 1). We also have that Log(ζf − 1)
is invertible, and with a small inverse (for example ‖Log(ζf − 1)‖ = O

(
n3
)
) so

that we can compute e�ciently. Let us formalize this intuition. We �rst bound
Log(ζf − 1):

Lemma 17. We have ‖Log(ζf − 1)‖∞ ≤ log f and ‖Log(ζf − 1)‖2 = O
(√
f
)
.

Proof. The coordinates are given by
Log(ζf − 1)α = Log(|ζαf − 1|) = log(|2 sin(πα/f)|),

for any α ∈ (Z/fZ)×. Now, for 0 ≤ x ≤ 1
2 and α ∈ (Z/fZ)×, we have

sin(πx) ≥ 2x and we can consider that 0 ≤ α
f ≤

1
2 . We deduce that ‖Log(ζf −

1)‖∞ ≤ log
(
f
4

)
and

‖Log(ζf − 1)‖22 ≤
∑
α

log2

(
f

4α

)
≤ f

∫ 1
2

0
log2

(
4

x

)
dx,

the latest integral being equal to 9
2 + 3

ln 2 + 1
ln2 2

entails the announced inequality.
�
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Remark 8. The multiplication in the group ringZ[G] is quasi-linear asG is a �nite
abelian group. Indeed, we can use Fourier transform to reduce the multiplication to
point-wise multiplications (see for instance [33]).

B.1.5. Fast rounding in the Log-unit lattice. We can now describe the rounding
algorithm, which essentially is a randomized coe�cient-wise rounding using the
orbital description of eq. ((7)).

Proof of theorem 15. Without loss of generality, we can assume NK/Q(x) = 1.
Then, using the description given by eq. ((7)) the problem is thus reduced to

searching a unit u such that Log(u) ∈ Z[G] which is close to y = Log(x)
Log(ζf−1) and

such that
∑

α Log(u)α = 0. The simplest idea consists in performing a coe�cient
wise rounding of the coe�cients of the vector y. However, this approach does
not succeed all the time, but we can take advantage of the two possible choices
in the rounding to closest integers to randomize the rounding—that is to say, by
randomizing the choice of �oor or ceil instead of relying deterministically on the
round function b·e.

Formally, for α 6= 1, we sample zα following the unique distribution on the
two elements set {byαc, dyαe} with expectation yα. Then, z1 is set at−

∑
α 6=1 zα

to ensure
∑

α zα = 0. Clearly, u = z · (ζf − 1) veri�es our requirements if

‖Log(ζf − 1)(y − z)‖∞ = O
(√

f log f
)
.

The Berry-Esseen theorem indicates that |y1− z1| ≤
√
n/ log n with probabil-

ity Θ(1/ log n). The coordinates of
Log(ζf − 1)(y − z − (y − z)1σ1)

are subgaussians of parameter ‖Log(ζf −1)‖2. Therefore, using the estimation of
lemma 17, we know that their absolute values can all be bounded by O

(√
f log f

)
except with probability at most Θ

(
1

log2 f

)
. Hence, our requirement is ful�lled

with probability Ω
(

1
logn

)
. We have Log(u) = zLog(ζf − 1) which can be com-

puted in quasi linear time. Eventually a Fourier transform recovers
√
uū, which

is u up to an irrelevant torsion12. �

B.2. Extension to arbitrary cyclotomic �elds. We now extend the result of
theorem 15 to arbitrary cyclotomic �elds, that is proving:

Theorem 17. Let K be the cyclotomic �eld of conductor f . There is a quasi-linear
randomized algorithm that given any element in x ∈ (R⊗K)× �nds a unit u ∈ O×K
such that for any �eld embedding σ : K→ C we have

σ
(
xu−1

)
= 2O(

√
f log f)NK/Q(x)

1
ϕ(f) .

12One can compute u by simply removing the absolute values in the de�nition of Log, and
taking any determination of complex logarithm. As we work inside a CM-�eld, this technicality is
not needed.
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B.2.1. Setting. Let us consider an integer f and take its prime decomposition f =∏r
i=1 p

ei
i . We set qi = peii and we �x the cyclotomic �eld K = Q[ζf ] of conductor

f . Classically, the Galois group of K is equal to G = (Z/fZ)×�{−1, 1}, whose
elements are the σα, sending ζf to ζαf for any α ∈ G.

B.2.2. Cyclotomic units and their generators. The cyclotomic units are de�ned as
all the products of ±ζf and ζaf − 1 which are units. We let Q be the set of the 2r

possible products of the qi.
A standard theorem of [28, Lemma 2.2] reduces the number of generators of

the cyclotomic units:

Theorem 18. The cyclotomic units are all the products of ±ζf and G · (ζaf − 1)
which are units, when a runs through Q.

Proof. Let a ∈ Z, and de�ne k to be the product of all the qi dividing a, so that by
construction k ∈ Q. Now, we have:

1− ζaf =

a
k
−1∏
i=0

1− ζk+ ifk
a

f .

Let pj |k + ifk
a . Remark that pj |fka , so that pj |k, and by de�nition of k we have

qj |k. We have therefore qj |fka and hence ζk+ifk/a
f − 1 ∈ ±G · ζkf − 1. �

Theorem 19. Let χ be an even Dirichlet character of conductor c | f with c > 1
and e ∈ Q. Then if c and e are coprime, then

|χ(Log(ζef − 1))| = ϕ(e)
√
c

2 ln(2)

∏
i

pi| fe

|1− χ(pi)|

|L(1, χ)|

else it is 0.

Proof. If gcd(c, e) > 1, we have
∑

α∈(Z/ gcd(c,e)Z)× χ(α) = 0 so the result is zero.
We therefore assume for now on that c and e are coprime.

We �rst compute: ∏
β∈G

β=1 mod c

1− ζβf
e

.

Let pi| fec and pi|c. Then:∏
β∈G

β=1 mod c

1− ζβf
e

=
∏
β∈G

β=1 mod cpi

pi−1∏
j=0

1− ζβf
e

ζjpi

=
∏
β∈G

β=1 mod cpi

1− ζpiβf
e

.
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In the same way, we have if pi|fe and pi - c, with r−1 = f
eqi

mod pi:∏
β∈G

β=1 mod c

1− ζβf
e

=
∏
β∈G

β=1 mod cqi

qi−1∏
j=0

j 6=−r mod pi

1− ζβf
e

ζβjqi

=
∏
β∈G

β=1 mod cqi

1− ζβqif
e

1− ζβ(qi− rfe )/pi
f
e

=
∏
β∈G

β=1 mod cqi

1− ζβf
eqi

1− ζ
β
pi
f
eqi

.

In case pi|e, we have qi|e and therefore∏
β∈G

β=1 mod c

1− ζβf
e

=
∏
β∈G

β=1 mod cqi

(
1− ζβf

e

)ϕ(qi)

.

We can now compute our sum:∑
α∈G

χ(α) log(|ζeαf − 1|) =
∑

α∈(Z/cZ)×/{−1,1}

χ(α) log

∣∣∣∣∣∣σα
 ∏
β∈Gβ=1 mod c

ζβf
e

− 1

∣∣∣∣∣∣


= ϕ(e)

(∏
i

pi| fe
pi-c

1− χ(pi)

) ∑
α∈(Z/cZ)×/{−1,1}

χ(α) log(|ζαc − 1|).

We �nish by the standard computation ([52, Theorem 4.9]) of the term on the
right with the Gauss sum: τ =

∑
α∈(Z/cZ)× χ(α)ζαc :∑

α∈(Z/cZ)×

χ(α) ln(|ζαc − 1|) =
∑

α∈(Z/cZ)×

χ(α) ln(1− ζαc )

=
∑

α∈(Z/cZ)×

∞∑
k=1

χ(α)
ζαkc
k

=
∞∑
i=1

τχ(k)

k
= τL(1, χ)

and ττ = c. �

De�nition 9. The augmentation ideal is the kernel of the form: (
∑

α xασα →
∑

α xα)
over Z[G].

With this de�nition we can complete the description of the cyclotomic units:

Theorem 20. [28, Lemma 2.4] The cyclotomic units are generated by:
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• The pair ±ζf ,
• the G · ζaf − 1 for all a ∈ Q such that fa is not prime power,

• the orbit of ζf/qif − 1 by the action of the augmentation ideal.

Proof. Note �rst that for any a ∈ Q, (1 − σα) · (ζaf − 1) ∈ OK. Next, we prove
that an element u generated by the ζaf − 1 is a unit if NK/Q(u) = 1. We remark
that

ϕ(f) · u = NK/Q(u)

((∑
α

1− σα

)
· u

)
=

(∑
α

1− σα

)
· u

so that it is a unit. The converse is clear. FinallyNK/Q(1−ζaf ) is easily computed
to be pϕ(a)

i if a = f/qi and 1 else using the equations at the beginning of the proof
of theorem 19. �

B.2.3. Construction of an “orthogonal” basis. We now de�ne the family (bi)1≤i≤|Q|
by setting bi = Log(ζaf−1) where the a ∈ Q are taken in decreasing order. We can
de�ne some Gram-Schmidt orthogonalization on this family with the relations:

b∗i = bi −
∑
j<i

〈bi, b∗j 〉
〈b∗j , b∗j 〉

b∗j = bi −
∑
j<i

bib
∗
j (b
∗
j )
†

where the dagger is the Moore-Penrose pseudo-inverse. As such, χ(bi) = χ(b∗i )
if χ(b∗j ) = 0 for all j < i, and is equal to zero elsewhere. As L(1, χ) 6= 0, we
have for all χ 6= 1 that χ(b∗i ) 6= 0 i� rad(fe )|c|fe where c is the conductor of the
character χ. Furthermore, in this case, the term

∏
pi| fe

(1− χ(pi)) is one. We can
now give our decoding algorithm, assuming again that the cyclotomic units have
a �nite index:

Proof of theorem 17. We let bi = Log(ζef − 1) and recall that for all χ with con-
ductor not coprime with e we have χ(bi) = 0. We remark that if f

e is a prime
power, we have b∗i = bi and as a result ‖b∗i ‖∞ ≤ log(fe ). Also, we have for all i

that ‖b∗i ‖ ≤ ‖bi‖ = O
(√

ϕ
(
f
e

))
using the same technique. The algorithm con-

sists in using Babai reduction with our generating family, with the modi�cation
described above to round with respect to the augmentation ideal when we have
to. More precisely, for any y ∈ Z[G]b∗i , we compute z a randomized rounding of
y/b∗i in the same way as in the previous section. If fe is a prime power, the round-

ing is z −
∑

α zασ1, else it is z. If |
∑

α zα| ≥
√
f
e

log( f
e

)
in case where f

e is a prime
power, we restart the rounding. We then continue in the same way with i−1. The
analysis is as before. The randomized rounding produces an error with subgaus-

sian coordinates with parameter O
(√∑

e∈X ϕ(fe )

)
= O

(√
f
)
. The correction

for the prime power adds an error bounded by
∑

i log(qi)
√
qi/ log(qi) = O(

√
f).
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Hence, the bound on the output holds. The running time is quasi-linear since we
can work at each step with the ring

Z

[(
Z

/(
f

e

)
Z

)×]
.

�

Remark that the running time is also quasi-linear if we work with the input and
output in the logarithm space. Note that K+ = Q[ζf + ζf ] has the same units,
up to torsion. As such, the same theorem is true for K+. It has the following
algorithmic implication. Given an ideal a ⊂ OK+ , as the class group order of K+

is usually small, it is simple to �nd an ideal αOK+ ⊂ a with low norm. From
there, we can compute a generator α in quantum polynomial time and using the
above theorem on α, we have found quickly an element in a with approximation
factor 2O(

√
f log f).

B.3. BDD on the unit lattice. The following theorem has deep implications in
arithmetic. One part is due to Landau [29], another to Dirichlet.
Theorem 21. Let χ be a character of conductor c > 1. If χ2 = 1 (χ is quadratic)
we have |L(1, χ)| = Ω(1/

√
c), else |L(1, χ)| = Ω(1/ log(c)).

Note that under the Generalized Riemann Hypothesis we can take |L(1, χ)| =
Ω(1/ log log c) and for most characters we have |L(1, χ)| = O(1). This justi�es
our previous assumptions. We let τ(f) =

∏
i 1 + ei be the number of divisors of

f ; we have the well-known bound τ(f) = fO(1/ log log f). We can now prove our
BDD13 theorem:
Theorem 22. GivenK = Q[ζf ], there are ϕ(f)/2 (explicit) elements ri of norm

O

(√
τ(f)

n
log(n)

)
in R[G] with the following property. Let x ∈ (R ⊗ K)× be such that there is a
cyclotomic unit u with for all i, |〈ri, Log(x/u)〉| < 1/3. Then, given x we can �nd
u up to a power of ζf in quasi-linear time.

Proof. The algorithm is similar to the previous one. We �rst scalex to getNK/Q(x) =
1. For decreasing i, we compute z the (deterministic) rounding Log(x)/b∗i where
we force

∑
α zα = 0 if bi = Log(ζef − 1) with f

e a prime power, and we then
divide x by z · ζef − 1. We �rst bound ‖(b∗i )†‖2 where bi = ζef − 1. Thanks to our
previous computations and the character orthogonality relation, we have∥∥∥∥(b∗i )

† −
∑

α σα∑
α(b∗i )α

∥∥∥∥2

=
1

|G|
∑
χ

4 ln2 2

cϕ(e)2

1

|L(1, χ)|2

13The usual de�nition of BDD is about the worst case decoding distance. The implied worst
case bound is too large to be useful, but with high probability we can decode large Gaussian noise,
which is enough for current applications.
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where χ has a conductor c > 1 with rad(fe )|c|fe . The Chinese Remainder theorem
implies that:∑

χ

1

c
=

1

2

∏
pi| fe

ei∑
k=1

(pi − 1)pk−1
i

pki
=

1

2

∏
pi| fe

ei(1− 1/pi)

with the same assumptions on χ. We have at most 2r+1 quadratic characters, so
we get: ∥∥∥∥(b∗i )

† −
∑

α σα∑
α(b∗i )α

∥∥∥∥2

≤ O

2r + log2
(
f
e

)∏
pi| fe

ei

ϕ(f)ϕ(e)2


which is in O

(
n−1 log2(n)τ(f)

)
. Now each non-zero coe�cient of z in the al-

gorithm can be expressed as an inner product between an element of G(b∗i )
† and

Log(x/u), which is of unit norm. This leads to a r vector for each coe�cient, and
with the given condition this guarantees that Log(u) is exactly recovered. �

This implies that given any generator of the ideal αOK where α is sampled
from a large discrete Gaussian, we can recover α in quasi-linear time; see [11,
Section 5]. The practical average length of the ri is of course on the order of√∏

i ei
n .

Appendix C. The symplectic structure in all number fields

In section 6, we described how to obtain a symplectic structure when L =
K[X]/(Xd+a). We show here the general case, with L = K[X]/f(X). We �rst
give a simple construction which recovers the one given above but has losses in
the general case; and then describe a general construction without losses.

C.1. The dual integer construction. We have the following lemma, proved
in [38, Chapter III, Proposition 2.4]:

Lemma 18. Let ai = Xi and
∑

i biY
i = f(Y )

Y−X . Then trL/K(aibj/f
′(X)) is equal

to 1 if i = j and 0 else.

This suggests taking as a K−basis for L2 the (ai, 0) followed by the (0, bi).
With the notations of section 6, we now de�ne J ′L as

trL/K(JL/f
′(X)).

It follows from the lemma that in our basis, this is represented by the Darboux
matrix: (

0 Idd
−Idd 0

)
and, as usual, we can reverse the order of the second part of the basis to obtain
the wanted matrix.

We can convert e�ciently a number z ∈ L in the basis of bi. Clearly, the coe�-
cients are given by all the trL/K(z/f ′(X)·Xi). We then simply evaluate z/f ′(X)
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on all roots of f using a remainder tree, and follow by a Vandermonde matrix-
vector multiplication, which is also a multipoint evaluation [35]. In particular, we
do not need to compute the bi.

There is however a loss with this basis: the algorithm tries to minimize the size
of the coe�cients in our basis of L2 instead of the canonical norm.

C.2. The orthogonal construction. We want to build an orthogonal R ⊗K-
basis of R ⊗ L. We assume for simplicity (only) that L (and therefore K) is a
totally real �eld. Hence, with K = Q[Y ]/g(Y ), we have that all roots ri of g are
real, and when we evaluate all coe�cients of f on ri, the resulting polynomial
has real roots ri,j .

We then de�ne the j-th element of the basis as being the element of L which,
when we evaluate on (X − ri,k, Y − ri), we obtain 1 if j = k and 0 else. This is
clearly an orthogonal basis for the canonical norm, and in this case, it is also its
dual. Hence, using twice this basis leads again to the Darboux matrix for J ′L =
trL/K(JL). Exactly the same construction works for totally imaginary K (and
therefore L).

The general case can be done in the same way, by taking care of rami�ed
places.

Appendix D. Reduction with linear algebra

We shall prove that lattice reduction is no easier than linear algebra on a large
�eld Z/p. We start by de�ning the problems.
De�nition 10 (Lattice reduction). The problem of lattice reduction consists in,
given an integer matrix A of dimension d with ‖A‖, ‖A−1‖ ≤ 2B , outputting a
matrix AU with U a unimodular integer matrix such that with QR = AU the
QR-decomposition, we have for all i:

Ri,i ≤ 2Ri+1,i+1.

De�nition 11 (Kernel problem). The kernel problem consists in, given a square
matrix A of dimension d over Z/p, outputting a matrix K such that AK = 0 and
the number of columns ofK is dim kerA.

Theorem 23. If one can solve the lattice problem in dimension 2d with parameter
B, one can solve the kernel problem in dimension d for any prime p ≤ 2B/2−dd−1

with the same complexity, up to a constant.

Proof. Let A,p be the input of the kernel problem. The matrix

L =

(
pd22d−1 · pIdd pd22d−1A

0 Idd

)
is given to the lattice reduction oracle. The output is of the form(

0 ∗
K ∗

)
where we maximize the number k of columns of K . The reduction returns this
matrix K .
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We have ‖L‖ ≤ d222dp2 ≤ 2B and ‖L−1‖ ≤ 2d which is also less than 2B

since p ≥ 2. It is clear that vectors in LZ2d of the form
(

0
x

)
are exactly the

integer solutions of Ax = 0 mod p. We let QR be the QR-decomposition of AU .
Let K ′ be a basis of kerA, where entries are integers smaller than p. Then, since
U is unimodular, there is an integer matrix V such that

AUV =

(
0
K ′

)
.

If V has no nonzero entries Vi,j with i > k, then it is clear that the output is
correct. Hence, we consider v a column of V where it is not the case, and let
i be maximal with vi 6= 0. First, we have ‖AUv‖ ≤

√
dp. Second, as Q is

orthogonal, we have ‖AUv‖ = ‖Rv‖ ≥ Ri,i. Third, the de�nition of k implies
that Rk+1,k+1 ≥ d22d−1p. As the lattice is reduced and i > k, we have Ri,i ≥
Rk+1,k+121−2d. We conclude that:

√
dp ≥ ‖AUv‖ ≥ Rk+1,k+121−2d ≥ dp

which is a contradiction. �

As we expect the kernel problem to have a complexity of Ω(dωB/ logB+d2B),
we can expect the same for the lattice reduction problem. The reduction can of
course be extended with other rings, and also to compute a span.
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