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#### Abstract

Identity-based encryption (IBE) is a powerful mechanism for maintaining security. However, systems based on IBE are unpopular when compared with those of the public-key encryption (PKE). In our opinion, one of the reasons is a gap between theory and practice. For example, a generic transformation of weakly/strongly robust IBE from any IBE has been proposed by Abdalla et al., no robust IBE scheme is explicitly given. This means that, theoretically, anyone can construct a weakly/strongly robust IBE scheme by employing this transformation. However, this seems not easily applicable to non-cryptographers. In this paper, we first introduce the Gentry IBE scheme constructed over Type-3 pairings by employing the transformation proposed by Abe et al., and second we explicitly give strongly/weakly robust Gentry IBE schemes by employing the Abdalla et al. transformation. Finally, we show its implementation result and show that we can add strong robustness to the Gentry IBE scheme with a very few additional costs. We employ the mcl library to support a Barreto-Naehrig curve defined over the 462 -bit prime. The encryption requires about 5 ms , whereas the decryption requires about 9 ms .


## 1 Introduction

### 1.1 Background

Public-key encryption (PKE) is an important mechanism for maintaining security in several organizations. Identity-based encryption (IBE) [52] is an extension of PKE in which an arbitrary string, such as email, location information, and biometrics information, is considered to be a public key, and is standardized by the ISO/IEC 18033-5 and IEEE P1363.3. The conventional PKE requires public-key infrastructure systems, whereas IBE does not require such systems. However, IBE can offer secure systems, which are not achievable using PKE. For example, IBE can maintain IoT security as revealed by $[2,8,40,50]$. Micro Focus [41] launched a secure email service based on IBE

[^0]and insisted that "IBE can be used to build security systems that are more dynamic, lightweight, and scalable".

Further, the security systems based on IBE are not popular when compared with PKE-based systems. A gap between theory and practice is one of the reasons for the non-universal applicability of IBE. Regardless, several IBE security definitions are proposed, which include indistinguishability against plaintext/ciphertext attacks (IND-CPA/CCA) [17], selective/adaptive security [15], anonymity against chosen plaintext/ciphertext attacks (ANON-CPA/CCA) [18], and weak/strong robustness $[4,5]$. However, software engineers face challenges while implementing the IBE schemes integrated into the security systems since these security properties are not easily selected according to the functionalities or models of the systems if engineers are not familiar with cryptography.

For example, Abdalla et al. [4, 5] introduced robustness which seems attractive to be employed in such systems. Informally, robustness guarantees that a ciphertext $C$ of a plaintext $M$ encrypted by an identity ID is not decrypted by a secret key of a different identity ID' (ID $\neq \mathrm{ID}^{\prime}$ ). This causes a problem when the underlying IBE scheme is anonymous. Here, anonymity indicates that the ID information is not revealed from $C$. Although a receiver's privacy is protected in an anonymous IBE, nobody can recognize the decryption keys that are to be used, even the corresponding receiver. We remark that, " $C$ is not decrypted" contains the situation that the decryption algorithm outputs a plaintext $M^{\prime}$ where $M \neq M^{\prime}$. Thus, if a random string such as password is encrypted, then one may receive $M^{\prime}$ as own password. If the underlying IBE scheme is robust, then the decryption algorithm outputs a special rejection symbol $\perp$ if an inaccurate secret key is used. Abdalla et al. defined two notions of robustness, weak robustness and strong robustness. Refer to Section 4 for details. Although robustness seems naturally holds in usual IBE schemes, this it not true, and is not guaranteed in usual IBE schemes in general. Thus, Abdalla et al. proposed the generic transformation of weakly/strongly robust IBE from any IBE. That is, anyone can theoretically construct a weakly/strongly robust IBE scheme by employing this transformation. However, this seems not easily applicable to non-cryptographers. In addition, no robust IBE scheme is explicitly given in their paper. ${ }^{1}$

Moreover, it is difficult to select which parameters, e.g., elliptic curves, should be used for implementation based on a state-of-the-art method for solving the discrete logarithm (DL) problem $[12,39]$ or based on the type of pairings. These situations may prevent the applicability of IBE. ${ }^{2}$

### 1.2 Our Contribution

In this paper, we focus on the robustness $[4,5]$ because no concrete IBE scheme offers robustness. We explicitly present strongly/weakly robust IBE schemes. Moreover, inspired by [49], we present the implementation results.

We employ the Gentry IBE scheme [32] as the underlying IBE, which is adaptively IND/ANONCCA secure. Because the Abdalla et al. transformation preserves CCA security and anonymity, we can add weak/strong robustness of the Gentry IBE scheme without detracting the CCA security and anonymity. Unfortunately, the original Gentry IBE scheme is constructed over Type-1 pairings although the construction of schemes over Type-3 pairings is the most efficient (refer to Section 2 for details). Thus, we employ the transformation proposed by Abe et al. [6, 7$]$ to the original Gentry IBE scheme, constructed over Type-3 pairings. Then, we employ the transformation proposed by Abdalla et al. Figure 1 reveals an overview of the transformations.

[^1]

Figure 1: Overview of the Transformations

For the implementation of the strongly robust Gentry IBE scheme over Type-3 pairings, we employ the mcl library [42] that supports Type-3 pairings with the parameters that have been selected by considering the state-of-the-art for solving discrete logarithm problem [12, 39]. The encryption requires about 5 ms , whereas the decryption requires about 9 ms .

## 2 Bilinear Groups

In this section, we define bilinear groups and types as follows:
Definition 1 (Bilinear Groups) Let $p$ be a $\lambda$-bit prime, $\mathbb{G}_{1}, \mathbb{G}_{2}$ and $\mathbb{G}_{T}$ be the groups of order $p ; e: \mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{T}$ is a bilinear map, and $g_{1}$ and $g_{2}$ are generators of $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$, respectively. We require bilinearlity: for all $h_{1} \in \mathbb{G}_{1}, h_{2} \in \mathbb{G}_{2}$, and $a, b \in \mathbb{Z}_{p}$, e $\left(h_{1}^{a}, h_{2}^{b}\right)=e\left(h_{1}, h_{2}\right)^{a b}$, and non-degeneracy: $e\left(g_{1}, g_{2}\right) \neq 1$ hold.

If $\mathbb{G}_{1}=\mathbb{G}_{2}$, the map $e$ is called symmetric, and we call the setting Type 1 . If $\mathbb{G}_{1} \neq \mathbb{G}_{2}$, the map $e$ is called asymmetric. If there is an efficient computable isomorphism $\psi: \mathbb{G}_{2} \rightarrow \mathbb{G}_{1}$, we call the setting Type 2 (e.g., Miyaji-Nakabayashi-Takano (MNT) curves [43]). If no efficient isomorphism is known between $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$, we call the setting Type 3 (e.g., Barreto-Naehrig (BN) curves [14] or Barreto-Lynn-Scott (BLS) curves [13]). Alternatively, we use the terms Type-i pairings/curves or Type- $i$ bilinear groups for $i=1,2,3$.

Currently, constructing schemes in the Type-3 setting is the most efficient. Refre to [31] for details. From the implementation point of view, Type-3 curves are the most reasonable choice unless there is a specific reason, e.g., employing symmetric curves as Gap-DH groups [36]. The mcl library implements a BN curve [14] defined over the 462-bit prime $r(z):=36 z^{4}+36 z^{3}+24 z^{2}+6 z+1$ and has the order $p(z)=36 z^{4}+36 z^{3}+18 z^{2}+6 z+1$ where $z=2^{114}+2^{101}-2^{14}-1$. Currently, this curve is believed to provide 128-bit security, denoted as BN462 in this paper.

Remark. The symmetric pairing is known as a decisional Diffie-Hellman (DDH) solver. That is, for a tuple $\left(g, g^{a}, g^{b}, g^{c}\right) \in \mathbb{G}_{1}^{4}$, one can check whether $c=a b$ or not by checking whether $e\left(g^{a}, g^{b}\right)=e\left(g, g^{c}\right)$. However, in the computational Diffie-Hellman (CDH) problem, computing $g^{a b}$ from $\left(g, g^{a}, g^{b}\right) \in \mathbb{G}_{1}^{3}$ is still believed to be difficult. Further, the DDH assumption holds in case of both $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ in Type-3 bilinear groups, which we call the symmetric external Diffie-Hellman (SXDH) assumption. We also state that the DDH assumption holds in $\mathbb{G}_{1}$ and does not hold in $\mathbb{G}_{2}$ in the Type-2 setting, which we call the external Diffie-Hellman (XDH) assumption.

## 3 The Gentry IBE scheme over Type-3 Pairings

As mentioned in the previous section, Type-3 pairings are better from an efficiency point of view. Unfortunately, the original Gentry IBE scheme is constructed in Type-1 pairings. Thus, in this section, we introduce the Gentry IBE scheme constructed over Type-3 pairings that is obtained by employing the Abe et al. transformation $[6,7]$ to the original Gentry IBE scheme. Before giving that, we define the syntax of IBE as follows.

Definition 2 (Syntax of IBE) An IBE scheme IBE consists of the following four algorithms, IBE.Setup, IBE.KeyGen, IBE.Enc and IBE.Dec:

- IBE.Setup $\left(1^{\lambda}\right)$ : The setup algorithm takes as an input a security parameter $\lambda \in \mathbb{N}$, and returns a public parameter params and a master key msk.
- IBE.KeyGen(params, msk, ID): The key extract algorithm takes as input an identity ID and msk, and returns a secret key sk ${ }_{\text {ID }}$ corresponding to ID.
- IBE.Enc(params, ID, M): The encryption algorithm takes as input params, ID, a plaintext M, and returns a ciphertext $C$.
- IBE.Dec(params, $\left.\mathrm{sk}_{\mathrm{ID}}, C\right)$ : The decryption algorithm takes as input params, $\mathrm{sk}_{\mathrm{ID}}$, and $C$, and returns a plaintext $M$ or a reject symbol $\perp$.

Next, we introduce the Gentry IBE scheme over Type-3 pairings as follows. In the construction, public parameters $h_{1}, h_{2}$, and $h_{3}$, and secret keys ( $h_{\mathrm{ID}, 1}, h_{\mathrm{ID}, 2}, h_{\mathrm{ID}, 3}$ ) are elements on $\mathbb{G}_{2}$ whereas these are elements on $\mathbb{G}_{1}$ in the original construction.

## The Gentry IBE Scheme over Type-3 Pairings:

- IBE.Setup $\left(1^{\lambda}\right)$ : Choose a Type-3 bilinear group $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e, g_{1}, g_{2}\right)$ with $\lambda$-bit prime $p$ where $g_{1}$ and $g_{2}$ are generators of $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$, respectively. Choose $\alpha \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}$ and $h_{1}, h_{2}, h_{3} \stackrel{\$}{\leftarrow} \mathbb{G}_{2}$, compute $g_{1}^{\prime}=g_{1}^{\alpha}$, and output params $=\left(g_{1}, g_{1}^{\prime}, g_{2}, h_{1}, h_{2}, h_{3}, H\right)$ where $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}$ is a universal one-way hash function, and msk $=\alpha$.
- IBE.KeyGen(params, msk, ID): For identity ID $\in \mathbb{Z}_{p}$, for $i=1,2,3$ choose $r_{\mathrm{ID}, i} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, compute $h_{\mathrm{ID}, i}=\left(h_{i} g_{2}^{r_{\mathrm{ID}, i}}\right)^{1 /(\alpha-\mathrm{ID})} \in \mathbb{G}_{2}$, and output sk $\mathrm{IDD}=\left(r_{\mathrm{ID}, i}, h_{\mathrm{ID}, i}\right)_{i=1}^{3}$.
- IBE.Enc(params, ID, $M$ ): Let $M \in \mathbb{G}_{T}$ be a plaintext to be encrypted. Choose $s \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}$, compute $C_{1}=g_{1}^{\prime s} g_{1}^{-s l \mathrm{D}}, C_{2}=e\left(g_{1}, g_{2}\right)^{s}, C_{3}=M e\left(g_{1}, h_{1}\right)^{-s}, \beta=H\left(C_{1}, C_{2}, C_{3}\right)$, and $C_{4}=$ $e\left(g_{1}, h_{2}\right)^{s} e\left(g_{1}, h_{3}\right)^{s \beta}$, and output $C=\left(C_{1}, C_{2}, C_{3}, C_{4}\right)$.
- IBE. $\operatorname{Dec}\left(\right.$ params, sk $\left.{ }_{\mathrm{ID}}, C\right):$ Compute $\beta=H\left(C_{1}, C_{2}, C_{3}\right)$. If $C_{4} \neq e\left(C_{1}, h_{\mathrm{ID}, 2} h_{\mathrm{ID}, 3}^{\beta}\right) C_{2}^{r_{\mathrm{ID}, 2}+r_{\mathrm{ID}, 3} \beta}$, then output $\perp$. Otherwise, compute $M=C_{3} e\left(C_{1}, h_{\mathrm{ID}, 1}\right) C_{2}^{r_{\mathrm{ID}, 1}}$ and output $M$.

The security of original Gentry IBE scheme relies on the truncated $q$-ABDHE assumption where ABDHE stands for augmented bilinear Diffie-Hellman exponent. Since the assumption is defined over Type- 1 settings, we also need to duplicate the assumption via the Abe et al. transformation as follows. Interestingly, we do not have to duplicate not all elements. We duplicate generators and $\left(g_{1}^{\alpha}, g_{2}^{\alpha}\right)$ only.

Definition 3 (The truncated $q$-ABDHE Assumption over Type-3 Pairings) Let $\left(\mathbb{G}_{1}, \mathbb{G}_{2}\right.$, $\mathbb{G}_{T}$ ) be a Type-3 bilinear groups with $\lambda$-bit prime order $p$. Let $g_{1}, g_{1}^{\prime} \in \mathbb{G}_{1}$ and $g_{2}, g_{2}^{\prime} \in \mathbb{G}_{2}$ be generators, $\alpha \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, and $Z \stackrel{\$}{\leftarrow} \mathbb{G}_{T}$. For all probabilistic polynomial-time adversaries $\mathcal{A}$, we define the advantage $\operatorname{Adv} v_{\mathcal{A}}^{\operatorname{ABDHE}}(\lambda):=\operatorname{Pr}\left[\mathcal{A}\left(g_{1}, g_{1}^{\prime}, g_{2}, g_{2}^{\prime}, g_{1}^{\alpha}, g_{2}^{\alpha}, g_{2}^{\alpha^{2}}, \ldots, g_{2}^{\alpha^{q}}, g_{1}^{\prime \alpha^{q+2}}, e\left(g_{1}^{\alpha^{q+1}}, g_{2}^{\prime}\right)\right)\right]$ $-\operatorname{Pr}\left[\mathcal{A}\left(g_{1}, g_{1}^{\prime}, g_{2}, g_{2}^{\prime}, g_{1}^{\alpha}, g_{2}^{\alpha}, g_{2}^{\alpha^{2}}, \ldots, g_{2}^{\alpha^{q}}, g_{1}^{\prime \alpha^{q+2}}, Z\right)\right]$. We say that the truncated $q-A B D H E$ assumption holds if $A d v_{\mathcal{A}}^{\mathrm{ABDHE}}(\lambda)$ is negligible.

## 4 Robust Gentry IBE Schemes

In this section, we employ the Abdalla et al. transformation [4,5] to the Gentry IBE scheme given in Section 3.

### 4.1 Two Robustness Notions

Abdalla et al. defined two notions of robustness, weak robustness and strong robustness. Weak robustness ensures that $M^{\prime} \neq \perp$ holds with negligible probability where $M^{\prime}$ is defined as $M^{\prime}:=$ $\mathrm{IBE} . \operatorname{Dec}\left(\right.$ params, $\mathrm{sk}_{\mathrm{ID}^{\prime}}, C_{\mathrm{ID}}$ ) where $\mathrm{sk}_{\mathrm{ID}^{\prime}}:=\mathrm{IBE}$. KeyGen(params, msk, $\mathrm{ID}^{\prime}$ ) and $C_{\mathrm{ID}}:=\mathrm{IBE}$.Enc (params, $\mathrm{ID}, M)$. Here, $\left(M, \mathrm{ID}, \mathrm{ID}^{\prime}\right)$ is selected by an adversary with the condition $M \neq \perp$ and ID $\neq$ $I^{\prime}$. Further, we remark that the ciphertext of ID on $M$ is honestly computed. Strong robustness ensures that $M \neq \perp$ and $M^{\prime} \neq \perp$ hold with negligible probability where $M$ and $M^{\prime}$ are defined as $M:=\mathrm{IBE} . \operatorname{Dec}\left(\right.$ params, $\left.\mathrm{sk}_{\mathrm{ID}}, C\right)$ and $M^{\prime}:=\mathrm{IBE}$.Dec(params, $\mathrm{sk}_{\mathrm{ID}^{\prime}}, C$ ) where $\mathrm{sk}_{\mathrm{ID}}:=$ IBE.KeyGen(params, msk, ID) and $\mathrm{sk}_{\mathrm{ID}}{ }^{\prime}:=\mathrm{IBE} . K e y G e n\left(\right.$ params, $\left.\mathrm{msk}, \mathrm{ID}^{\prime}\right)$. Here, $\left(C, I \mathrm{D}, \mathrm{ID}^{\prime}\right)$ is selected by an adversary with the condition $\mathrm{ID} \neq \mathrm{ID}^{\prime}$. We remark that the ciphertext $C$ is adversarially computed.

### 4.2 Weakly Robust Gentry IBE Scheme

First, we denote a weakly robust Gentry IBE scheme. We employ the Abdalla et al. transformation for weak robustness. Intuitively, the auxiliary information $K \stackrel{\$}{\leftarrow}\{0,1\}^{\lambda}$ is chosen and is contained in public parameters. The encryption algorithm encrypts the plaintext $M \| K$, and the decryption algorithm checks whether $K$ is appropriately recovered. We remark that $M \| K$ is not an element of $\mathbb{G}_{T}$ since $K \in\{0,1\}^{\lambda}$. Thus, we need to consider an encoding for $K$ and how to recover $M$ and $K$ from the decryption result. We will discuss it in Section 5.1, and here we assume that $[M \| K]$ can be encrypted and $M$ and $K$ are recovered by the decryption algorithm.

## Weakly Robust Gentry IBE Scheme:

- IBE.Setup $\left(1^{\lambda}\right)$ : Choose a Type-3 bilinear group $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e, g_{1}, g_{2}\right)$ with $\lambda$-bit prime order $p$ where $g_{1}$ and $g_{2}$ are generators of $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$, respectively. Choose $K \stackrel{\$}{\leftarrow}\{0,1\}^{\lambda}, \alpha \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, and
$h_{1}, h_{2}, h_{3} \stackrel{\$}{\leftarrow} \mathbb{G}_{2}$, compute $g_{1}^{\prime}=g_{1}^{\alpha}$, and output params $=\left(K, g_{1}, g_{1}^{\prime}, g_{2}, h_{1}, h_{2}, h_{3}, H\right)$ where $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}$ is a universal one-way hash function, and msk $=\alpha$.
- IBE.KeyGen(params, msk, ID): For identity ID $\in \mathbb{Z}_{p}$, for $i=1,2,3$ choose $r_{\text {ID }, i} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, compute $h_{\mathrm{ID}, i}=\left(h_{i} g_{2}^{r_{\mathrm{ID}, i}}\right)^{1 /(\alpha-\mathrm{ID})} \in \mathbb{G}_{2}$, and output sk $\mathrm{ID}=\left(r_{\mathrm{ID}, i}, h_{\mathrm{ID}, i}\right)_{i=1}^{3}$.
- IBE.Enc (params, ID,$M)$ : Choose $s \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, compute $C_{1}=g_{1}^{s} g_{1}^{-s \mathrm{ID}}, C_{2}=e\left(g_{1}, g_{2}\right)^{s}, C_{3}=$ $[M \| K] e\left(g_{1}, h_{1}\right)^{-s}, \beta=H\left(C_{1}, C_{2}, C_{3}\right)$, and $C_{4}=e\left(g_{1}, h_{2}\right)^{s} e\left(g_{1}, h_{3}\right)^{s \beta}$, and output $C=$ $\left(C_{1}, C_{2}, C_{3}, C_{4}\right)$.
- IBE.Dec (params, sk $\left.{ }_{\mathrm{ID}}, C\right):$ Compute $\beta=H\left(C_{1}, C_{2}, C_{3}\right)$. If $C_{4} \neq e\left(C_{1}, h_{\mathrm{ID}, 2} h_{\mathrm{ID}, 3}^{\beta}\right) C_{2}^{r_{\mathrm{ID}, 2}+r_{\mathrm{ID}, 3} \beta}$, then output $\perp$. Otherwise, compute $\left[M \| K^{\prime}\right]=C_{3} e\left(C_{1}, h_{\mathrm{ID}, 1}\right) C_{2}^{r_{\mathrm{ID}, 1}}$. Output $\perp$ if $K^{\prime} \neq K$, and output $M$, otherwise.


### 4.3 Strongly Robust Gentry IBE Scheme

Next, we denote a strongly robust Gentry IBE scheme. We employ the Abdalla et al. transformation to the weakly robust Gentry IBE scheme as the building block. The transformation additionally introduces a commitment scheme $\mathcal{C} \mathcal{M} \mathcal{T}=(\mathrm{CPG}, \mathrm{Com}$, Ver $)$. The parameter generation algorithm CPG takes as input a security parameter, and outputs the public parameter cpar. The committal algorithm Com takes as input cpar and data $x$, and outputs a commitment com and a decommittal key dec. The verification algorithm Ver takes as input (cpar, $x, \operatorname{com}$, dec), and outputs 1 or 0 . We employ the Pedersen commitment scheme [46]. Let $\mathbb{G}_{1}$ be a group with a prime order $p$. The CPG algorithm chooses $g^{\prime}, h^{\prime} \stackrel{\$}{\leftarrow} \mathbb{G}_{1}$. The Com algorithm chooses dec $\stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and computes com $=g^{\prime x} h^{\prime d e c}$. The Ver algorithm outputs 1 if $c o m=g^{x} h^{\prime d e c}$ and 0 otherwise. The Pedersen commitment scheme is perfectly hiding, and is computationally binding under the DL assumption. Since we do not have to assume the hardness of the DDH problem, we implement the scheme on $\mathbb{G}_{1}$ regardless of types of pairings.

In the scheme, a public key ID is committed. The encryption algorithm encrypts a plaintext $M \| d e c$ and the commitment com is contained in the ciphertext. Because the weakly robust IBE scheme is used as the building block, the encryption algorithm encrypts a plaintext $M\|K\| d e c$ in the actual scheme. The decryption algorithm checks whether com is a commitment of ID or not. As in the weak one, we remark that $M\|K\| d e c$ is not an element of $\mathbb{G}_{T}$ and we will discuss how to encode them and how to recover $M, K$, and dec from the decryption result in Section 5.1, and here we assume that $[M\|K\| d e c]$ can be encrypted and $M, K$, and dec are recovered by the decryption algorithm.

## Strongly Robust Gentry IBE Scheme:

- IBE.Setup $\left(1^{\lambda}\right)$ : Choose a Type-3 bilinear group $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e, g_{1}, g_{2}\right)$ with $\lambda$-bit prime order $p$ where $g_{1}$ and $g_{2}$ are generators of $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$, respectively. Choose $K \stackrel{\$}{\leftarrow}\{0,1\}^{\lambda}$, $g^{\prime}, h^{\prime} \stackrel{\$}{\leftarrow} \mathbb{G}_{1}, \alpha \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, and $h_{1}, h_{2}, h_{3} \stackrel{\$}{\leftarrow} \mathbb{G}_{2}$, compute $g_{1}^{\prime}=g_{1}^{\alpha}$, and output params $=$ $\left(K, g^{\prime}, h^{\prime}, g_{1}, g_{1}^{\prime}, g_{2}, h_{1}, h_{2}, h_{3}, H\right)$ where $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}$ is a universal one-way hash function, and $\mathrm{msk}=\alpha$.
- IBE.KeyGen(params, msk, ID): For identity ID $\in \mathbb{Z}_{p}$, for $i=1,2,3$ choose $r_{\text {ID }, i} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, compute $h_{\mathrm{ID}, i}=\left(h_{i} g_{2}^{r_{\mathrm{ID}, i}}\right)^{1 /(\alpha-\mathrm{ID})} \in \mathbb{G}_{2}$, and output sk $\mathrm{ID}=\left(\mathrm{ID},\left(r_{\mathrm{ID}, i}, h_{\mathrm{ID}, i}\right)_{i=1}^{3}\right)$.
- IBE.Enc(params, ID, $M$ ): Choose $\operatorname{dec} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and compute com $=g^{\prime \text { ID }} h^{\prime \text { dec }}$. Choose $s \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, compute $C_{1}=g_{1}^{\prime s} g_{1}^{-s I \mathrm{D}}, C_{2}=e\left(g_{1}, g_{2}\right)^{s}, C_{3}=[M| | K \| \operatorname{dec}] e\left(g_{1}, h_{1}\right)^{-s}, \beta=H\left(C_{1}, C_{2}, C_{3}\right)$, and $C_{4}=e\left(g_{1}, h_{2}\right)^{s} e\left(g_{1}, h_{3}\right)^{s \beta}$, and output $C=\left(\right.$ com, $\left.C_{1}, C_{2}, C_{3}, C_{4}\right)$.
- IBE. $\operatorname{Dec}\left(\right.$ params, sk $\left.{ }_{\mathrm{ID}}, C\right):$ Compute $\beta=H\left(C_{1}, C_{2}, C_{3}\right)$. If $C_{4} \neq e\left(C_{1}, h_{\mathrm{ID}, 2} h_{\mathrm{ID}, 3}^{\beta}\right) C_{2}^{r_{\mathrm{ID}, 2}+r_{\mathrm{ID}, 3} \beta}$, then output $\perp$. Otherwise, compute $\left[M\left|\left|K^{\prime}\right|\right| d e c\right]=C_{3} e\left(C_{1}, h_{\mathrm{ID}, 1}\right) C_{2}^{r_{\mathrm{ID}, 1}}$. Output $\perp$ if $K^{\prime} \neq K$. Otherwise, output $\perp$ if $c o m \neq g^{\prime \mathrm{D}} h^{\prime d e c}$, and output $M$, otherwise.

Remark. To the best of our knowledge, the strongest notion among several robustnesses is complete robustness defined by Farshim et al. [29]. ${ }^{3}$ They also showed that the transformation from weakly robust IBE to strongly robust IBE, employed in this paper, is already powerful enough to construct completely robust IBE. Thus, the strongly robust Gentry IBE scheme given in this paper provides complete robustness in the strict sense.

## 5 Implementation

In this section, we give our implementation results.

### 5.1 How to encode $K$ and dec

First, we explain how to encode $K$ and dec. Consider that $K \in\{0,1\}^{\lambda}$, dec $\in \mathbb{Z}_{p}$, and the plaintext space of the Gentry IBE scheme is $\mathbb{G}_{T}$. If we simply encode $K$ (or dec) as $G^{K}$ (or $G^{d e c}$ ) for a public value $G \in \mathbb{G}_{T}$ (e.g., $G:=e\left(g_{1}, g_{2}\right)$ ), then the decryption algorithm needs to compute $K$ (or dec) from $G^{K}$ (or $G^{d e c}$ ). This requires to solve the discrete logarithm problem over $\mathbb{G}_{T}$. If $K$ (or dec) is relatively small, then we can employ the lifted ElGamal encryption approach [21]. However, these values are randomly selected from $\{0,1\}^{\lambda}$ (or $\mathbb{Z}_{p}$ ) and thus we cannot employ the approach.

We pay attention to the algebraic structure of $\mathbb{G}_{T}$ and the decryption procedure. For a BN curve, $\mathbb{G}_{T}$, that has a prime order $p$, is a subgroup of $\mathbb{F}_{r^{12}}$ where $r$ is a prime and $p \mid r^{12}-1 . \mathbb{F}_{r^{12}}$ is represented as $\mathbb{F}_{r^{2}}[X] /\left(X^{6}-\xi\right)$ where $\xi \in \mathbb{F}_{r^{2}}$ is neither a square nor a cube, and hence $X^{6}-\xi$ is irreducible over $\mathbb{F}_{r^{2}}[X]$. Thus, an element of $\mathbb{F}_{r^{12}}$ can be written as $\left[\left[X_{1}, X_{2}\right],\left[X_{3}, X_{4}\right], \ldots,\left[X_{11}, X_{12}\right]\right]$ where each $X_{i}(i=1,2, \ldots, 12)$ is an element of $\mathbb{F}_{r}{ }^{4}$ So, we set the plaintext space is $\mathbb{F}_{r}$. Moreover, $K$ is $\lambda$-bit number and for 128 -bit security (in our implementation), $\lambda=128$, and $r>p, K \in\{0,1\}^{\lambda}$ and dec $\in \mathbb{Z}_{p}$ also in $\mathbb{F}_{r}$. So, we encode $(M\|K\| d e c)$ as $\bar{M}:=[[M, 0],[K, 0],[d e c, 0],[0,0], \ldots,[0,0]] \in$ $\mathbb{F}_{r^{12}}$. Remark that, now $C_{3}:=\bar{M} \cdot e\left(g_{1}, h_{1}\right)^{-s} \in \mathbb{F}_{r^{12}}$ and more precisely $C_{3} \in \mathbb{F}_{r^{12}} \backslash \mathbb{G}_{T}$ with high probability $1-p /\left(r^{12}-1\right)$. However, the decryption procedure is unaffected. The decryption algorithm computes $E:=e\left(C_{1}, h_{\mathrm{ID}, 1}\right) C_{2}^{r_{\mathrm{ID}, 1}}$ over $\mathbb{G}_{T}$, and computes $C_{3} \cdot E$ over $\mathbb{F}_{r^{12}}$. This offers no group operation for $\hat{M}$. Thus, the decryption algorithm can uniquely recover $M, K$, and dec. We remark that an instance of the truncated $q$-ABDHE problem is embedded to $E$ above in the security proof of the Gentry IBE scheme, and thus our encode does not require to modify the underlying complexity assumption.

For a symmetric bilinear group, $\mathbb{G}_{T}$ is a subgroup of $\mathbb{F}_{r^{2}}$ where $r$ is a prime $r=3(\bmod 4)$, and the order $p$ is a prime factor of $r+1$. An element of $\mathbb{G}_{T}$ can be written as $\left[X_{1}, X_{2}\right]$ where each $X_{i}(i=1,2)$ is an element of $\mathbb{F}_{r}$. We set the plaintext space is $\mathbb{Z}_{p}$, and $(M\|K\| d e c)$ is encoded as

[^2]Table 1: Comparison among Gentry IBE Schemes over Type-3 Pairings (sec)

|  | Nomal (Sec. III) | Weakly Robust (Sec. IV) | Strongly Robust (Sec. IV) |
| :---: | :---: | :---: | :---: |
| IBE.Setup | 0.01462 | 0.01465 | 0.01547 |
| IBE.KeyGen | 0.00454 | 0.00455 | 0.00456 |
| IBE.Enc | 0.00465 | 0.00465 | 0.00520 |
| IBE.Dec | 0.00845 | 0.00847 | 0.00904 |

Table 2: Comparison of Strongly Robust Gentry IBE Schemes among Pairing Libraries (sec)

|  | PBC (Type-1) | PBC (Type-3) | mcl (Type-3) |
| :---: | :---: | :---: | :---: |
| IBE.Setup | 0.08407 | 0.31748 | 0.01547 |
| IBE.KeyGen | 0.04235 | 0.03329 | 0.00456 |
| IBE.Enc | 0.02208 | 0.06199 | 0.00520 |
| IBE.Dec | 0.03488 | 0.18154 | 0.00904 |

$\left[M^{\prime}, 0\right] \in \mathbb{F}_{r^{2}}$ where $M^{\prime}:=M \cdot p^{2}+K \cdot p+$ dec. Then, since we set $r$ as a 1536 -bit prime and $p$ is a 256 -bit prime for ensuring 128 -bit security (i.e., $r>p^{4}$ ), $M^{\prime} \in \mathbb{F}_{r}$. Thus, the decryption algorithm can uniquely recover $M, K$, and dec.

### 5.2 Implementation Results

Our implementation environment includes CPU: Intel(R) Core(TM) i7-6950X (3.00GHz), gcc 4.9.2, openssl 1.0.1t, and mcl v1.00. First, we denote a comparison among the Gentry IBE schemes over Type-3 pairings in Table 1. All the schemes are implemented using the mcl library and BN462. We add $e\left(g_{1}, g_{2}\right), e\left(g_{1}, h_{1}\right), e\left(g_{1}, h_{2}\right)$, and $e\left(g_{1}, h_{3}\right)$ to params in case of all the implementations. Then, no pairing computation is required in the encryption algorithm at the expense of the precomputation costs on the setup algorithm. As presented in Table 1, the efficiencies of all the schemes are almost the same, revealing a strong robustness with little additional costs.

In Table 2, we compare the running times of the strongly robust Gentry IBE schemes to denote the effectiveness of the Type-3 curves. Here, PBC stands for the PBC library [1] (we employ pbc-0.5.14). We use the effective security system because the PBC library offers no support to elliptic curves that provide 128 -bit security by default. For PBC (Type-1), we generate parameters for a symmetric bilinear group (Type A curve in PBC), defined over 1536-bit prime $r$ using the PairingParametersGenerator API supported by jPBC [22]. Here, $\mathbb{G}_{T}$ is a subgroup of $\mathbb{F}_{r^{2}}$. For additional information, we generate parameters for a BN curve (Type F curve in PBC) defined over 462 -bit prime using the same API. The implementation results are presented in the PBC (Type-3) column. Moreover, we employ the element_pow2mpz function supported by PBC and the mclBnG1 mulVec, the mclBnG2 mulVec, and the mclBnGT_powVec functions supported by the mcl library that compute $g^{x} h^{y}$ directly from $g, h, x$, and $y$, which is generally faster than performing two separate exponentiations (i.e., compute $g^{x}$ and $h^{y}$ separately, and compute $g^{x} h^{y}$ ). We employ them to compute $C_{1}=g_{1}^{\prime s} g_{1}^{-s \mathrm{ID}}$, com $=g^{\prime x} h^{\prime d e c}$, and $C_{4}=e\left(g_{1}, h_{2}\right)^{s} e\left(g_{1}, h_{3}\right)^{s \beta}$ in the encryption algorithm.

In Table 3, we show the benchmarks. Here, MulExp is the running time of multi-scalar multiplications with the length 2 , i.e, compute $g^{x} h^{y}$ directly as mentioned above. For the mcl library, MulExp. on $\mathbb{G}_{1}$ (resp. $\mathbb{G}_{2}$ ) is the running time of the mclBnG1_mulVec function (resp. the mclBnG2_mulVec function), and Exp. on $\mathbb{G}_{T}$ is the running time of the mclBnGT_powVec function. Surprisingly, PBC (Type-1) provides a more efficient implementation than that provided by PBC

Table 3: Benchmarks (sec)

|  | PBC (Type-1) | PBC (Type-3) | mcl (Type-3) |
| :---: | :---: | :---: | :---: |
| Exp. on $\mathbb{G}_{1}$ | 0.00684 | 0.00322 | 0.00035 |
| MulExp. on $\mathbb{G}_{1}$ | 0.00938 | 0.00450 | 0.00050 |
| Exp. on $\mathbb{G}_{2}$ | - | 0.00537 | 0.00075 |
| MulExp. on $\mathbb{G}_{2}$ | - | 0.00740 | 0.00119 |
| Exp. on $\mathbb{G}_{T}$ | 0.00077 | 0.01565 | 0.00114 |
| MulExp. on $\mathbb{G}_{T}$ | 0.00143 | 0.02171 | 0.00175 |
| Pairing | 0.00850 | 0.07070 | 0.00270 |

(Type-3). It seems that the curves generated by the API are not optimized for efficiency (especially, the pairing computations). mcl (Type-3) yields the most efficient implementation result because it is optimized for efficiency and employs a Type-3 curve. We remark that, as we can see in Table 3, PBC (Type-1) is more efficient than mcl (Type-3) with respect to the exponentiations of $\mathbb{G}_{T}$. The reason is as follows. In PBC (Type-1), $\mathbb{G}_{T}$ is a subgroup of $\mathbb{F}_{r^{2}}$ where $r$ is a 1536 -bit prime. In mcl (Type-3), $\mathbb{G}_{T}$ is a subgroup of $\mathbb{F}_{r^{12}}$ where $r$ is a 462 -bit prime. In terms of the element size of $\mathbb{G}_{T}$, PBC (Type-1) is more efficient than mcl (Type-3) with respect to the exponentiations of $\mathbb{G}_{T}$. Even though, due to the fast pairing computation, mcl (Type-3) yields the most efficient implementation result.

## 6 Application to Searchable Encryption

Although robustness itself is already an attractive property, in this section we introduce an application of robust IBE to searchable encryption. Before giving the application, we introduce the relation between consistency of searchable encryption and robustness as follows. As a well known result, public key encryption with keyword search (PEKS) [16] can be constructed from anonymous IBE [3]. Intuitively, a keyword $\omega$ to be searched is regarded as an identity of an IBE scheme, and a random plaintext $R$ is encrypted by using $\omega$. A secret key $\mathrm{sk}_{\omega}$ is regarded as a trapdoor, and one (typically a server that has a role of searching) can check whether a ciphertext is associated to $\omega$ or not by checking the decryption result of the ciphertext using the trapdoor is $R$. Due to the anonymity, no information of keyword is revealed from the ciphertext. ${ }^{5}$ Remark that the original paper [16] indicated the fixed $R=0^{|\lambda|}$ (for a security parameter $\lambda \in \mathbb{N}$ ), but as mentioned in [3] the construction does not guarantee (wrong keyword) consistency where a ciphertext of $\omega$ may be searched by a trapdoor $\mathrm{sk}_{\omega^{\prime}}$ with $\omega \neq \omega^{\prime}$. As an application of robustness, Abdalla et al. $[4,5]$ showed that if the underlying IBE is robust, then this original construction above provides consistency. This result fits the following intuition where robustness guarantees that the decryption result of a ciphertext encrypted by $\omega$ is $\perp$ when $\mathrm{sk}_{\omega^{\prime}}$ with $\omega \neq \omega^{\prime}$ is used.

Suzuki et al. [53,54] showed that secure-channel free PEKS with public key encryption (SCFPEKS/PKE), which is explained later more clearly, can be constructed from anonymous IBE with a

[^3]certain robustness, which they call unrestricted strong collision-freeness. Since unrestricted strong collision-freeness is weaker than complete robustness [29], and the transformation from weakly robust IBE to strongly robust IBE, employed in this paper, is already powerful enough to construct completely robust IBE. Thus, the strongly robust Gentry IBE scheme given in this paper provides unrestricted strong collision-freeness in the strict sense, and it can be employed as an underlying IBE scheme. So, in this section we explicitly present a SCF-PEKS/PKE scheme based on the strongly robust Gentry IBE scheme. Before giving the construction, we explain SCF-PEKS/PKE as follows. In PEKS, a trapdoor needs to be sent to the server via a secure channel since anyone can run the test algorithm if they obtain the trapdoor. We call secure-channel free if no secure channel is required for sending trapdoors to the server. To add the functionality, the server also has a public key and a secret key, and a ciphertext is generated both a keyword and the server public key. The test algorithm requires both a trapdoor and the server secret key. Such schemes, SCF-PEKS (which is also called designated tester PEKS), have been proposed in [11, 23, 24, 26, 27, 35, 37, 47, 48, 55]. In addition, PEKS does not provide a decryption functionality as PKE. Thus, schemes with both PEKS and PKE functionalities, which we call PEKS/PKE, have been proposed in [10,19, 20,51,56]. SCF-PKES/PKE provides both these functionalities. Here there are three entities, a receiver, an encryptor, and the server. The receiver has a public key and a master secret key, generates a trapdoor for searching using the masker secret key, and sends the trapdoor to the server via a public channel. An encryptor generates a ciphertext of both a keyword and a plaintext, and sends the ciphertext to the server. The server that has a trapdoor searches a ciphertext by using the trapdoor, and sends the ciphertext to the receiver. Finally, the decrptor decrypts the ciphertext, and obtain the plaintext. We introduce the syntax of SCF-PEKS/PKE as follows. Let $\mathcal{K}$ be the keyword space and $\mathcal{M}$ be the message space.

Definition 4 (Syntax of SCF-PEKS/PKE [53,54]) A SCF-PEKS/PKE scheme SCF-PEKS/PKE consists of the following six algorithms, KeyGens, KeyGen ${ }_{\mathrm{R}}$, Trapdoor, Enc, Dec and Test:

- KeyGens $\left(1^{\lambda}\right)$ : The server key generation algorithm takes as input the security parameter $\lambda \in \mathrm{N}$, and returns a server public key $p k_{\mathrm{S}}$ and a server secret key $s k_{\mathrm{S}}$.
- $\operatorname{KeyGen} \mathrm{R}_{\mathrm{R}}\left(1^{\lambda}\right)$ : The receiver key generation algorithm takes as input the security parameter $\lambda \in \mathrm{N}$, and returns a receiver public key $p k_{\mathrm{R}}$ and a receiver secret key s $k_{\mathrm{R}}$.
- Trapdoor $\left(p k_{\mathrm{R}}, s k_{\mathrm{R}}, \omega\right)$ : The trapdoor generation algorithm takes as input $p k_{\mathrm{R}}$, sk $k_{\mathrm{R}}$, and a keyword $\omega \in \mathcal{K}$, and returns a trapdoor $t_{\omega}$ corresponding to keyword $\omega$.
- $\operatorname{Enc}\left(p k_{\mathrm{S}}, p k_{\mathrm{R}}, \omega, M\right)$ : The encryption algorithm takes as input $p k_{\mathrm{R}}, p k_{\mathrm{S}}, \omega$, and a message $M$ $\in \mathcal{M}$, and returns a ciphertext CT.
- $\operatorname{Dec}\left(p k_{\mathrm{R}}, s k_{\mathrm{R}}, \mathrm{CT}\right)$ : The decryption algorithm takes as input $p k_{\mathrm{R}}, s k_{\mathrm{R}}$, and CT , and returns a message $M$ or a reject symbol $\perp$.
- $\operatorname{Test}\left(p k_{\mathrm{S}}, s k_{\mathrm{S}}, p k_{\mathrm{R}}, t_{\omega}, \mathrm{CT}\right)$ : The test algorithm takes as input $p k_{\mathrm{s}}, s k_{\mathrm{S}}, p k_{\mathrm{R}}, t_{\omega}$, and CT , and returns 1 if $\omega=\omega^{\prime}$, where $\omega^{\prime}$ is the keyword which was used for computing CT, and 0 otherwise.

Suzuki et al. gave a generic construction of SCF-PEKS/PKE by extending the generic construction of SCF-PEKS [25] from anonymous IBE, tag-based encryption (TBE) [38], and one-time signature (OTS). The Suzuki et al. construction is briefly described as follows. The server has a public key and a decryption key of a TBE scheme, and the receiver has a public key and a decryption
key of a TBE scheme and a master public key and a master secret key of an IBE scheme. The Enc algorithm generates a ciphertext as follows. Let (vk, sigk) be a verification key and a signing key of the underlying OTS scheme. vk is regarded as a tag of the underlying TBE scheme, and a plaintext $M$ is encrypted by using the TBE scheme using the receiver public key (let $C_{\mathrm{TBE}, \mathrm{R}}$ be the ciphertext). A keyword $\omega$ is regarded as an identity of the underlying IBE scheme, and a plaintext $R$ is encrypted. Here, $R$ is computed by $R=H_{R}(\mathrm{vk})$ where $H_{R}$ is a target-collision resistant hash function. The relation between $R$ and vk is important for preventing the re-encryption attack. See $[53,54]$ for details. The IBE ciphertext is also encrypted by using the TBE scheme with the same tag vk using the server public key (let $C_{\text {TBE }, \mathrm{S}}$ be the ciphertext). Remark that to encode $v k$ to the tag space of the TBE scheme, we employ a target-collision resistant hash function $H_{\text {TBE }}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}$. Finally, a signature $\sigma$ is computed on two TBE ciphertexts and $R$ by using sigk. A SCF-PEKS/PKE ciphertext is ( $C_{\mathrm{TBE}, \mathrm{S}}, C_{\mathrm{TBE}, \mathrm{R}}, \mathrm{vk}, \sigma$ ). The Dec algorithm computes $R=H_{R}(\mathrm{vk})$ and decrypts $C_{\mathrm{TBE}, \mathrm{R}}$ by using the receiver secret key if $\sigma$ is a valid signature on $\left(C_{\text {TBE }, \mathrm{S}}, C_{\text {TBE }, \mathrm{R}}, R\right)$. The Test algorithm decrypts $C_{\text {TBE,S }}$ using the server secret key, and decrypts the result by using the trapdoor. Let $R^{\prime}$ be the decryption result. The algorithm outputs 1 if $R^{\prime}=H(\mathrm{vk})$ and $\sigma$ is a valid signature on $\left(C_{\mathrm{TBE}, \mathrm{S}}, C_{\mathrm{TBE}, \mathrm{R}}, R^{\prime}\right)$, and 0 otherwise.

Next, we describe a SCF-PEKS/PKE scheme. In addition to employ the strongly robust Gentry IBE scheme, we employ the Ghadafi TBE scheme [34] which is a Type-3 pairings variant of the Kiltz TBE scheme [38]. We also employ the discrete-log-based Wee OTS scheme. We call the instantiation Gentry-Ghadafi-Wee (GGW). For encrypting an IBE ciphertext by using a TBE scheme, usually KEM/DEM framework (KEM stands for key encapsulation mechanism and DEM stands for data encapsulation mechanism) is required since the plaintext space of the TBE scheme is different from the ciphertext space of the IBE scheme. In order to avoid employing the KEM/DEM framework, Emura and Rahman [26] introduced partitioned ciphertext structures where an IBE ciphertext can be split into two parts, $C_{\mathrm{IBE}, 1}$ and $C_{\mathrm{IBE}, 2}$ such that $C_{\mathrm{IBE}, 1}$ only includes an identity (i.e., $C_{\mathrm{IBE}, 2}$ is independent of the identity) and for any common plaintext $M$ and distinct identities $\mathrm{ID}_{0}$ and $\mathrm{ID}_{1}, C_{\mathrm{IBE}, 2}$ can be commonly used for $\left(C_{\mathrm{IBE}, 1}, C_{\mathrm{IBE}, 2}\right) \leftarrow \mathrm{IBE} . E n c\left(\right.$ params, $\left.\mathrm{ID}_{0}, M ; s\right)$ and $\left(C_{\mathrm{IBE}, 1}^{\prime}, C_{\mathrm{IBE}, 2}\right) \leftarrow \mathrm{IBE} . \operatorname{Enc}\left(\right.$ params, $\left.\mathrm{ID}_{1}, M ; s\right)$ if the same randomness $s$ is used. This structure is employed for computing the challenge ciphertext regardless of whether $I D_{0}$ or $I D_{1}$ is encrypted. See [26] for details. If $C_{\mathrm{IBE}, 1}$ belongs to the plaintext space of the TBE scheme (e.g., $C_{\mathrm{IBE}, 1} \in \mathbb{G}_{1}$ ), it is enough to encrypt $C_{\mathrm{IBE}, 1}$, and $C_{\mathrm{IBE}, 2}$ can be directly included to the SCF-PEKS/PKE ciphertext. Remark that $C_{\mathrm{IBE}, 2}$ needs to be a part of signed message. Unfortunately, now $C_{\mathrm{IBE}, 1}=\left(C_{1}, C_{4}\right)$ due to the CCA security, i.e., $C_{1}=g_{1}^{\prime s} g_{1}^{-s I D}$ is generated by ID and $C_{4}$ depends on $C_{1}$ via the hashed value $\beta .{ }^{6}$ Thus, still we need to employ the KEM/DEM framework for encrypting $\left(C_{1}, C_{4}\right)$. In the following construction, we denote $M \odot K$ meaning that the underlying DEM scheme encrypts a plaintext $M$ using $K$.

Without loss of generality, all algorithms use the same Type-3 bilinear groups $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e, p\right)$. Moreover, two TBE schemes also use the same target-collision resistant hash function $H_{\text {TBE }}$ : $\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}$. For the Wee OTS scheme, let $\mathbb{G}$ be a group with prime order $q$ and $g \in \mathbb{G}$ be a generator, and $H_{\text {sig }}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}$ be a collision resistant hash function.

## GGW SCF-PEKS/PKE Scheme:

- KeyGens $\left(1^{\lambda}\right)$ : Let $\bar{g}_{1} \in \mathbb{G}_{1}$ and $\bar{g}_{2} \in \mathbb{G}_{2}$ be generators. Choose $\bar{h}, \bar{w}, \bar{z}, \bar{u}, \bar{v} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, compute $\bar{H}_{1}=\bar{g}_{1}^{\bar{h}}, \bar{H}_{2}=\bar{g}_{2}^{\bar{h}}, \bar{U}_{1}=\bar{H}_{1}^{\bar{u}}, \bar{U}_{2}=\bar{H}_{2}^{\bar{u}}, \bar{V}_{1}=\bar{U}_{1}^{1 / \bar{v}}, \bar{V}_{2}=\bar{U}_{2}^{1 / \bar{v}}, \bar{W}_{1}=\bar{H}_{1}^{\bar{w}}, \bar{W}_{2}=\bar{H}_{2}^{\bar{w}}, \bar{Z}_{1}=\bar{V}_{1}^{\bar{z}}$,

[^4]and $\bar{Z}_{2}=\bar{V}_{2}^{\bar{z}}$. Return a server public key $p k_{\mathrm{S}}=\left(\bar{g}_{1}, \bar{g}_{2}, \bar{H}_{1}, \bar{H}_{2}, \bar{U}_{1}, \bar{U}_{2}, \bar{V}_{1}, \bar{V}_{2}, \bar{W}_{1}, \bar{W}_{2}, \bar{Z}_{1}\right.$, $\left.\bar{Z}_{2}, H_{\mathrm{TBE}}\right)$ and a server secret key $s k_{\mathrm{S}}=(\bar{u}, \bar{v})$.

- KeyGen ${ }_{\mathrm{R}}\left(1^{\lambda}\right)$ : Let $g_{1}, \hat{g}_{1} \in \mathbb{G}_{1}, g_{2}, \hat{g}_{2} \in \mathbb{G}_{2}$, and $g \in \mathbb{G}$ be generators. Choose $K \stackrel{\$}{\leftarrow}\{0,1\}^{\lambda}$, $g^{\prime}, h^{\prime} \stackrel{\$}{\leftarrow} \mathbb{G}_{1}, \alpha \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, and $h_{1}, h_{2}, h_{3} \stackrel{\$}{\leftarrow} \mathbb{G}_{2}$, and compute $g_{1}^{\prime}=g_{1}^{\alpha}$. Let $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}$ be a universal one-way hash function. Choose $\hat{h}, \hat{w}, \hat{,}, \hat{u}, \hat{v} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, compute $\hat{H}_{1}=\hat{g}_{1}^{\hat{h}}, \hat{H}_{2}=\hat{g}_{2}^{\hat{h}}$, $\hat{U}_{1}=\hat{H}_{1}^{\hat{u}}, \hat{U}_{2}=\hat{H}_{2}^{\hat{u}}, \hat{V}_{1}=\hat{U}_{1}^{1 / \hat{v}}, \hat{V}_{2}=\hat{U}_{2}^{1 / \hat{v}}, \hat{W}_{1}=\hat{H}_{1}^{\hat{u}}, \hat{W}_{2}=\hat{H}_{2}^{\hat{u}}, \hat{Z}_{1}=\hat{V}_{1}^{\hat{z}}$, and $\hat{Z}_{2}=\hat{V}_{2}^{\hat{z}}$. Let $H_{\text {sig }}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}$ be a collision resistant hash function. Return a receiver public key $p k_{\mathrm{R}}=\left(K, g^{\prime}, h^{\prime}, g_{1}, g_{1}^{\prime}, g_{2}, h_{1}, h_{2}, h_{3}, H, \hat{g}_{1}, \hat{g}_{2}, \hat{H}_{1}, \hat{H}_{2}, \hat{U}_{1}, \hat{U}_{2}, \hat{V}_{1}, \hat{V}_{2}, \hat{W}_{1}, \hat{W}_{2}\right.$, $\left.\hat{Z}_{1}, \hat{Z}_{2}, H_{\text {TBE }}, g, H_{\text {sig }}\right)$ and a receiver secret key $s k_{\mathrm{R}}=(\alpha, \hat{u}, \hat{v})$.
- Trapdoor $\left(p k_{\mathrm{R}}, s k_{\mathrm{R}}, \omega\right)$ : Parse $p k_{\mathrm{R}}=\left(K, g^{\prime}, h^{\prime}, g_{1}, g_{1}^{\prime}, g_{2}, h_{1}, h_{2}, h_{3}, H, \hat{g}_{1}, \hat{g}_{2}, \hat{H}_{1}, \hat{H}_{2}, \hat{U}_{1}, \hat{U}_{2}, \hat{V}_{1}\right.$, $\left.\hat{V}_{2}, \hat{W}_{1}, \hat{W}_{2}, \hat{Z}_{1}, \hat{Z}_{2}, H_{\text {TBE }}, g, H_{\text {sig }}\right)$ and $s k_{\mathrm{R}}=(\alpha, \hat{u}, \hat{v})$. For a keyword $\omega \in \mathbb{Z}_{p}$, for $i=1,2,3$ choose $r_{\omega, i} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, compute $h_{\omega, i}=\left(h_{i} g_{2}^{r_{\omega, i}}\right)^{1 /(\alpha-\omega)}$, set $t_{\omega}:=\left(\omega,\left(r_{\omega, i}, h_{\omega, i}\right)_{i=1}^{3}\right)$, and return $t_{\omega}$.
- $\operatorname{Enc}\left(p k_{\mathrm{S}}, p k_{\mathrm{R}}, \omega, M\right):$ Parse $p k_{\mathrm{S}}=\left(\bar{g}_{1}, \bar{g}_{2}, \bar{H}_{1}, \bar{H}_{2}, \bar{U}_{1}, \bar{U}_{2}, \bar{V}_{1}, \bar{V}_{2}, \bar{W}_{1}, \bar{W}_{2}, \bar{Z}_{1}, \bar{Z}_{2}, H_{\mathrm{TBE}}\right)$ and $p k_{\mathrm{R}}=\left(K, g^{\prime}, h^{\prime}, g_{1}, g_{1}^{\prime}, g_{2}, h_{1}, h_{2}, h_{3}, H, \hat{g}_{1}, \hat{g}_{2}, \hat{H}_{1}, \hat{H}_{2}, \hat{U}_{1}, \hat{U}_{2}, \hat{V}_{1}, \hat{V}_{2}, \hat{W}_{1}, \hat{W}_{2}, \hat{Z}_{1}, \hat{Z}_{2}, H_{\text {TBE }}, g, H_{\text {sig }}\right)$.
- Generate OTS keys: Choose $s_{0}, s_{1}, x \stackrel{\$}{\leftarrow} \mathbb{Z}_{q}$ and compute $u_{0}=g^{s_{0}}, u_{1}=g^{s_{1}}$, and $c=g^{x}$. Set vk $:=\left(u_{0}, u_{1}, c\right)$.
- Compute IBE ciphertext for $R$ : Choose dec $\stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and compute com $=g^{\prime \omega} h^{\prime d e c}$. Choose $s \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$. Compute $R=H_{R}(\mathrm{vk}), C_{1}=g_{1}^{\prime s} g_{1}^{-s \omega}, C_{2}=e\left(g_{1}, g_{2}\right)^{s}, C_{3}=$ $[R||K|| d e c] e\left(g_{1}, h_{1}\right)^{-s}, \beta=H\left(C_{1}, C_{2}, C_{3}\right)$, and $C_{4}=e\left(g_{1}, h_{2}\right)^{s} e\left(g_{1}, h_{3}\right)^{s \beta}$. Set $C_{\mathrm{IBE}, 1}:=$ $\left(C_{1}, C_{4}\right)$ and $C_{\text {lBE, } 2}:=\left(\mathrm{com}, C_{2}, C_{3}\right)$.
- Compute TBE ciphertext for $C_{\mathrm{IBE}, 1}$ : Compute $t=H_{\mathrm{TBE}}(\mathrm{vk})$. Choose $\bar{r}_{1}, \bar{r}_{2} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$. Compute $\bar{C}_{1}=\bar{H}_{1}^{\bar{r}_{1}}, \bar{C}_{2}=\bar{V}_{1}^{\bar{r}_{2}}, \bar{C}_{3}=C_{\mathrm{IBE}, 1} \odot \bar{U}_{1}^{\bar{r}_{1}+\bar{r}_{2}}, \bar{C}_{4}=\left(\bar{U}_{1}^{t} \bar{W}_{1}\right)^{\bar{r}_{1}}$, and $\bar{C}_{5}=\left(\bar{U}_{1}^{t} \bar{Z}_{1}\right)^{\bar{r}_{2}}$. Set $C_{\mathrm{TBE}, \mathrm{S}}:=\left(\bar{C}_{1}, \bar{C}_{2}, \bar{C}_{3}, \bar{C}_{4}, \bar{C}_{5}\right)$.
- Compute TBE ciphertext for $M$ : Compute $t=H_{\text {TBE }}(\mathrm{vk})$. Choose $\hat{r}_{1}, \hat{r}_{2} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$. $\hat{C}_{1}=$ $\hat{H}_{1}^{\hat{r}_{1}}, \hat{C}_{2}=\hat{V}_{1}^{\hat{r}_{2}}, \hat{C}_{3}=M \hat{U}_{1}^{\hat{r}_{1}+\hat{r}_{2}}, \hat{C}_{4}=\left(\hat{U}_{1}^{t} \hat{W}_{1}\right)^{\hat{r}_{1}}$, and $\hat{C}_{5}=\left(\hat{U}_{1}^{t} \hat{Z}_{1}\right)^{\hat{r}_{2}}$. Set $C_{\mathrm{TBE}, \mathrm{R}}:=$ $\left(\hat{C}_{1}, \hat{C}_{2}, \hat{C}_{3}, \hat{C}_{4}, \hat{C}_{5}\right)$.
- Compute OTS for ( $\left.C_{\mathrm{IBE}, 2}, C_{\mathrm{TBE}, \mathrm{S}}, C_{\mathrm{TBE}, \mathrm{R}}, R\right)$ : Choose $e^{\prime} \stackrel{\$}{\leftarrow} \mathbb{Z}_{q}$, compute $w^{\prime}=x+e^{\prime} s_{0}+$ $\left(H_{\mathrm{sig}}\left(C_{\mathrm{IBE}, 2}, C_{\mathrm{TBE}, \mathrm{S}}, C_{\mathrm{TBE}, \mathrm{R}}, R\right)+e^{\prime}\right) s_{1}$, and set $\sigma:=\left(e^{\prime}, \omega^{\prime}\right)$.

Return $\mathrm{CT}=\left(C_{\mathrm{IBE}, 2}, C_{\mathrm{TBE}, \mathrm{S}}, C_{\mathrm{TBE}, \mathrm{R}}, \mathrm{vk}, \sigma\right)$.

- $\operatorname{Dec}\left(p k_{\mathrm{R}}, s k_{\mathrm{R}}, \mathrm{CT}\right):$ Parse $p k_{\mathrm{R}}=\left(K, g^{\prime}, h^{\prime}, g_{1}, g_{1}^{\prime}, g_{2}, h_{1}, h_{2}, h_{3}, H, \hat{g}_{1}, \hat{g}_{2}, \hat{H}_{1}, \hat{H}_{2}, \hat{U}_{1}, \hat{U}_{2}, \hat{V}_{1}, \hat{V}_{2}\right.$, $\left.\hat{W}_{1}, \hat{W}_{2}, \hat{Z}_{1}, \hat{Z}_{2}, H_{\mathrm{TBE}}, g, H_{\mathrm{sig}}\right), s k_{\mathrm{R}}=(\alpha, \hat{u}, \hat{v})$, and $\mathrm{CT}=\left(C_{\mathrm{IBE}, 2}, C_{\mathrm{TBE}, \mathrm{S}}, C_{\mathrm{TBE}, \mathrm{R}}, \mathrm{vk}, \sigma\right)$.
- Verify OTS $\sigma$ : Parse $\mathrm{vk}=\left(u_{0}, u_{1}, c\right)$ and $\sigma=\left(e^{\prime}, \omega^{\prime}\right)$. Compute $R=H_{R}(\mathrm{vk})$. If $g^{\omega^{\prime}} \neq c \cdot u_{0}^{e^{\prime}} \cdot u_{1}^{H_{\mathrm{Sig}}\left(C_{\mathrm{IBE}, 2}, C_{\mathrm{TBE}, \mathrm{S}}, C_{\mathrm{TBE}, \mathrm{R},}, R\right)+e^{\prime}}$ then output $\perp$.
- Decrypt TBE ciphertext $C_{\mathrm{TBE}, \mathrm{R}}:$ Parse $C_{\mathrm{TBE}, \mathrm{R}}=\left(\hat{C}_{1}, \hat{C}_{2}, \hat{C}_{3}, \hat{C}_{4}, \hat{C}_{5}\right)$. If $e\left(\hat{C}_{1}, \hat{U}_{2}^{t} \hat{W}_{2}\right) \neq$ $e\left(\hat{C}_{4}, \hat{H}_{2}\right)$ or $e\left(\hat{C}_{2}, \hat{U}_{2}^{t} \hat{Z}_{2}\right) \neq e\left(\hat{C}_{5}, \hat{V}_{2}\right)$, then output $\perp$. Otherwise, return $M=\hat{C}_{3} / \hat{C}_{1}^{\hat{u}} \hat{C}_{2}^{\hat{v}}$.
- Test $\left(p k_{\mathrm{S}}, s k_{\mathrm{S}}, p k_{\mathrm{R}}, t_{\omega}, \mathrm{CT}\right):$ Parse $p k_{\mathrm{S}}=\left(\bar{g}_{1}, \bar{g}_{2}, \bar{H}_{1}, \bar{H}_{2}, \bar{U}_{1}, \bar{U}_{2}, \bar{V}_{1}, \bar{V}_{2}, \bar{W}_{1}, \bar{W}_{2}, \bar{Z}_{1}, \bar{Z}_{2}, H_{\mathrm{TBE}}\right)$, $s k_{\mathrm{S}}=(\bar{u}, \bar{v}), p k_{\mathrm{R}}=\left(K, g^{\prime}, h^{\prime}, g_{1}, g_{1}^{\prime}, g_{2}, h_{1}, h_{2}, h_{3}, H, \hat{g}_{1}, \hat{g}_{2}, \hat{H}_{1}, \hat{H}_{2}, \hat{U}_{1}, \hat{U}_{2}, \hat{V}_{1}, \hat{V}_{2}, \hat{W}_{1}, \hat{W}_{2}, \hat{Z}_{1}, \hat{Z}_{2}\right.$, $\left.H_{\mathrm{TBE}}, g, H_{\mathrm{sig}}\right), t_{\omega}=\left(\omega,\left(r_{\omega, i}, h_{\omega, i}\right)_{i=1}^{3}\right)$, and $\mathrm{CT}=\left(C_{\mathrm{IBE}, 2}, C_{\mathrm{TBE}, \mathrm{S}}, C_{\mathrm{TBE}, \mathrm{R}}, \mathrm{vk}, \sigma\right)$.
- Decrypt TBE ciphertext $C_{\mathrm{TBE}, \mathrm{S}}$ : Parse $C_{\mathrm{TBE}, \mathrm{S}}=\left(\bar{C}_{1}, \bar{C}_{2}, \bar{C}_{3}, \bar{C}_{4}, \bar{C}_{5}\right)$. If $e\left(\bar{C}_{1}, \bar{U}_{2}^{t} \bar{W}_{2}\right) \neq$ $e\left(\bar{C}_{4}, \bar{H}_{2}\right)$ or $e\left(\bar{C}_{2}, \bar{U}_{2}^{t} \bar{Z}_{2}\right) \neq e\left(\bar{C}_{5}, \bar{V}_{2}\right)$, then output 0 . Otherwise, set $C_{\mathrm{IBE}, 1}=\bar{C}_{3} \odot \bar{C}_{1}^{\bar{u}} \bar{C}_{2}^{\bar{v}}$.
- Decrypt IBE ciphertext $\left(C_{\mathrm{IBE}, 1}, C_{\mathrm{IBE}, 2}\right)$ : Parse $C_{\mathrm{IBE}, 1}=\left(C_{1}, C_{4}\right), C_{\mathrm{IBE}, 2}=\left(\operatorname{com}, C_{2}, C_{3}\right)$, and $t_{\omega}=\left(\omega,\left(r_{\omega, i}, h_{\omega, i}\right)_{i=1}^{3}\right)$. Compute $\beta=H\left(C_{1}, C_{2}, C_{3}\right)$. If $C_{4} \neq e\left(C_{1}, h_{\omega, 2} h_{\omega, 3}^{\beta}\right) C_{2}^{r_{\omega, 2}+r_{\omega, 3} \beta}$, then output 0 . Otherwise, compute $\left[R^{\prime}\left\|K^{\prime}\right\| d e c\right]=C_{3} e\left(C_{1}, h_{\omega, 1}\right) C_{2}^{r_{\omega, 1}}$. Output 0 if $K^{\prime} \neq K$. Otherwise, output $\perp$ if com $\neq g^{\prime \omega} h^{\prime d e c}$. Otherwise, output 0 if $R^{\prime} \neq H_{R}(\mathrm{vk})$.
- Verify OTS $\sigma$ : Parse $\mathbf{v k}=\left(u_{0}, u_{1}, c\right)$ and $\sigma=\left(e^{\prime}, \omega^{\prime}\right)$. If $g^{\omega^{\prime}} \neq c \cdot u_{0}^{e^{\prime}} \cdot u_{1}^{H_{\mathrm{Sig}}\left(C_{\text {IBE }, 2}, C_{\text {TBE }, ~}, C_{\text {TBE }, R}, R^{\prime}\right)+e^{\prime}}$ then output 0 . Otherwise, output 1.
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[^0]:    *An extended abstract appears in the Seventh International Symposium on Computing and Networking (CANDAR 2019) [45]. After publishing the conference version, the mcl library v1.00 (released on September 30, 2019) supports functions for computing multi-scalar multiplications (mclBnG1_mulVec, mclBnG2_mulVec, and mclBnGT_powVec) that were not employed in our implementation. In this version, we employ these functions and re-implement IBE schemes (Section 5). Moreover, we add an application of robust IBEs to searchable encryption (Section 6).

[^1]:    ${ }^{1}$ As a remark, they explicitly gave a strongly robust CCA secure Cramer-Shoup PKE scheme in their paper.
    ${ }^{2}$ Aoki [9] mentioned that majority of the cryptographic algorithms that guarantee security require assumptions, but it is sometimes not clearly written.

[^2]:    ${ }^{3}$ As another robustnesses notions, Mohassel [44] defined robustness for key-encapsulation mechanisms, Farshim et al. [30] defined robustness for symmetric primitives (authenticated-encryption, message-authentication codes and pseudo-random functions), and Géraud et al. [33] defined robustness for functional encryption and digital signatures.
    ${ }^{4}$ The mcl library employs somewhat different construction where intermediately construct $\mathbb{F}_{r^{6}}:=\mathbb{F}_{r^{2}}[X] /\left(X^{3}-\xi\right)$, and then extend it by the degree 2 . We remark that our encoding still works.

[^3]:    ${ }^{5}$ We remark that we just consider whether information of keyword is revealed from the "ciphertext" or not as a standard security requirement of PEKS. Thus, the server may obtain information of keyword when it runs the test algorithm. Especially, in some schemes (e.g., PEKS-STAT [3]) a keyword to be searched is directly contained in a trapdoor. Then, obviously the server can know what keyword is searched. Our SCF-PEKS/PKE instantiation also follows this structure due to strong robustness. More concretely, the IBE decryption algorithm needs to know the identity for checking the validity of the commitment contained in the ciphertext. How to prevent the information leakage, i.e., preventing keyword guessing attacks [28], is left as a future work.

[^4]:    ${ }^{6}$ We remark that a commitment com is also generated by ID. However, thanks to the perfect hiding property of the Pedersen commitment scheme, for any value com $\in \mathbb{G}_{1}$ and distinct $\mathrm{ID}_{0}, \mathrm{ID}_{1} \in \mathbb{Z}_{p}$ there exists dec, dec $c_{1} \in \mathbb{Z}_{p}$ such that com $=g^{\prime \mathrm{D}_{0}} h^{\prime \operatorname{dec}_{0}}=g^{\prime \mathrm{ID}_{1}} h^{\prime{ }^{d e c_{1}}}$. Thus, com is not required to be a part of $C_{\mathrm{IBE}, 1}$.

