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#### Abstract

The block cipher Jarvis and the hash function Friday, both members of the MARVELLous family of cryptographic primitives, were recently proposed as custom designs aimed at addressing bottlenecks involving practical applications of STARKs. In the proposal several types of algebraic attacks were ruled out, and security arguments from RijnDAEL/AES were used to inform the choice for the number of rounds, with extra security margin added. In this work we describe new algebraic attacks on Jarvis and Friday using Gröbner bases, showing that the proposed number of rounds is not sufficient to provide security. In Jarvis, the round function is obtained by combining a finite field inversion S-box with a full-degree linearised permutation polynomial. However, we show that even though the high degree of this polynomial should prevent some algebraic attacks (as claimed by the designers), their particular algebraic properties make the designs vulnerable to Gröbner basis attacks. Our analysis illustrates that block cipher designs for "algebraic platforms" such as STARKs, FHE or MPC may be particularly vulnerable to algebraic attacks. Finally, we argue that MiMC - a cipher similar in structure to JARVIS - is resistant against our proposed attack strategy.


## 1 Introduction

Background. Whenever a computation on sensitive data is outsourced to an untrusted machine, one has to ensure that the result is correct. Examples are database updates, user authentication, elections, etc. The problem, formally called the computational integrity, has been theoretically solved since the 1990s with the emergence of the PCP theorem, but the actual performance was too
poor to handle any computation of practical interest. Only recently a few proof systems have appeared where the proving time is superlinear in the computation length (which is typically represented as an arithmetic circuit): ZK-SNARKs Par +13 , Bulletproofs Bün+18, ZK-STARKs Ben+18. While they all share the overall structure, these proof systems differ in details such the need of a trusted setup, proof size, verifier scalability, and post-quantum resistance.

The cryptographic protocols that make use of such systems for zero-knowledge proofs often face the problem that whenever a hash function is involved, the associate circuit is typically long and complex, and hash computation becomes a bottleneck in the proof. An example is the Zerocash cryptocurrency protocol Ben +14 : in order to spend a coin anonymously, one has to present a zeroknowledge proof that the coin is in the set of all valid coins, represented by a Merkle tree with coins as leaves. When a classical SHA-256 is used in the Merkle tree, the proof generation takes almost a minute, which represents a real obstacle to the widespread use of ZCash or similar designs. Other examples are hash-based digital signatures, where the signer proves the knowledge of the preimage to the public key.

The demand for hash functions tailored to specific proof systems has been high, but few alternatives have appeared: the hash based on Pedersen commitments Hop+19, MPC-oriented LowMC Alb+15, and big-prime-field MiMC |Alb +16$]$. Even worse, different ZK proof systems use distinct computation representations. Concretely, ZK-SNARKs prefer prime scalar fields of pairing-friendly curves, Bulletproofs uses a scalar field of a fast curve, whereas ZK-STARKs are most comfortable with smaller binary fields. This further limits the design space of friendly hash functions.
$S T A R K$. ZK-STARK $\overline{B e n+18]}$ is a novel proof system which, in contrast to SNARKs, does not need a trusted setup phase and relies only on the existence of collision-resistant hash functions for its security claim. The computation is represented as an execution trace, with polynomial relations among the trace elements. Concretely, the trace registers must be binary field elements (or in the field with a big binary subfield), and the polynomials should have low degree. The proof generation time is approximately ${ }^{6} O(S \log S)$, where

$$
S \approx \text { (Maximum polynomial degree } \times \text { Trace length })
$$

The STARK paper came with a proposal to use a Rijndael-based hash functions, but as these have been shown to be insecure KBN09, custom designs are clearly needed.

Jarvis and Friday. Ashur and Dhooghe recently addressed this need with the block cipher Jarvis and the hash function Friday AD18]. Albeit similar in spirit to MiMC, it introduces novel design elements in the hope to considerably reduce the number of rounds, while still providing adequate security. In their proposal, several types of algebraic attacks were ruled out, and security

[^0]arguments from RijndaEL/AES were used to inform the choice of a number of rounds, leading to a statement that attacks were expected to cover up to three rounds only. An extra security margin was added, leading to a recommendation of 10 rounds for the variant with an expected security of 128 bits. Variants with higher security expectation were also specified.

The new designs are particularly interesting in the context of STARKs, where they aim to minimise the cost metric, and indeed were shown to perform better than comparable alternatives (e.g. Pedersen hashes).

Algebraic Attacks. This class of attack proceeds by modelling the underlying primitive as a multivariate system of equations which is then solved using off-the-shelf Gröbner basis Buc65, CLO97 algorithms Buc65; Fau99; Fau02]. After some initial successes against some stream cipher constructions Cou03b; Cou03a algebraic attacks were also considered against block ciphers MR02; CB07], albeit with limited success. Indeed, even approaches combining algebraic and statistical techniques AC09 were later shown not to outperform known techniques Wan +11 . Thus, algebraic attacks are typically not considered a major concern for new block ciphers. We note however that Gröbner basis methods have proven fruitful for attacking some public-key schemes Fau+10, AG11; Alb +14 ; FPP14, Fau+15.

Our Contribution. We show that while the overall design approach of JaRVIS and Friday seems sound, the choice for the number of rounds is not sufficient. In particular, we show that we can mount attacks on the full-round versions of the primitives by computing Gröbner bases. This highlights that designers of symmetric-key constructions targeting "algebraic platforms" such as STARKs, FHE and MPC, must pay particular attention to this class of attacks, and algebraic attacks should receive renewed attention from the cryptographic community.

Organization. The remainder of the work is organised as follows. In Section 2 we briefly describe the block cipher Jarvis and the hash function Friday. Following, we sketch various algebraic attacks in Section 3 including higher-order differential attacks, interpolation attacks, and in particular attacks using Gröbner bases. In the following sections, we describe our attacks, including key-recovery attacks on Jarvis in Section 4 and preimage attacks on Friday in Section 5 . In Section 6, we describe our experimental results from running our attacks and discuss our findings. Finally, in Section 7 we analyse the S-box layer of Jarvis and compare it to the AES.

## 2 MARVELLOUS

MARVELLous AD18 is a family of cryptographic primitives mainly designed for STARK applications. It includes the block cipher Jarvis and Friday, a hash function based on this block cipher. We briefly describe the two primitives in this section.

As usual, we identify functions on $\mathbb{F}_{2^{n}}$ with elements in the quotient ring

$$
\mathcal{R}:=\mathbb{F}_{2^{n}}[X] /\left\langle X^{2^{n}}-X\right\rangle
$$

Whenever it is clear from the context, we refer to the corresponding polynomial representation in the above quotient ring when we speak of a function on $\mathbb{F}_{2^{n}}$ and use the abbreviating notation $F(X)$, or just $F$, for the $\operatorname{coset} F(X)+\left\langle X^{2^{n}}-X\right\rangle \in$ $\mathcal{R}$.

### 2.1 J ARVIS

JARVIS is a family of block ciphers working with a state and a key of $n$ bits, thus working entirely over the finite field $\mathbb{F}_{2^{n}}$. The construction is based on ideas used by the AES, most prominently the wide-trail design strategy, which guarantees security against differential and linear (statistical) attacks. However, where AES uses multiple small S-boxes in every round, Jarvis applies a single nonlinear transformation to the whole state, essentially using one large $n$-bit S-box. The S-box of Jarvis is defined as the generalised inverse function $S: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ with

$$
S(x):= \begin{cases}x^{-1} & x \neq 0 \\ 0 & x=0\end{cases}
$$

which corresponds to the element

$$
S(X):=X^{2^{n}-2} \in \mathcal{R}
$$

We note that this specific S-box makes the construction efficient in the STARK setting, because verifying it uses only one quadratic constraint (note that the equality $\frac{1}{x}=y$ is equivalent to the equality $x \cdot y=1$, and the constraint for the full S-box can be written as $x^{2} \cdot y+x=0$ ) - we refer to (Ben+18; AD18] for more details on this fact.

The linear layer of JARVIS is composed by evaluating a high-degree affine polynomial

$$
A(X):=L(X)+\hat{c} \in \mathcal{R}
$$

where $\hat{c} \in \mathbb{F}_{2^{n}}$ is a constant and

$$
L(X):=\sum_{i=0}^{n-1} l_{2^{i}} \cdot X^{2^{i}} \in \mathcal{R}
$$

is a linearised permutation polynomial. Note that the set of all linearised permutation polynomials in $\mathcal{R}$ forms a group under composition modulo $X^{2^{n}}-X$, also known as the Betti-Mathieu group [LN96].

In Jarvis, the polynomial $A$ is split into two affine monic permutation polynomials $B, C$ of degree 4 , which means

$$
B(X):=L_{B}(X)+b:=X^{4}+b_{2} X^{2}+b_{1} X+b_{0} \in \mathcal{R}
$$

and

$$
C(X):=L_{C}(X)+c:=X^{4}+c_{2} X^{2}+c_{1} X+c_{0} \in \mathcal{R}
$$

satisfy the equation

$$
A=C \circ B^{-1}
$$

The operator $\circ$ indicates composition modulo $X^{2^{n}}-X$ and $B^{-1}$ denotes the compositional inverse of $B$ (with respect to the operator $\circ$ ) given by

$$
B^{-1}(X):=L_{B}^{-1}(X)+L_{B}^{-1}\left(b_{0}\right)
$$

Here, $L_{B}{ }^{-1}$ denotes the inverse of $L_{B}$ under composition modulo $X^{2^{n}}-X$, or in other words, the inverse of $L_{B}$ in the Betti-Mathieu group. We highlight that the inverse $B^{-1}$ shares the same affine structure with $B$, i.e. it is composed of a linearised permutation polynomial $L_{B}^{-1}$ and a constant term in $\mathbb{F}_{2^{n}}$, but has a much higher degree.

One round of Jarvis is shown in Figure 1. Additionally, a whitening key $k_{0}$ is applied before the first round.


Fig. 1: One round of the Jarvis block cipher. For simplicity, the addition of the whitening key is omitted.

Key Schedule The key schedule of Jarvis shares similarities with the round function itself, the main difference being that the affine transformations are omitted. In the key schedule, the first key $k_{0}$ is the master key and the next round key $k_{i+1}$ is calculated by adding a round constant $c_{i}$ to the (generalised) inverse $S\left(k_{i}\right)$ of the previous round key $k_{i}$. One round of the key schedule is depicted in Figure 2

The first round constant $c_{0}$ is randomly selected from $\mathbb{F}_{2^{n}}$, while subsequent round constants $c_{i}, 1 \leq i \leq r$, are calculated using the relation

$$
c_{i}:=a \cdot c_{i-1}+b
$$

for random elements $a, b \in \mathbb{F}_{2^{n}}$.

Instantiations The authors of AD18 propose four instances of JARVIS- $n$, where $n \in\{128,160,192,256\}$. For each of these instances the values $c_{1}, a, b$, and the polynomials $B$ and $C$ are specified. Table 1 presents the recommended number of rounds $r$ for each instance, where the claimed security level is equal to the key size (and state size) $n$. We will use $r \in \mathbb{N}$ throughout the this paper to denote the number of rounds of a specific instance.


Fig. 2: The key schedule used by the Jarvis block cipher.

| Instance | $n$ | Number of rounds $r$ |
| :---: | :---: | :---: |
| Jarvis-128 | 128 | 10 |
| Jarvis-160 | 160 | 11 |
| Jarvis-192 | 192 | 12 |
| Jarvis-256 | 256 | 14 |

Table 1: Instances of the Jarvis block cipher.

### 2.2 Friday

Friday is a hash function based on a Merkle-Damgård construction, where the block cipher JaRVIS is transformed into a compression function using the Miyaguchi-Preneel scheme. In this scheme, a (padded) message block $m_{i}, 1 \leq$ $i \leq t$, serves as input $m$ to a block cipher $E(m, k)$ and the respective previous hash value $h_{i-1}$ serves as key $k$. The output of the block cipher is then added to the sum of $m_{i}$ and $h_{i-1}$, resulting in the new hash value $h_{i}$. The first hash value $h_{0}$ is an initialization vector and taken to be the zero element in $\mathbb{F}_{2^{n}}$ in case of Friday. The final state $h_{t}$ is eventually the output of the hash function. Summarising, the hash function Friday is defined by the iterative formula

$$
\begin{aligned}
h_{0} & :=I V:=0, \\
h_{i} & :=E\left(m_{i}, h_{i-1}\right)+h_{i-1}+m_{i},
\end{aligned}
$$

and illustrated in Figure 3


Fig. 3: The Friday hash function.

## 3 Overview of Algebraic Attacks on Jarvis and Friday

From an algebraic point of view, JARVIS offers security mainly by providing a high degree for its linear transformations and for the S-box. The authors anal-
yse the security against various algebraic attack vectors, such as higher-order differential attacks and interpolation attacks.

### 3.1 Higher-Order Differential Attacks

Higher-order differential attacks Knu95 can be regarded as algebraic attacks that exploit the low algebraic degree of a nonlinear transformation. If this degree is low enough, an attack using multiple plaintexts and their corresponding ciphertexts can be mounted. In more detail, if the algebraic degree of a permutation $f$ is $d$, then when applying $f$ to all elements of an affine vector space $\mathcal{V} \oplus c$ of dimension $>d$ and taking the sum of these values, the result is 0 , i.e.

$$
\bigoplus_{v \in \mathcal{V} \oplus c} v=\bigoplus_{v \in \mathcal{V} \oplus c} f(v)=0
$$

Finding such a distinguisher possibly allows the attacker to recover the secret key.

However, higher-order differential attacks pose no threat to Jarvis. Indeed, the algebraic degree of $f(x)=x^{2^{n}-2}$ is the hamming weight of $2^{n}-2$, which is equal to $n-1$ and thus maximal (note that the S -box is a permutation). This makes higher-order differential attacks and zero-sum distinguishers infeasible after only one round of JaRVIS.

### 3.2 Interpolation Attacks

Interpolation attacks were introduced in 1997 JK97 and are another type of algebraic attack where the attacker constructs the polynomial corresponding to the encryption (or decryption) function without having to know the secret key. The basis of interpolation attacks is a consequence of the Fundamental Theorem of Algebra: given $d+1$ pairs $\left(x_{0}, y_{0}\right), \ldots,\left(x_{d}, y_{d}\right)$ of elements in a certain field $\mathbb{F}$, there is a unique polynomial $P(X) \in \mathbb{F}[X]$ of degree at most $d$ which satisfies

$$
P\left(x_{i}\right)=y_{i}
$$

for all $0 \leq i \leq d$. To put it another way, the polynomial $P(X)$ interpolates the given pairs $\left(x_{i}, y_{i}\right)$, which is why it deserves the denotation interpolation polynomial. There are several approaches for calculting all the coefficients of the interpolation polynomial. A classical technique is to choose Lagrange's basis $\left(L_{0}, L_{1}, \ldots, L_{d}\right)$, with

$$
L_{i}(X):=\prod_{\substack{j=0 \\ j \neq i}}^{d} \frac{X-x_{j}}{x_{i}-x_{j}} \in \mathbb{F}[X]
$$

as a basis for the vector space $\mathbb{F}[X]$ and read off the solution $\left(p_{0}, \ldots, p_{d}\right)$ from the resulting system of equations

$$
y_{i}=P\left(x_{i}\right)=p_{0} L_{0}\left(x_{i}\right)+p_{1} L_{1}\left(x_{i}\right)+\ldots+p_{d} L_{d}\left(x_{i}\right), 0 \leq i \leq d
$$

Lagrange's basis leads to a complexity of $\mathcal{O}\left(d^{2}\right)$ field operations and so does Newton's basis $\left\{N_{0}, N_{1}, \ldots, N_{d}\right\}$ with

$$
N_{i}(X):=\prod_{j=0}^{i-1}\left(X-x_{j}\right) \in \mathbb{F}[X]
$$

A different approach uses the fact that polynomial interpolation can be reduced to polynomial evaluation, as discussed by Horowitz Hor72 and Kung Kun73, leading to a complexity of $\mathcal{O}\left(d \log ^{2} d\right)$ field operations. In essence, this approach relies on the Fast Fourier Transform for polynomial multiplication.

From the above complexity estimates, it is thus desirable that the polynomial representation of the encryption function reaches a high degree and forces all possible monomials to appear. In Jarvis, a high word-level degree is already reached after only one round; additionally the polynomial expression of the encryption function is also dense after only two rounds. This means that interpolation attacks pose no threat to Jarvis.

### 3.3 Gröbner Basis Attacks

The first step in a Gröbner basis attack is to describe the primitive by a system of polynomial equations. Subsequently, a Gröbner basis Buc65; CLO97 for the ideal defined by the corresponding polynomials is calculated and finally used to solve for specified variables. In more detail, Gröbner basis attacks consist of three phases:

1. Set up an equation system and compute a Gröbner basis (typically for the degrevlex term order for performance reasons) using an algorithm such as Buchberger's algorithm Buc65], F4 Fau99 or F5 Fau02.
2. Perform a change of term ordering for the computed Gröbner basis (typically going from the degrevlex term order to the lex one, which facilitates computing elimination ideals and hence eliminating variables) using an algorithm such as FGLM Fau+93. Note that in our applications all systems of algebraic equations are zero-dimensional, i.e. they have a finite number of solutions.
3. Solve the univariate equation for the last variable using a polynomial factoring algorithm, substitute into other equations to obtain the full solution of the system.

Cost of Gröbner Basis Computation. For a generic system of $n_{e}$ polynomial equations

$$
F_{1}\left(x_{1}, \ldots, x_{n_{v}}\right)=F_{2}\left(x_{1}, \ldots, x_{n_{v}}\right)=\cdots=F_{n_{e}}\left(x_{1}, \ldots, x_{n_{v}}\right)=0
$$

in $n_{v}$ variables $x_{1}, \ldots, x_{n_{v}}$, the complexity of computing a Gröbner basis BFP12 is

$$
\begin{equation*}
\mathcal{C}_{\mathrm{GB}} \in \mathcal{O}\left(\binom{n_{v}+D_{\mathrm{reg}}}{D_{\mathrm{reg}}}^{\omega}\right) \tag{1}
\end{equation*}
$$

where $2 \leq \omega<3$ is the linear algebra exponent representing the complexity of matrix multiplication and $D_{\text {reg }}$ is the degree of regularity. The constants hidden by $\mathcal{O}(\cdot)$ are relatively small, which is why $\binom{n_{0}+D_{\text {reg }}}{D_{\text {reg }}}^{\omega}$ is typically used directly. In general, computing the degree of regularity is a hard problem. However, the degree of regularity for "regular sequences" Bar +05 is given by

$$
\begin{equation*}
D_{\mathrm{reg}}=1+\sum_{i=1}^{n_{e}}\left(d_{i}-1\right), \tag{2}
\end{equation*}
$$

where $d_{i}$ is the degree of $F_{i}$. Regular sequences have $n_{e}=n_{v}$. More generally, for "semi-regular sequences" (the generalisation of regular sequences to $n_{e}>n_{v}$ ) the degree of regularity can be computed as the index of the first non-positive coefficient in

$$
H(z)=\frac{1}{(1-z)^{n_{v}}} \times \prod_{i=1}^{n_{e}}\left(1-z^{d_{i}}\right) .
$$

It is conjectured that most sequences are semi-regular Frö85. Indeed, experimental evidence suggests random systems behave like semi-regular systems with high probability. Hence, assuming our target systems behave like semi-regular sequences, i.e. have no additional structure, the complexity of computing a Gröbner basis depends on (a) the number of equations $n_{e}$, (b) the degrees $d_{1}, d_{2}, \ldots, d_{n_{e}}$ of the equations, and (c) the number of variables $n_{v}$. Crucially, below we will observe that the systems considered in this work do not behave like regular sequences.

Cost of Gröbner Basis Conversion. The complexity of the FGLM algorithm (Fau+93) is

$$
\begin{equation*}
\mathcal{C}_{\mathrm{FGLM}} \in \mathcal{O}\left(n_{v} \cdot \operatorname{deg}(\mathcal{I})^{3}\right), \tag{3}
\end{equation*}
$$

where $\operatorname{deg}(\mathcal{I})$ is called the degree of the ideal and defined as the dimension of the quotient ring $\mathbb{F}\left[X_{1}, X_{2}, \ldots, X_{n}\right] / \mathcal{I}$ as an $\mathbb{F}$-vector space. For the systems we are considering in this paper - which are expected to have a unique solution in $\mathbb{F}$ the dimension of $R / \mathcal{I}$ corresponds to the degree of the unique univariate equation in the reduced Gröbner basis with respect to the canonical lexicographic order KR00, Theorem 3.7.25]. Again, the hidden constants are small, permitting to use $n_{v} \cdot \operatorname{deg}(\mathcal{I})^{3}$ directly. A sparse variant of the algorithm exists FM11 with complexity $\mathcal{O}\left(\operatorname{deg}(\mathcal{I})\left(N_{1}+n_{v} \log \operatorname{deg}(\mathcal{I})\right)\right)$, where $N_{1}$ is the number of nonzero entries of a multiplication matrix, which is sparse even if the input system spanning $\mathcal{I}$ is dense. Thus, the key datum to establish for estimating the cost of this step is $\operatorname{deg}(\mathcal{I})$.

Cost of Factoring. Finally, we need to solve for the last variable using the remaining univariate equation obtained by computing all necessary elimination ideals. This can be done by using a factorisation algorithm. For example, the complexity of a modified version of the Berlekamp algorithm [Gen07] to factorise
a polynomial $P$ of degree $D$ over $\mathbb{F}_{2^{n}}$ is

$$
\begin{equation*}
\mathcal{C}_{\mathrm{Sol}} \in \mathcal{O}\left(D^{3} n^{2}+D n^{3}\right) \tag{4}
\end{equation*}
$$

Note that we can reduce the cost of this step by performing the first and second step of the attack for two (or more) (plaintext, ciphertext) pairs and then considering the GCD of the resulting polynomials which are univariate in $k_{0}$. Computing polynomial GCDs is quasi-linear in the degree of the input polynomials. In particular, we expect

$$
\begin{equation*}
\mathcal{C}_{\text {Sol }} \in \mathcal{O}\left(D(\log (D))^{2}\right) \tag{5}
\end{equation*}
$$

Again, we are simply dropping the $\mathcal{O}(\cdot)$ and use the expressions directly.
Our Attacks on MARVELLous. All attacks on MARVELLous presented in this paper are inherently Gröbner basis attacks which, on the one hand, are based on the fact that the S-box $S(X)=X^{2^{n}-2}$ of JARVIS can be regarded as the function $S: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$,

$$
S(x)=x^{-1}
$$

for all elements except the zero element in $\mathbb{F}_{2^{n}}$. As a consequence, the relation

$$
y=S(x)=x^{-1}
$$

can be rewritten as an equation of degree 2 in two variables, namely as

$$
x \cdot y=1
$$

which holds everywhere except for the zero element in $\mathbb{F}_{2^{n}}$. We will use this relation in our attacks, noting that $x=0$ occurs with a negligibly small probability for $n \geq 128$.

On the other hand, we exploit the fact that the decomposition of the affine polynomial $A$ originates from two low-degree polynomials $B$ and $C$. When setting up the associated equations for JARVIS, we therefore introduce intermediate variables in such a way that the low degree of $B$ and $C$ comes into effect and show that the particular combination of the inverse S-box $S(X)=X^{2^{n}-2}$ with the affine layer in Jarvis is vulnerable to Gröbner basis attacks. More specifically, we describe:

- a key-recovery attack on reduced-round JARVIS and an optimised key-recovery attack on full-round JaRVIS;
- its extension to a (two-block) preimage attack on full-round Friday;
- a more efficient direct preimage attack on full-round Friday.


## 4 Gröbner Basis Computation for JARVIS

We first describe a straightforward approach, followed by various optimisations which are necessary to extend the attack to all rounds.

### 4.1 Reduced-Round Jarvis

Let $B, C \in \mathcal{R}$ be the polynomials of the affine layer in Jarvis. Furthermore, in round $i$ of JaRvis let us denote the intermediate state between the application of $B^{-1}$ and $C$ as $x_{i}$, for $1 \leq i \leq r$ (see Figure 4).


Fig. 4: Intermediate state $x_{i}$ in one round of the encryption path.

As a result, two consecutive rounds of JaRVIS can be related by the equation

$$
\begin{equation*}
\left(C\left(x_{i}\right)+k_{i}\right) \cdot B\left(x_{i+1}\right)=1, \tag{6}
\end{equation*}
$$

for $1 \leq i \leq r-1$. As both polynomials $B$ and $C$ have degree 4, equation (6) yields a system of $r-1$ polynomial equations, each of degree 8 , in the variables $x_{1}, \ldots, x_{r}$ and $k_{0}, \ldots, k_{r}$. To make the system dependent on the plaintext $p$ and the ciphertext $c$, we add the two equations

$$
\begin{align*}
B\left(x_{1}\right) \cdot\left(p+k_{0}\right) & =1,  \tag{7}\\
C\left(x_{r}\right) & =c+k_{r} \tag{8}
\end{align*}
$$

to this system. Additionally, two successive round keys are connected through the equation

$$
\begin{equation*}
\left(k_{i+1}+c_{i}\right) \cdot k_{i}=1, \tag{9}
\end{equation*}
$$

for $0 \leq i \leq r-1$. In total, above description of JARVIS amounts to $2 \cdot r+1$ equations in $2 \cdot r+1$ variables. To be more precise, we have
$-r-1$ equations of degree 8 (Equation (6)),

- one equation of degree 5 (Equation (7)),
- one equation of degree 4 (Equation (8)),
$-r$ equations of degree 2 (Equation (9)),
each in $2 \cdot r+1$ variables ( $r$ variables $x_{1}, \ldots, x_{r}$ and $r+1$ variables $k_{0}, \ldots, k_{r}$ ). Since the number of equations is equal to the number of variables, we can estimate the complexity of a Gröbner basis attack by using Equation (2). According to this estimate, calculating a Gröbner basis for the above system of equations is infeasible for full-round Jarvis. For example, Equation (2) predicts a complexity of $\approx 120$ bits (when setting $\omega=2.8$ ) for computing a Gröbner basis for $r=6$. On the other hand, we were able to compute such a basis in practice, see Section 6.


### 4.2 Reduced System for Full-Round Jarvis

In order to optimise the computation from the previous section and extend it to full-round Jarvis, we introduce two main improvements. First, we reduce the number of variables and equations used for intermediate states; secondly, we relate all round keys to the master key, which helps to further reduce the number of variables.

A More Efficient Description of Intermediate States The main idea is to reduce the number of equations and variables for intermediate states at the expense of an increased degree in some of the remaining equations. By relating a fixed intermediate state $x_{i}$ to the respective preceding and succeeding intermediate state $x_{i}$ and $x_{i+1}$, we obtain the equations

$$
\begin{align*}
B\left(x_{i}\right) & =\frac{1}{C\left(x_{i-1}\right)+k_{i-1}}  \tag{10}\\
C\left(x_{i}\right) & =\frac{1}{B\left(x_{i+1}\right)}+k_{i} \tag{11}
\end{align*}
$$

for $2 \leq i \leq r-1$. Since both $B$ and $C$ are monic affine polynomials of degree 4, it is possible to find monic affine polynomials

$$
D(X):=X^{4}+d_{2} X^{2}+d_{1} X+d_{0}
$$

and

$$
E(X):=X^{4}+e_{2} X^{2}+e_{1} X+e_{0}
$$

also of degree 4 , such that

$$
D(B)=E(C)
$$

Indeed, comparing corresponding coefficients of $D(B)$ and $E(C)$ yields system of 5 linear equations in the 6 unknown coefficients $d_{0}, d_{1}, d_{2}, e_{0}, e_{1}, e_{2}$. We explain the construction of $D$ and $E$ in more detail in Appendix A.

From now on let us assume we have already found appropriate polynomials $D$ and $E$. After applying $D$ and $E$ to Equation 10 and Equation 11 , respectively, we equate the right-hand side parts of the resulting equations and get

$$
\begin{equation*}
D\left(\frac{1}{C\left(x_{i-1}\right)+k_{i-1}}\right)=E\left(\frac{1}{B\left(x_{i+1}\right)}+k_{i}\right) \tag{12}
\end{equation*}
$$

for $2 \leq i \leq r-1$. Eventually we obtain a system of polynomial equations of degree 36 by clearing denominators in Equation 12. The crucial point is that variables for every second intermediate state may now be dropped out of the description of Jarvis. This is because we can consider either only evenly indexed states or only odd ones, and by doing so, we have essentially halved the number of equations and variables needed to describe intermediate states. We note that in all optimised versions of our attacks we only work with evenly
indexed intermediate states, as this choice allows for a more efficient description of Jarvis compared to working with odd ones.

Finally we relate the plaintext $p$ and the ciphertext $c$ to the appropriate intermediate state $x_{2}$ and $x_{r}$, respectively, and set

$$
\begin{align*}
D\left(\frac{1}{p+k_{0}}\right) & =E\left(\frac{1}{B\left(x_{2}\right)}+k_{1}\right)  \tag{13}\\
C\left(x_{r}\right)+k_{r} & =c \tag{14}
\end{align*}
$$

Here, the degree of Equation (13) amounts to 24 and Equation has a degree of 4 .

Remarks. It is worth pointing out that the above description uses several implicit assumptions. First, it may happen that some intermediate states become zero, with the consequence that our approach will not find a solution. However, this case only occurs with a negligibly small probability, in particular when attacking instances with $n \geq 128$. If this event occurs we can use another plaintext-ciphertext-pair $(p, c)$. Second, when we solve the optimised system of equations (i.e. the system we get after applying $D$ and $E$ ), not all of the solutions we find for this system are guaranteed to be valid solutions for the original system of equations. Lastly, Equation (14) implicitly assumes an even number of rounds. If we wanted to attack an odd number of rounds instead, this equation had to be adjusted accordingly.

Relating Round Keys to the Master Key Two consecutive round keys in Jarvis are connected by the relation

$$
k_{i+1}=\frac{1}{k_{i}}+c_{i}
$$

if $k_{i} \neq 0$, which is true with high probability for large state sizes $n$. As a consequence, each round key is therefore a rational function of the master key $k_{0}$ of degree 1, i.e.

$$
k_{i+1}=\frac{\alpha_{i} \cdot k_{0}+\beta_{i}}{\gamma_{i} \cdot k_{0}+\delta_{i}}
$$

We provide the exact values for $\alpha_{i}, \beta_{i}, \gamma_{i}$, and $\delta_{i}$ in Appendix B Expressing $k_{i}$ as a rational function of $k_{0}$ in Equation 12 and Equation 14 raises the total degree of this equations to 40 and 5 , respectively. However, the degree of Equation (13) remains unchanged.

### 4.3 Complexity Estimates of Gröbner Basis Computation for J ARVIS

Presuming the number of rounds $r$ to be even, the aforementioned two improvements yield
$-\frac{r}{2}-1$ equations of degree 40 (Equation 12 ),

- one equation of degree 24 (Equation (13)),
- one equation of degree 5 (Equation (14)),
in $\frac{r}{2}+1$ variables (the intermediate states $x_{2}, x_{4}, \ldots, x_{r}$ and the master key $k_{0}$ ). Since the number of equations equals the number of variables, we may calculate the degree of regularity using Equation (2), again assuming the system behaves like a regular sequence.

Our results for the degree of regularity, and thus also for the complexity of computing a Gröbner basis, are listed in Table 2. Note that we assume $\omega=2.8$. However, this is possibly a pessimistic choice, as the regarded systems are sparse. We therefore also give the complexities for $\omega=2$ in parentheses.

| $r$ | $n_{v}$ | $D_{\text {reg }}$ Complexity in bits |  |
| :--- | ---: | :---: | :---: |
| 6 | 4 | 106 | $63(45)$ |
| 8 | 5 | 145 | $82(58)$ |
| 10 (JARVIS-128) | 6 | 184 | $100(72)$ |
| 12 (JARVIS-192) | 7 | 223 | $119(85)$ |
| 14 (JARVIS-256) | 8 | 262 | $138(98)$ |
| 16 | 9 | 301 | $156(112)$ |
| 18 | 10 | 340 | $175(125)$ |
| 20 | 11 | 379 | $194(138)$ |

Table 2: Complexity estimates of Gröbner basis computations for $r$-round Jarvis.

These values show that we are able compute Gröbner bases for all full-round versions of Jarvis. We note that, even when pessimistically assuming that the memory complexity of a Gröbner basis computation is asymptotically the same as its time complexity (the memory complexity of any algorithm is bounded by its time complexity) and when considering the time-memory product (which is highly pessimistic from an attacker's point of view), our attacks against JARVIS256 still work.

## 5 Gröbner Basis Computation for Friday

As a general remark, let $F: \mathbb{F}_{2^{n}} \times \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ indicate the application of one block of Friday.

### 5.1 Extending the Key-Recovery Attack on Jarvis to a Preimage Attack on Friday

Using the same equations as for Jarvis described in Section4, a preimage attack on Friday can be found. At its heart, the attack on Friday with $r$ rounds is an attack on JARVIS with $r-1$ rounds.


Fig. 5: Two blocks of Friday.

We work with two blocks of Friday, hence a message $m$ is the concatenation

$$
m=m_{1} \| m_{2}
$$

of two messages $m_{1}, m_{2} \in \mathbb{F}_{2^{n}}$. The output of the first block is denoted by $h_{1}$ and the known (final) hash value of the second block is denoted by $h_{2}$. The hash values $h_{1}$ and $h_{2}$ can be expressed as

$$
h_{1}=F\left(m_{1}, I V\right)
$$

and

$$
h_{2}=F\left(m_{2}, h_{1}\right) .
$$

The initialization vector $I V$ is just the zero element in $\mathbb{F}_{2^{n}}$. We refer to Figure 5 for an illustration of the introduced notation. Now the preimage attack proceeds as follows: in the first part, we use random values $\hat{m}_{1}$ for the input to the first block to populate a table $T_{1}$ in which each entry contains a pair ( $\hat{m}_{1}, \hat{h}_{1}$ ), where $\hat{h}_{1}$ denotes the corresponding intermediate hash value

$$
\hat{h}_{1}:=F\left(\hat{m}_{1}, I V\right) .
$$

In the second part, we find pairs ( $m_{2}^{\prime}, h_{1}^{\prime}$ ) with

$$
F\left(m_{2}^{\prime}, h_{1}^{\prime}\right)=h_{2},
$$

or in other words, a pseudo preimage for the hash value $h_{2}$.
To find a pseudo preimage, we fix the (unknown) sum $m_{2}+h_{1}$ to an arbitrary value $v_{0} \in \mathbb{F}_{2^{n}}$, i.e. we set

$$
v_{0}:=m_{2}+h_{1} .
$$

This has two effects:

1. In the second block, the value $v_{1}$ entering the first round of Jarvis is fixed and known until the application of the second round key. Effectively, this means that one round of Jarvis can be skipped.
2. Since $v_{0}=m_{2}+h_{1}$ is fixed and known, the final output $v_{2}$ of Jarvis is defined by

$$
v_{2}:=v_{0}+h_{2}
$$

and thus also known.


Fig. 6: Internals of the second block of Friday. The values $v_{0}, v_{1}$ and $v_{2}$ are known.

In the current scenario the intermediate hash value $h_{1}$ serves as master key for the $r$ round keys $k_{1}, k_{2}, \ldots, k_{r}$ applied in the second block. Using $v_{1}$ as plaintext and $v_{2}$ as ciphertext, an attack on JARVIS with $r-1$ rounds is sufficient to reveal these round keys. Once one of the round keys is recovered, we calculate the second part $h_{1}^{\prime}$ of a pseudo preimage $\left(m_{2}^{\prime}, h_{1}^{\prime}\right)$ by applying the inverse key schedule to the recovered key. Finally, we set

$$
m_{2}^{\prime}:=h_{1}^{\prime}+v_{0}
$$

and thereby obtain the remaining part of a pseudo preimage. How the presented pseudo-preimage attack on $r$-round Friday reduces to a key-recovery attack on $r-1$ JARVIS is outlined in Figure 6 .

Conceptually, we repeat the pseudo-preimage attack many times (for different values of $v_{0}$ ) and store the resulting pairs $\left(m_{2}^{\prime}, h_{1}^{\prime}\right)$ in a table $T_{2}$. The aim is to find matching entries $\left(\hat{m}_{1}, \hat{h}_{1}\right)$ and $\left(m_{2}^{\prime}, h_{1}^{\prime}\right)$ in $T_{1}$ and $T_{2}$ such that

$$
\hat{h}_{1}=h_{1}^{\prime},
$$

which implies

$$
F\left(m_{2}^{\prime}, F\left(\hat{m}_{1}, I V\right)\right)=F\left(m_{2}^{\prime}, \hat{h}_{1}\right)=F\left(m_{2}^{\prime}, h_{1}^{\prime}\right)=h_{2},
$$

giving us the preimage ( $\hat{m}_{1}, m_{2}^{\prime}$ ) we are looking for.
Remark. The (input, output) pairs ( $v_{1}, v_{2}$ ) we use for the underlying key-recovery attack on JaRVIS are not proper pairs provided by, e.g., an encryption oracle for Jarvis. Thus, it may happen that for some pairs $\left(v_{1}, v_{2}\right)$ the key-recovery attack does not succeed, i.e. there is no key $h_{1}^{\prime}$ which maps $v_{1}$ to $v_{2}$. The probability for such an event is

$$
P_{\text {fail }}=\left(\frac{2^{n}-1}{2^{n}}\right)^{2^{n}}=\left(1-\frac{1}{2^{n}}\right)^{2^{n}} \approx \lim _{k \rightarrow \infty}\left(1-\frac{1}{k}\right)^{k}=\frac{1}{e}
$$

for $n \geq 8$.

### 5.2 Complexity of Generating Pseudo Preimages

The cost of generating pseudo preimages is not negligible. Hence, we cannot afford to generate tables $T_{1}$ and $T_{2}$, each with $2^{\frac{n}{2}}$ entries, and then look for a collision between them. However, given the attack complexities for Jarvis in Table 2 an attack on 9-round Jarvis has a complexity of around 83 bits (assuming $\omega=2.8$ ). Considering JARVIS-128, for example, this means we can generate up to $2^{45}$ pseudo preimages.

Let us assume we calculate $2^{10}$ pseudo preimages $\left(\hat{m}_{1}, m_{1}^{\prime}\right)$ and $2^{\frac{n}{2}}$ intermediate pairs $\left(\hat{m}_{1}, \hat{h}_{1}\right)$, in both cases for Friday instantiated with Jarvis-128. This leaves us with a table $T_{1}$ containing $2^{\frac{n}{2}}\left(\hat{m}_{1}, \hat{h}_{1}\right)$ pairs and a table $T_{2}$ containing $2^{10}\left(m_{2}^{\prime}, h_{1}^{\prime}\right)$ pairs.

Assuming that all hash values in $T_{1}$ are pairwise distinct and that also all hash values in $T_{2}$ are pairwise distinct, the probability that we find at least one hash collision between a pair in $T_{1}$ and a pair in $T_{2}$ is

$$
\begin{equation*}
P=1-\prod_{i=0}^{\left|T_{2}\right|-1}\left(1-\frac{\left|T_{1}\right|}{2^{128}-i}\right) \tag{15}
\end{equation*}
$$

which is, unfortunately, too low for $\left|T_{1}\right|=2^{\frac{n}{2}}$. However, we can increase this probability by generating more entries for $T_{1}$. Targeting a total complexity of, e.g., $\approx 120$ bits, we can generate $2^{118}$ such entries. Note that the number of expected collisions in a table of $m$ random $n$-bit entries is

$$
N_{c}=m-2^{n}+2^{n} \cdot\left(\frac{2^{n}-1}{2^{n}}\right)^{m}
$$

Therefore, the expected number of unique values in such a table is

$$
N_{u}=\left(1-\frac{N_{c}}{m}\right) \cdot m=m-N_{c}=2^{n}-2^{n} \cdot\left(\frac{2^{n}-1}{2^{n}}\right)^{m}
$$

We want that $N_{u} \geq 2^{118}$, and by simple computation it turns out that $2^{119}$ hash evaluations are sufficient with high probability. Using these values in Equation 15 yields a success probability of around 63 percent.


Fig. 7: Preimage attack on Friday using one message block.

### 5.3 Direct Preimage Attack on Friday

The preimage attack we present in this section works with one block of Friday, as shown in Figure 7. The description of the intermediate states $x_{1}, \ldots, x_{r}$ yields the same system of equations as before but: contrasting the optimised attack on Jarvis described in Section 4.2, in the current preimage attack on Friday the master key $k_{0}$ and thus all subsequent round keys $k_{1}, \ldots, k_{r}$ are known. As an effect, we do not need to express round keys as a rational function of $k_{0}$ anymore. For the sake of completeness, we list Equation 12 once more and note that the degree now decreases to 32 (from formerly 40). It holds

$$
D\left(\frac{1}{C\left(x_{i-1}\right)+k_{i-1}}\right)=E\left(\frac{1}{B\left(x_{i+1}\right)}+k_{i}\right)
$$

for $2 \leq i \leq r-1$. Moreover, an additional equation is needed to describe the structure of the Miyaguchi-Preneel compression function (compare Figure 6), namely

$$
B\left(x_{1}\right) \cdot\left(C\left(x_{r}\right)+k_{r}+h_{1}\right)=1
$$

Again, we assume an even number of rounds $r$ and work with intermediate states $x_{2}, x_{4}, \ldots, x_{r}$, which is why we need to apply the transformations $D$ and $E$ to cancel out the state $x_{1}$ in above equation. Thus, eventually we have

$$
\begin{equation*}
D\left(\frac{1}{C\left(x_{r}\right)+k_{r}+h_{1}}\right)=E\left(\frac{1}{B\left(x_{2}\right)}+k_{1}\right) \tag{16}
\end{equation*}
$$

Here, $h_{1}$ denotes the hash value $F\left(m_{1}, h_{0}\right)$ for which we want to find a preimage $m_{1}^{\prime}$ such that

$$
F\left(m_{1}^{\prime}, h_{0}\right)=h_{1} .
$$

To obtain $m_{1}^{\prime}$ we solve for the intermediate state $x_{r}$ and calculate

$$
m_{1}^{\prime}:=C\left(x_{r}\right)+k_{r}+h_{1}+h_{0} .
$$

The $h_{0}=k_{0}$ can be regarded as the initialization vector and is the zero element in $\mathbb{F}_{2^{n}}$. Above attack results in
$-\frac{r}{2}-1$ equations of degree 32 coming from Equations eqrefequation:rounds3 when considering even intermediate states and

- one equation of degree 32 coming from Equation (16)
in the $\frac{r}{2}$ variables $x_{2}, x_{4}, \ldots, x_{r}$. The number of equations is the same as the number of variables and we can use Equation (2) to estimate the degree of regularity. The complexites are summarised in Table 3, where we pessimistically assume $\omega=2.8$, and also give the complexities for $\omega=2$ in parentheses.

| $r$ | $n_{v}$ |  |  |
| :--- | ---: | ---: | :---: |
|  | $D_{\text {reg }}$ Complexity in bits |  |  |
| 6 | 3 | 94 | $48(34)$ |
| 8 | 4 | 125 | $65(47)$ |
| 10 (JaRVIS-128) | 5 | 156 | $83(59)$ |
| 12 (Jarvis-192) | 6 | 187 | $101(72)$ |
| 14 (Jarvis-256) | 7 | 218 | $118(85)$ |
| 16 | 8 | 249 | $136(97)$ |
| 18 | 9 | 280 | $154(110)$ |
| 20 | 10 | 311 | $172(123)$ |

Table 3: Complexity estimates of Gröbner basis step for attacks on Friday using $r$-round Jarvis.

## 6 Behaviour of the Attacks

Recall, that our attack has three steps:

1. Set up an equation system and compute a Gröbner basis using F4 Fau99 with $\operatorname{cost} \mathcal{C}_{\mathrm{GB}}$.
2. Perform a change of term ordering for the computed Gröbner basis using FGLM Fau +93 with $\operatorname{cost} \mathcal{C}_{\text {FGLM }}$.
3. Solve the remaining univariate equation for the last variable using a polynomial factoring algorithm, substitute into other equations, with cost $\mathcal{C}_{\text {Sol }}$.

For the overall cost of the attack we have:

$$
\begin{aligned}
\mathcal{C} & :=2 \mathcal{C}_{\mathrm{GB}}+2 \mathcal{C}_{\mathrm{FGLM}}+\mathcal{C}_{\mathrm{Sol}}, \\
\mathcal{C} & :=2\left(\binom{n_{v}+D}{D}^{\omega}\right)+2\left(n_{v} \cdot D_{u}^{3}\right)+\left(D_{u} \log ^{2} D_{u}\right) .
\end{aligned}
$$

We can estimate $\mathcal{C}_{\mathrm{GB}}$ if we assume that our systems behave like regular sequences. For the $\mathcal{C}_{\text {FGLM }}$ and $\mathcal{C}_{\text {Sol }}$ we need to establish the degree $D_{u}$ of the univariate polynomial recovered but for which we do not have an estimate. Thus, we implemented our attacks on Jarvis and Friday using Sage v8.6 Ste +19 with Magma v2.20-5 BCP97 as the Gröbner basis engine. In particular, we implemented both the unoptimised and the optimised variants of the attacks from Sections 4.2 and 5.3 .

Our attacks perform significantly better in our experiments than predicted. On the one hand, our Gröbner basis computations reached significantly lower degrees $D$ than expected $D_{\text {reg. }}$. Furthermore, the degrees of the univariate polynomials seem to grow as $\approx 2 \cdot 5^{r}$ (JARVIS) and $2 \cdot 4^{r}$ (FRIDAY), respectively, suggesting the second and third step of our attack are relatively cheap.

We therefore conclude that the complexities given in Tables 2 and 3 are conservative upper bounds for our attacks on Jarvis and Friday. We summarise
our findings in Table 4, and the source code of our attacks on MARVELLOUS is available on GitHub ${ }^{7}$

| Jarvis (optimised) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r n_{v}$ | $D_{\mathrm{reg}} \log _{2}\binom{n_{v}+D_{\mathrm{reg}}}{D_{\mathrm{reg}}}^{2}$ |  | $D \log _{2}\binom{n_{v}+D}{D}^{2} D_{u}=\operatorname{deg}(\mathcal{I})$ |  |  | Time |
| 32 | 47 | 20 | 26 | 17 | 256 | 0.3 s |
| 43 | 67 | 31 | 40 | 27 | 1280 | 9.4s |
|  | 86 | 34 | 40 | 27 | 6144 | 891.4s |
| 64 | 106 | 45 | 41 | 34 | 28672 | 99989.0s |
| Jarvis (unoptimised) |  |  |  |  |  |  |
| 34 | 25 | 29 | 10 | 20 | 256 | 0.5 s |
|  | 33 | 38 | 11 | 24 | 1280 | 23.9 s |
| 56 | 41 | 47 | 13 | 29 | 6144 | 2559.8 s |
| 67 | 47 | 55 | 14 | 34 | 28672 | 358228.6s |
| Friday |  |  |  |  |  |  |
| 32 | 39 | 19 | 32 | 18 | 128 | 3.6 s |
| 42 | 63 | 22 | 36 | 19 | 512 | 0.5 s |
| 53 | 70 | 32 | 36 | 26 | 2048 | 36.5 s |
| 63 | 94 | 34 | 48 | 29 | 8192 | 2095.2s |

Table 4: Experimental results using Sage.
$r$ is the number of rounds, $D_{\text {reg }}$ is the expected degree of regularity under the assumption that the input system is regular, $n_{v}$ is the number of variables, $2 \cdot \log _{2}\binom{n_{v}+D_{\text {reg }}}{D_{\text {reg }}}$ is the expected bit security for $\omega=2$ under the regularity assumption, $D$ is the highest degree reached during the Gröbner basis computation, and $2 \cdot \log _{2}\binom{n_{v}+D}{D}$ is the expected bit security for $\omega=2$. The degree of the recovered univariate polynomial used for solving the system is denoted as $D_{u}$.

### 6.1 Comparison with MiMC

We note that the same attack strategy also applies, in principle, to MiMC, as pointed out by Ash19. In particular, it is easy to construct a multivariate system of equations for MiMC with degree 3 that is already a Gröbner basis by introducing a new state variable per round 8 . This makes the first step of a Gröbner basis attack free $9^{9}$ However, the change of ordering has then to essentially undo the construction to recover a univariate polynomial of degree $D_{u} \approx 3^{r}$. Performing this step twice produces two such polynomials from which we can recover

[^1]the key by applying the GCD algorithm with complexity $\tilde{\mathcal{O}}\left(3^{r}\right)$. In Alb +16 , the security analysis implicitly assumes that step one and two of our attack are essentially free by constructing the univariate polynomial directly and costing only the third final step of computing the GCD.

## 7 Comparing the S-Boxes of Jarvis and the AES

JaRVIS has similarities with the S-box of the AES. In particular, the S-box of the AES is the composition of an affine function $A_{\text {AES }}$ and the multiplicative inverse of the input in $\mathbb{F}_{2^{8}}$, i.e.

$$
S_{\mathrm{AES}}(X)=A_{\mathrm{AES}}\left(X^{254}\right),
$$

where

$$
\begin{gathered}
A_{\mathrm{AES}}(X)=0 \mathrm{x} 8 \mathrm{~F} \cdot X^{128}+0 \mathrm{xB5} \cdot X^{64}+0 \mathrm{x} 01 \cdot X^{32}+0 \mathrm{xF} 4 \cdot X^{16}+ \\
0 \mathrm{x} 25 \cdot X^{8}+0 \mathrm{xF} 9 \cdot X^{4}+0 \mathrm{x} 09 \cdot X^{2}+0 \mathrm{x} 05 \cdot X+0 \mathrm{x} 63
\end{gathered}
$$

In Jarvis, we can also view the S-box as

$$
S(X)=A\left(X^{254}\right)
$$

where

$$
A(X)=\left(C \circ B^{-1}\right)(X)
$$

and both $B$ and $C$ are of degree 4 . In this subsection we show that $A_{\mathrm{AES}}$ cannot be split into

$$
A_{\mathrm{AES}}(X)=\left(\hat{C} \circ \hat{B}^{-1}\right)(X)
$$

with both $\hat{B}$ and $\hat{C}$ of low degree. To see this, first note that above decomposition implies

$$
\hat{B}(X)=A_{\mathrm{AES}}^{-1}(\hat{C}(X))
$$

where

$$
\begin{gathered}
A_{\mathrm{AES}}^{-1}(X)=0 \mathrm{x} 6 \mathrm{e} \cdot X^{128}+0 \mathrm{xdb} \cdot X^{64}+0 \mathrm{x} 59 \cdot X^{32}+0 \mathrm{x} 78 \cdot X^{16}+ \\
0 \mathrm{x} 5 \mathrm{a} \cdot X^{8}+0 \mathrm{x} 7 \mathrm{f} \cdot X^{4}+0 \mathrm{xfe} \cdot X^{2}+0 \mathrm{x} 5 \cdot X+0 \mathrm{x} 5
\end{gathered}
$$

is the compositional inverse polynomial of $A_{\text {AES }}$ satisfying the relation

$$
A_{\mathrm{AES}}^{-1}\left(A_{\mathrm{AES}}(x)\right)=x
$$

for every $x \in \mathbb{F}_{2^{8}}$. Hence, to show that at least one of $\hat{B}, \hat{C}$ is of degree $>4$, it suffices to compute $A_{\mathrm{AES}}^{-1}(\hat{C})$ assuming a degree 4 for $\hat{C}$, and to show that then the corresponding $\hat{B}$ has degree $>4$.

Remark. First of all, note that since $A_{\text {AES }}$ has degree 128, it is always possible to find polynomials $\hat{C}$ and $\hat{B}$ of degree 8 such that the equality $A_{\mathrm{AES}}(X)=$ $\hat{C}\left(\hat{B}^{-1}(X)\right)$ is satisfied. Indeed, if both $\hat{C}$ and $\hat{B}$ have degree 8 , then each one of them have all monomials of degrees $1,2,4$ and 8 . The equality $A_{\mathrm{AES}}(X)=$ $\hat{C}\left(\hat{B}^{-1}(X)\right)$ is then satisfied if 8 equations (one for each monomial of $A_{\mathrm{AES}}$ ) in 8 variables (both $\hat{C}$ and $\hat{B}$ have 4 monomials each) are satisfied. Hence, a random polynomial $A_{\mathrm{AES}}$ satisfies the equality $A_{\mathrm{AES}}(x)=\hat{C}\left(\hat{B}^{-1}(x)\right)$ with negligible probability if both $\hat{C}$ and $\hat{B}$ have degree at most 4 .

Property of $A_{\mathrm{AES}}$. Let us assume a degree-4 polynomial

$$
\hat{C}(X)=\hat{c}_{4} X^{4}+\hat{c}_{2} X^{2}+\hat{c}_{1} X+\hat{c}_{0}
$$

We can now write down $A_{\mathrm{AES}}^{-1}(\hat{C}(X))$, which results in $\hat{B}(X)$. However, we want $\hat{B}$ to be of degree at most 4 , so we set all coefficients for the degrees $8,16,32,64,128$ to 0 . This results in a system of five equations in the three variables $\hat{c}_{1}, \hat{c}_{2}, \hat{c}_{4}$, given in Appendix C. We tried to solve this system and confirmed that no solutions exist. Thus, the affine part of the AES S-box cannot be split into $\hat{C}\left(\hat{B}^{-1}(X)\right)$ such that both $\hat{B}$ and $\hat{C}$ are of degree at most 4 , whereas in JARVIS this is possible.

As a result, from this point of view, the main difference between AES and Jarvis/Friday is that the linear polynomial used to construct the AES S-box does not have the splitting property used in our attacks, while the same is not true for the case of JARVIS/FRIDAY. In this latter case, even if $B\left(C^{-1}\right)$ has high degree, it depends only on 9 variables instead of $n+1$ as expected by a polynomial of degree $2^{n}$ (where $n \geq 128$ ). Thus, a natural question to ask is what happens if we replace $B$ and $C$ with other polynomials of higher degree.
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## A Polynomials of Section 4.2

In Section 4.2 we look for monic affine polynomials $D, E$ such that equality

$$
D(B)=E(C)
$$

is satisfied, where $B, C$ are monic affine polynomials of degree 4 .
In particular, given

$$
B(X)=X^{4}+b_{2} X^{2}+b_{1} X+b_{0} \quad \text { and } \quad C(X)=X^{4}+c_{2} X^{2}+c_{1} X+c_{0}
$$

the goal is to find

$$
D(X)=X^{4}+d_{2} X^{2}+d_{1} X^{1}+d_{0} \quad \text { and } \quad E(X)=X^{4}+e_{2} X^{2}+e_{1} X+e_{0}
$$

such that

$$
D(B)=E(C)
$$

By comparing corresponding coefficients of $D(B)$ and $E(C)$, we obtain a system of 5 linear equations in the 6 variables $d_{0}, d_{1}, d_{2}, e_{0}, e 1, e_{2}$ :

$$
\begin{aligned}
d_{2}+e_{2} & =b_{2}^{4}+c_{2}^{4}, \\
d_{1}+b_{2}^{2} \cdot d_{2}+e_{1}+c_{2}^{2} \cdot e_{2} & =b_{1}^{4}+c_{1}^{4}, \\
b_{2} \cdot d_{1}+b_{1}^{2} \cdot d_{2}+c_{2} \cdot e_{1}+c_{1}^{2} \cdot e_{2} & =0 \\
b_{1} \cdot d_{1}+c_{1} \cdot e_{1} & =0 \\
d_{0}+b_{0} \cdot d_{1}+b_{0}^{2} \cdot d_{2}+e_{0}+c_{0} \cdot e_{1}+c_{0}^{2} \cdot e_{2} & =b_{0}^{4}+c_{0}^{4} .
\end{aligned}
$$

## B Constants $\alpha_{i}, \boldsymbol{\beta}_{i}, \gamma_{i}$, and $\delta_{i}$ for the Round Keys

Each round key $k_{i+1}=\frac{1}{k_{i}}+c_{i}$ in JARVIS can be written as

$$
k_{i+1}=\frac{\alpha_{i} \cdot k_{0}+\beta_{i}}{\gamma_{i} \cdot k_{0}+\delta_{i}}
$$

where $\alpha_{i}, \beta_{i}, \gamma_{i}$, and $\delta_{i}$ are constants.
By simple computation, note that:
$-i=0$ :

$$
k_{1}=\frac{1}{k_{0}}+c_{0}=\frac{c_{0} k_{0}+1}{k_{0}},
$$

and $\alpha_{0}=c_{0}, \beta_{0}=1, \gamma_{0}=1, \delta_{0}=0 ;$
$-i=1$ :

$$
k_{2}=\frac{1}{k_{1}}+c_{1}=\frac{\left(c_{0} c_{1}+1\right) k_{0}+c_{1}}{c_{0} k_{0}+1}
$$

and $\alpha_{1}=1+c_{0} c_{1}, \beta_{1}=c_{1}, \gamma_{1}=c_{0}, \delta_{1}=1$;
$-i=2$ :

$$
k_{3}=\frac{1}{k_{2}}+c_{2}=\frac{\left(c_{0} c_{1} c_{2}+c_{0}+c_{2}\right) k_{0}+c_{1} c_{2}+1}{\left(c_{0} c_{1}+1\right) k_{0}+c_{1}}
$$

and $\alpha_{2}=c_{0} c_{1} c_{2}+c_{0}+c_{2}, \beta_{2}=c_{1} c_{2}+1, \gamma_{2}=c_{0} c_{1}+1, \delta_{2}=c_{1}$;
and so on. Thus, we can derive recursive formulas to calculate the remaining values for generic $i \geq 0$ :

$$
\begin{aligned}
\alpha_{i+1} & =\alpha_{i} \cdot c_{i+1}+\gamma_{i} \\
\beta_{i+1} & =\beta_{i} \cdot c_{i+1}+\delta_{i} \\
\gamma_{i+1} & =\alpha_{i} \\
\delta_{i+1} & =\beta_{i}
\end{aligned}
$$

## C System of Equations from Section 7

The system of equations is constructed by symbolically computing $A_{\text {AES }}^{-1}(\hat{C}(x))$, further described in Section 7 , and setting all coefficients for the degrees 8, 16, 32, 64,128 to 0 . These are five possible degrees and the following equations are the sum of all coefficients belonging to each of these degrees:

$$
\begin{array}{r}
0 \mathrm{x} 5 \mathrm{a} \cdot \hat{c}_{1}^{8}+0 \mathrm{x} 7 \mathrm{f} \cdot \hat{c}_{2}^{4}+0 \mathrm{xfe} \cdot \hat{c}_{4}^{2}=0 \\
0 \mathrm{x} 78 \cdot \hat{c}_{1}^{16}+0 \mathrm{x} 5 \mathrm{a} \cdot \hat{c}_{2}^{8}+0 \mathrm{x} 7 \mathrm{f} \cdot \hat{c}_{4}^{4}=0 \\
0 \mathrm{x} 59 \cdot \hat{c}_{1}^{32}+0 \mathrm{x} 78 \cdot \hat{c}_{2}^{16}+0 \mathrm{x} 5 \mathrm{a} \cdot \hat{c}_{4}^{8}=0 \\
0 \mathrm{xdb} \cdot \hat{c}_{1}^{64}+0 \mathrm{x} 59 \cdot \hat{c}_{2}^{32}+0 \mathrm{x} 78 \cdot \hat{c}_{4}^{16}=0 \\
0 \mathrm{x} 6 \mathrm{e} \cdot \hat{c}_{1}^{128}+0 \mathrm{xdb} \cdot \hat{c}_{2}^{64}+0 \times 59 \cdot \hat{c}_{4}^{32}=0
\end{array}
$$

By practical tests we found that no (nontrivial) coefficients $\hat{c}_{1}, \hat{c}_{2}, \hat{c}_{4}$ satisfy all previous equalities, which means that there are no polynomials $\hat{B}$ and $\hat{C}$ both of degree 4 that satisfy $A_{\mathrm{AES}}(X)=\left(\hat{C} \circ \hat{B}^{-1}\right)(X)$.


[^0]:    ${ }^{6}$ We omit optimisations related to the trace layout.

[^1]:    7 https://github.com/IAIK/marvellous-attacks
    ${ }^{8}$ This property was observed by Tomer Ashur and Alan Szepieniec and shared with us during personal communication.
    ${ }^{9}$ We note that this situation is somewhat analogous to BPW06.

