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Abstract. We develop exact formulas for the distribution of quadratic
residues and non-residues in sets of the form a + X = {(a + x) mod n |
x ∈ X}, where n is a prime or the product of two primes and X is a
subset of integers with given Jacobi symbols modulo prime factors of n.
We then present applications of these formulas to Cocks’ identity-based
encryption scheme and statistical indistinguishability.
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1 Introduction and Preliminaries

The theory of quadratic residues has proved to be very useful in cryptography.
Two classic and notable achievements in this direction are the Rabin public-
key cryptosystem [22] and the Goldwasser-Micali probabilistic public-key cryp-
tosystem [15]. The Rabin cryptosystem encrypts messages by quadratic residues,
while the Goldwasser-Micali cryptosystem encrypts one-bit messages by multi-
plying random quadratic residues by a public quadratic non-residue whose Jacobi
symbol in one, raised to the message power. In both cases, the computation is
performed modulo a product of two primes. Another notable achievement is
the Blum-Blum-Shub pseudo-random number generator [3]. The initial state of
this generator is a random quadratic residue modulo a Blum integer. At each
iteration, the current state is squared and the least significant bit is outputted.

Identity-based encryption (IBE) is another sub-field of cryptography where
quadratic residues have proved to be very useful. Thus, in 2001, Cocks proposed
the first identity-based encryption scheme based on quadratic residues [8]. The



scheme encrypts messages bit by bit and each encrypted bit is a pair of two
integers. The decryption consists of computing the Jacobi symbol of one of the
two integers in each pair. Although Cocks’ IBE scheme is efficient only for small
messages, it is very elegant and per se revolutionary. The scheme attracted the
interest of many researchers [6, 1, 7, 17].

A careful analysis of [8, 6, 1, 7, 17] shows that integers of the form a+r, where
a is an integer and r is a quadratic residue (modulo a given integer n), play an
important role in these papers. Particularly, it turns out to be important to
know the distribution of quadratic residues among all integers of the form a+ r.
A study in this direction was initiated by Perron [21] for the case of a prime
modulus p. However, most applications of quadratic residues to cryptography
require the use of a composite modulus n = pq. We are thus faced with the
need to extend Perron’s results to composite moduli. The same was advocated
in [1] (see Section 2.3 in [1]). Here, the authors avoided the extension of Perron’s
results to composite moduli with the price of weaker indistinguishability results
(this will be fully discussed in Section 3.2).

Contributions and Structure of the Paper The contributions of this paper are
structured into two parts. The first part (the entire Section 2) considers sets of
the form a + X = {(a + x) mod n | x ∈ X}, where n is a prime or the product
of two primes n = pq, and X is a subset of Z∗n whose elements have some given
Jacobi symbols modulo prime factors of n. For instance, X may be the set of all
integers in Z∗n whose Jacobi symbol modulo p is 1 and Jacobi symbol modulo q
is −1 (assuming n = pq); we say that the Jacobi pattern of the integers in X, in
this case, is “+−”. Then, given a set a+X, we look for the distribution of the
quadratic residues, quadratic non-residues, etc., in a+X. We develop complete
results for all the Jacobi patterns of length one, + and - (this corresponds to
quadratic residues and non-residues modulo a prime) and Jacobi patterns of
length two, ++, −−, +−, and −+ (this corresponds to moduli that are product
of two distinct primes).

The second part of the paper’s contribution (the entire Section 3) points out
some applications of the results developed in the first part (Section 2). There
are two main applications discussed here. The first one relates to Galbraith’s
test for Cocks’ IBE scheme. This test was briefly described in several papers
such us [4, 1, 17], except that some claims were not rigorously formulated and/or
proved. Based on the results developed in Section 2, we were able to make a deep
analysis of some distributions related to Cocks’ IBE scheme and Galbraith’s test,
providing thus rigorous proofs for Galbraith’s test.

The second application discussed in Section 3 relates to the computational
indistinguishability of some distributions in [1, 7, 17], under the quadratic resid-
uosity assumption. Based on the results developed in Section 2, we were able to
prove statistical indistinguishability of those distributions (without any assump-
tion).

In addition to the applications already mentioned in the paper, we believe
that our study in Section 2 is important also because it contributes to a better



understanding of the structure of Z∗n with respect to Jacobi patterns of length
at most two, which are frequently employed in cryptography.

Related Work Our work in Section 2 is a major extension of Perron’s result [21],
where only the distribution of quadratic residues in the set a + QRp, where p
is a prime, has been considered. Related studies to the one in our paper were
performed in [9, 10, 20, 18], where the problem is to calculate the probability that

Jp(a)Jp(a+ 1) · · · Jp(a+ `− 1)

meets some Jacobi residuosity modulo p, a priori given, for the ` elements, when
a is chosen uniformly at random from a ∈ Z∗p (p is a prime). Thus, in [20] it
was shown that the number of integers a with the property above is in between
p 1
2`
− ε and p 1

2`
+ ε, where ε = `(3 +

√
p). Dividing these two bounds by p we

obtain the probability that an integer a induces a given Jacobi residuosity for
the ` consecutive elements. A direct extension of this result to the case of RSA
moduli may lead to “much larger bound” than ε. In [18], an extension to RSA
moduli has been proposed by generalizing [10]. Thus, it was shown that the
number of integers a with the property above is n 1

2`
+O(

√
n · log2 n), where n

is an RSA modulus and 1 ≤ ` ≤ (1/2− δ) log2 n, for some 0 < δ < 1/2.
The results developed in our paper are different than those mentioned above

for at least two main reasons. First of all, we have developed exact and not
approximate formulas for the number of integers with a given Jacobi pattern in
sets a + X. Secondly, the increment factor is arbitrary in all our studies, while
it is one in all the results mentioned above.

Preliminaries We recall now the basic notation and terminology that is going
to be used in the paper.

The set of integers is denoted by Z. The gcd of two integers a and b is
denoted (a, b) (the distinction between gcd and the utilization of parenthesis for
pairing will be clear from context). The integers a and b are called co-prime
if (a, b) = 1. If n is an integer, then a and b are called congruent modulo n,
denoted a ≡ b mod n or a ≡n b, if n divides a− b. The quotient and remainder
of the integer division of a by n, assuming n 6= 0, are denoted a div n and (a)n,
respectively. Positive integers n = pq that are product of two distinct primes p
and q will be usually called RSA integers or RSA moduli. As a convention, we
assume p < q for all RSA moduli n = pq.

Given a positive integer n, Zn stands for {0, . . . , n− 1} and Z∗n = {a ∈ Zn |
(a, n) = 1}. An integer a co-prime with n is a quadratic residue modulo n if
a ≡n x

2, for some integer x; the integer x is called a square root of a modulo n.
SQRTn(A) stands for the set of all square roots x ∈ Zn of integers a ∈ A, where
A ⊆ Z. We will sometimes write SQRTn(a1, . . . , am) instead of SQRTn(A), if
A = {a1, . . . , am}.

The Chinese Remainder Theorem (CRT) [19, 25] states that the system of
congruences

x ≡ bi mod mi for all 1 ≤ i ≤ n



in the non-determinate x has a unique solution in Zm1···mn
, if m1, . . . ,mn are

pairwise co-prime.
Let p be a prime. The Legendre symbol of an integer a modulo p, denoted

Jp(a), is defined by Jp(a) = 1, if a is a quadratic residue modulo p, Jp(a) = 0, if

p divides a, and Jp(a) = −1, otherwise (the notation
(

a
p

)
is also used but for the

sake of simplicity we prefer to use Jp(a)). The Jacobi symbol extends the Legen-
dre symbol to composite moduli. If n = pe11 · · · pemm is the prime factorization of
the positive integer n, then the Jacobi symbol of a modulo n is

Jn(a) = Jp1
(a)e1 · · · Jpm

(a)em

For the sake of simplicity we will use the terminology of Jacobi symbol in both
cases (prime or composite moduli). For details regarding basic properties of the
Jacobi symbol the reader is referred to [19, 25].

Given a positive integer n and a subset A ⊆ Z∗n, QRn(A) (QNRn(A), J+
n (A),

J−n (A)) stands for the set of quadratic residues (quadratic non-residues, integers
with the Jacobi symbol +1, integers with the Jacobi symbol −1, respectively)
modulo n from A. When A = Z∗n, the notation will be simplified to QRn (QNRn,
J+
n , J−n , respectively). When n is a prime, QRn(A) = J+

n (A) and QNRn(A) =
J−n (A).

Assume now that n = pq is an RSA modulus and p < q. Given A ⊆ Z∗n,
define the sets J±n (A) = {a ∈ A | Jp(a) = +1, Jq(a) = −1} and J∓n (A) = {a ∈
A | Jp(a) = −1, Jq(a) = +1}.

The quadratic residuosity (QR) problem is the problem to decide, given an
RSA modulus n = pq and a ∈ J+

n , where p and q are unknown, whether a is a
quadratic residue or not.

Let RSAgen(λ) be a probabilistic polynomial-time (PPT) algorithm that,
given a security parameter λ, outputs a triple (n, p, q), where n = pq is an RSA
modulus. The QR assumption holds for RSAgen(λ) if the distance

|P (D(a, n) = 1 : (n, p, q)← RSAgen(λ), a← QRn)−

P (D(a, n) = 1 : (n, p, q)← RSAgen(λ), a← J+
n \QRn)|,

as a function of λ, is negligible for all PPT algorithms D.

2 The set a + Z∗
n

In [21], Perron studied the set {(a + r)p | r ∈ QRp}, where p > 2 is a prime
and a ∈ Z∗p, in order to establish how many of its elements are still quadratic
residues modulo p. In this section we extend Perron’s study to sets

a+X = {(a+ x)n | x ∈ X}

where n is a prime or an RSA modulus, a ∈ Z∗n, and X ⊆ Z∗n. When n is a
prime, X will be Z∗n, QRn, and QNRn; when n is an RSA modulus, X will be
Z∗n, J+

n , J−n , QRn, QNRn, J+
n \QRn, J±n , and J∓n .



Given a set A = a + X as above, we will partition A∗ = A ∩ Z∗n into two
subsets

– QRn(A) = A∗ ∩QRn and

– QNRn(A) = A∗ ∩QNRn,

if n is a prime, and into four subsets

– QRn(A) = A∗ ∩QRn,

– (J+
n \QRn)(A) = A∗ ∩ (J+

n \QRn),

– J±n (A) = A∗ ∩ J±n , and

– J∓n (A) = A∗ ∩ J∓n ,

if n is an RSA modulus. Moreover, in this last case, we will also consider J+
n (A) =

A∗ ∩ J+
n and J−n (A) = A∗ ∩ J−n . The diagram in Figure 1 provides a pictorial

view of this case.

QRn J+
n \QRn

J±
n J∓

n

J+
n

J−
n

Z∗
n a + Z∗

n

a + QRn a + J+
n \QRn

a + J±
n a + J∓

n

a + J+
n

a + J−
n

QRn(a + QRn)

J±n (a + QRn) J∓n (a + QRn)

(J+
n \ QRn)(a + QRn) QRn(a + J+

n \ QRn)

J±n (a + Jn \ QRn) J∓n (a + Jn \ QRn)

(J+
n \ QRn)(a + J+

n \ QRn)

QRn(a + J±n )

J±n (a + J±n ) J∓n (a + J±n )

(J+
n \ QRn)(a + J±n ) QRn(a + J∓n )

J±n (a + J∓n ) J∓n (a + J∓n )

(J+
n \ QRn)(a + J∓n )

=⇒

=⇒

Fig. 1. Partitioning the set a + Z∗
n when n is an RSA modulus

Now, our goal is to estimate the cardinalities of these subsets of Z∗n and then
to compute probability distributions on them, such as P (x ∈ QRn : x← a+J∓n )
(this is the probability that x is a quadratic residue when it is uniformly at
random sampled from a+ J∓n ).

Perron’s study developed in [21] corresponds, although not exactly in the
form we use in our paper, to the case of the set QRn(a+QRn) with a prime n.

2.1 Prime moduli

We will focus in this sub-section on the calculation of the cardinalities of the
sets defined above, when n > 2 is a prime. Recall that, in this case, QRn = J+

n ,
QNRn = J−n , and Z∗n is the disjoint union of the sets QRn and QNRn.



Proposition 1. Let p > 2 be a prime and a ∈ Z∗p. Then,

1. a+ Zp = Zp and |(a+ Zp)∗| = |Z∗p| = p− 1;
2. a+ Z∗p = Zp \ {a} and |(a+ Z∗p)∗| = |Z∗p \ {a}| = p− 2.

Proof. Both (1) and (2) are straightforward from definitions. However, we will
provide some details for the first part of (2).

Given x ∈ Z∗p, the integer (a + x)p is different from a. Therefore, it is in
Zp\{a}. Moreover, for any y ∈ Zp\{a} there exists x ∈ Z∗p such that (a+x)p = y.

Proposition 2. Let p > 2 be a prime and a ∈ Z∗p. Then,

|(a+QRp)∗| = p− 2− Jp(−a)

2

and

|(a+QNRp)∗| = p− 2 + Jp(−a)

2

Proof. Let α ∈ QRp. Clearly, (a+α)p is co-prime to p iff α 6= (−a)p. Therefore,
if (−a)p ∈ QNRp then α 6= (−a)p because α ∈ QRp and, as a conclusion, all
integers in a+QRp are co-prime to p.

If (−a)p ∈ QRp, exactly one integer in a+QRp, namely (a+ (−a)p)p = 0, is
not co-prime to p.

If we add to these remarks the fact that |QRp| = (p − 1)/2, we obtain the
first part of the proposition.

The second part of this proposition follows a similar proof line to its first
part. Alternatively, it can be obtained from the set partitioning

(a+ Z∗p)∗ = (a+QRp)∗ ∪ (a+QNRp)∗,

Proposition 1, and the formula for |(a+QRp)∗|.

Corollary 1. Let p > 2 be a prime and a, b ∈ Z∗p.

1. If a and b are of the same quadratic residuosity, then
(a) |(a+QRp)∗| = |(b+QRp)∗| and
(b) |(a+QNRp)∗| = |(b+QNRp)∗|;

2. If a and b are of opposite quadratic residuosities, then

|(a+QRp)∗| = |(b+QNRp)∗|.

Proof. All the equalities simply follow from Proposition 2 and from the fact that
(−a)p and (−b)p are of the same quadratic residuosity in the first case, and are
of opposite quadratic residuosities in the second case.



We go further to estimate |QRp(A)| and |QNRp(A)| for the aforementioned
values of A. We begin with the case of A = a + Z∗p, which simply follows from
Proposition 1 and from the fact that |QRp| = |QNRp| = (p− 1)/2 [19, 25].

Corollary 2. Let p > 2 be a prime and a ∈ Z∗p. Then,

|QRp(a+ Z∗p)| = p− 2− Jp(a)

2

and

|QNRp(a+ Z∗p)| = p− 2 + Jp(a)

2

Proof. By Proposition 1(2), QRp(a + Z∗p) = QRp(Z∗p \ {a}). If a ∈ QRp, then
|QRp(Z∗p \ {a})| = |QRp(Z∗p)| − 1; otherwise, |QRp(Z∗p \ {a})| = |QRp(Z∗p)|. By
taking into account that |QRp| = (p − 1)/2, we obtain the first part of the
proposition.

The second part of the proposition follows a similar proof line to its first part.
Alternatively, one may partition (a+Z∗p)∗ into QRp(a+Z∗p) and QNRp(a+Z∗p),
and then use Proposition 1 and the first part of this corollary.

In [21], Perron proposed a very useful characterization of the quadratic
residues in the set a+QRp. However, he considered the integer 0 as a quadratic
residue, which is not the case in our paper. For this reason and for the sake of
uniformity and completeness of the paper we recall and adapt Perron’s results
to fit our case.

Lemma 1. Let p > 2 be a prime, a ∈ Z∗p, and r ∈ QRp. Then, (a+ r)p ∈ QRp

if and only if there exists u ∈ Z∗p \ SQRTp(a,−a) such that r ≡p
1
4

(
u− a

u

)2
.

Proof. Let p > 2 be a prime, a ∈ Z∗p, and r ∈ QRp.

Assume first that r ≡p
1
4

(
u− a

u

)2
for some u ∈ Z∗p \ SQRTp(a,−a). We

remark that r 6≡p 0 since u is not a square root of a. Then, the following con-
gruences hold:

a+ r ≡p a+ 1
4

(
u− a

u

)2
≡p a+ 1

4

(
u2 − 2a+ a2

u2

)
≡p

1
4

(
u2 + 2a+ a2

u2

)
≡p

1
4

(
u+ a

u

)2
.

As u is not a square root of −a modulo p, we deduce that a + r 6≡p 0 and,
therefore, (a+ r)p ∈ QRp.

Conversely, assume that (a+ r)p ∈ QRp. Therefore, there exists t ∈ Z∗p such
that a+ r ≡p t

2. As r ∈ QRp, there exists s ∈ Z∗p such that r ≡p s
2. Combining

the two congruences we obtain

(s− t)(s+ t) ≡p −a.



As a ∈ Z∗p it follows that (−a)p ∈ Z∗p and, therefore, (s+ t) cannot be divisible
by p. So, we may write

s− t ≡p −
a

s+ t

which leads to

s ≡p
1

2

(
(s+ t)− a

s+ t

)
.

Now, we take u = (s+ t)p. It follows that u ∈ Z∗p and

r ≡p s
2 ≡p

1

4

(
u− a

u

)2
.

It remains to prove that u 6∈ SQRTp(a,−a).
Because r ∈ QRp, it follows that r 6≡p 0, which leads to the fact that u

cannot be a square root of a modulo p. Similarly, because (a + r)p ∈ QRp it
follows that a+ r 6≡p 0. As

a+ r ≡p
1

4

(
u+

a

u

)2
,

we deduce that u cannot be a square root of −a modulo p.

Remark 1. One may reformulate Lemma 1 as follows:

Let p > 2 be a prime, a ∈ Z∗p, and r ∈ QRp. Then, (a + r)p ∈ QRp if and

only if r ≡p
(s−a)2

4s , for some s ∈ QRp \ {a,−a}.

This reformulation shows that (a+r)p is a quadratic residue modulo p if and
only if the quadratic residue r can be written as an expression that depends of
another quadratic residue modulo p.

Lemma 2. Let p > 2 be a prime and a ∈ Z∗p. Then, the function ψa : Z∗p \
SQRTp(a,−a)→ QRp given by

ψa(u) =
1

4

(
u− a

u

)2
mod p,

for all u ∈ Z∗p \ SQRTp(a,−a), is a four-to-one map. Moreover, (a+ ψa(u))p ∈
QRp(a+QRp), for all u ∈ Z∗p \ SQRTp(a,−a).

Proof. Let a ∈ Z∗p and u ∈ Z∗p \SQRTp(a,−a). The form of ψa(u) together with
the fact that u is not a square root of a modulo p show that ψa(u) ∈ QRp.
Therefore, the function ψa is well-defined.

The congruence (
x− a

x

)2
≡p

(
u− a

u

)2



has four solutions in Z∗p in the nondeterminate x, namely u, (−u)p, (a/u)p, and
(−a/u)p. If we prove that the four solutions above are pairwise incongruent
modulo p, then ψa is a four-to-one map.

Due to the fact that p > 2 and (u, p) = 1, we obtain u 6≡p −u. In a similar
way and taking into consideration that (a, p) = 1, we obtain a/u 6≡p −a/u.
Finally, the hypothesis u 6∈ SQRTp(a,−a) leads to the fact that neither u nor
−u can be congruent to a/u or −a/u modulo p. Therefore, the four integers u,
(−u)p, (a/u)p, and (−a/u)p are pairwise incongruent modulo p.

A simple computation (see also the proof of Lemma 1) shows that

a+ ψa(u) ≡p
1

4

(
u+

a

u

)2
.

Combining this with the fact that u 6∈ SQRTp(−a), we obtain (a + ψa(u))p ∈
QRp(a+QRp), for all u ∈ Z∗p \ SQRTp(a,−a).

The two lemmata proved above lead directly to the following very important
result.

Theorem 1. Let p > 2 be a prime and a ∈ Z∗p. Then,

|QRp(a+QRp)| =
|Z∗p \ SQRTp(a,−a)|

4
.

We have now all the necessary elements to calculate the cardinals of the sets
Y (a + X), with X,Y ∈ {QRp, QNRp}. For the sake of simplicity we introduce
the following notation.

Notation 21 Let p > 2 be a prime and a ∈ Z such that p does not divide a.
We denote by τ1p,a, τ̄

1
p,a, τ

3
p,a, and τ̄

3
p,a the following symbols:

τ ip,a =

{
1, if (p)4 = i and (a)p ∈ QRp

0, otherwise

and

τ̄ ip,a =

{
1, if (p)4 = i and (a)p ∈ QNRp

0, otherwise,

where i = 1, 3.
These symbols have useful properties such as:

1. τ1p,a = τ1p,−a, τ̄
1
p,a = τ̄1p,−a, and τ3p,a = τ̄3p,−a (when (p)4 = 1, (a)p is a

quadratic residue modulo p if and only if (−a)p is a quadratic residue modulo
p);

2. Exactly one of these symbols is one, the others being zero (there are exactly
two possibilities for (p)4 and exactly two possibilities for (a)p with respect to
its quadratic residuosity; therefore, there are exactly four combinations and
exactly one of them holds for a given p and a);



3. The product of two or more symbols, all of them for the same integers p and
a, is zero (this follows immediately from the second property).

Corollary 3. Let p > 2 be a prime, k = p div 4, and a ∈ Z∗p. Then,

|QRp(a+QRp)| = k − τ1p,a.

Proof. According to Theorem 1, everything comes down to the computation of
|Z∗p \ SQRTp(a,−a)|. Four cases are in order.

Case 1: p = 4k+ 1 for some integer k, and a ∈ QRp. Then |SQRTp(a,−a)| = 4
because (−a)p ∈ QRp. As a result, |Z∗p \ SQRTp(a,−a)| = 4k − 4.

Case 2: p = 4k+1 for some integer k, and a ∈ QNRp. Then |SQRTp(a,−a)| = 0
because (−a)p ∈ QNRp. As a result, |Z∗p \ SQRTp(a,−a)| = 4k.

Case 3: p = 4k+ 3 for some integer k, and a ∈ QRp. Then |SQRTp(a,−a)| = 2
because (−a)p ∈ QNRp. As a result, |Z∗p \ SQRTp(a,−a)| = 4k.

Case 4: p = 4k+3 for some integer k, and a ∈ QNRp. Then |SQRTp(a,−a)| = 2
because (−a)p ∈ QRp. As a result, |Z∗p \ SQRTp(a,−a)| = 4k.

All these cases lead to the statement in the corollary.

Corollary 4. Let p > 2 be a prime, k = p div 4, and a ∈ Z∗p. Then,

|QNRp(a+QRp)| = k + τ3p,a.

Proof. The set (a+QRp)∗ is partitioned into quadratic residues and quadratic
non-residues modulo p. Therefore,

|QNRp(a+QRp)| = |(a+QRp)∗| − |QRp(a+QRp)|.

We will accomplish this computation on cases.

Case 1: p = 4k + 1 for some integer k, and a ∈ QRp. Then, (−a)p ∈ QRp and,
therefore, |(a+QRp)∗| = 2k−1 (by Proposition 2) and |QRp(a+QRp)| = k−1
(by Corollary 3). As a result, |QNRp(a+QRp)| = k.

Case 2: p = 4k + 1 for some integer k, and a ∈ QNRp. Then, (−a)p ∈ QNRp

and, therefore, |(a + QRp)∗| = 2k (by Proposition 2) and |QRp(a + QRp)| = k
(by Corollary 3). As a result, |QNRp(a+QRp)| = k.

Case 3: p = 4k+3 for some integer k, and a ∈ QRp. Then, (−a)p ∈ QNRp and,
therefore, |(a + QRp)∗| = 2k + 1 (by Proposition 2) and |QRp(a + QRp)| = k
(by Corollary 3). As a result, |QNRp(a+QRp)| = k + 1.

Case 4: p = 4k + 3 for some integer k, and a ∈ QNRp. Then, (−a)p ∈ QRp

and, therefore, |(a + QRp)∗| = 2k (by Proposition 2) and |QRp(a + QRp)| = k
(by Corollary 3). As a result, |QNRp(a+QRp)| = k.



Corollary 5. Let p > 2 be a prime, k = p div 4, and a ∈ Z∗p. Then,

|QRp(a+QNRp)| = k + τ̄3p,a

and

|QNRp(a+QNRp)| = k − τ̄1p,a.

Proof. The set Z∗p is partitioned into QRp and QNRp. Therefore, a + Z∗p is a
disjoint set union

a+ Z∗p = (a+QRp) ∪ (a+QNRp)

This leads to the set partitions

QRp(a+ Z∗p) = QRp(a+QRp) ∪QRp(a+QNRp)

and

QNRp(a+ Z∗p) = QNRp(a+QRp) ∪QNRp(a+QNRp).

As a conclusion,

|QRp(a+QNRp)| = |QRp(a+ Z∗p)| − |QRp(a+QRp)|

and

|QNRp(a+QNRp)| = |QNRp(a+ Z∗p)| − |QNRp(a+QRp)|

Now, the corollary follows from Corollaries 2 to 4.

Similar to Corollary 1 one can prove the following result.

Corollary 6. Let p > 2 be a prime and a, b ∈ Z∗p.

1. If a and b are of the same quadratic residuosity, then

(a) |QRp(a+QRp)| = |QRp(b+QRp)|,
(b) |QNRp(a+QRp)| = |QNRp(b+QRp)|,
(c) |QRp(a+QNRp)| = |QRp(b+QNRp)|, and
(d) |QNRp(a+QNRp)| = |QNRp(b+QNRp)|;

2. If a and b are of opposite quadratic residuosities, then

(a) |QRp(a+QNRp)| = |QNRp(b+QRp)| and
(b) |QNRp(a+QNRp)| = |QRp(b+QRp)|.

We close this sub-section with a result which establishes an interesting bijec-
tion between (a+QRp)∗ and (b+QNRp)∗. This bijection can be used to obtain
alternative proofs for some of the results already obtained in this sub-section.



Lemma 3. Let p > 2 be a prime and a, b ∈ Z∗p of opposite quadratic residuosi-
ties. Then, there exists a bijective map

f : (a+QRp)∗ → (b+QNRp)∗

such that f maps QRp(a+QRp) onto QNRp(b+QNRp) and QNRp(a+QRp)
onto QRp(b + QNRp). Moreover, such a bijection can be found in O((log p)2)
time complexity.

Proof. Corollary 1 shows that |(a+QRp)∗| = |(b+QNRp)∗| and, therefore, there
exists a bijection from (a+QRp)∗ to (b+QNRp)∗. Such a bijection can be easily
found if we compute the unique solution e ∈ Z∗p to the linear congruence ax ≡p b
in the non-determinate x. Once we have found the solution e, we consider the
function

f : (a+QRp)∗ → (b+QNRp)∗

given by f(x) = (e · x)p, for any x ∈ (a+QRp)∗.
By taking into account that e must be a quadratic non-residue (a and b are

of opposite quadratic residuosities) and QNRp = {(e ·α)p | α ∈ QRp}, we easily
obtain that f is well-defined and bijective.

Let us show now that f maps QRp(a+QRp) onto QNRp(b+QNRp). Indeed,

– Given x = (a+α)p ∈ QRp(a+QRp), where α ∈ QRp, we have that (e ·x)p ∈
QNRp and

(e · x)p = ((e · a)p + (e · α)p)p = (b+ (e · α)p)p ∈ b+QNRp.

This shows that f(x) is a quadratic non-residue in b+QNRp;
– For any quadratic non-residue y = (b + β)p ∈ b + QNRp, the integer x =

(a + α)p, where e · α = β, satisfies f(x) = y; moreover, y = (e · x)p which
shows that x is a quadratic residue modulo p (because both y and e are
quadratic non-residues modulo p).

As a conclusion, f maps QRp(a+QRp) onto QNRp(b+QNRp).
In a similar way it is shown that f maps QNRp(a + QRp) onto QRp(b +

QNRp). Moreover, to obtain f we only need to compute e, and this can be done
in O((log p)2) time complexity [25].

2.2 Composite moduli

We are now extending the results in the previous sub-section to the case of RSA
moduli n = pq, where p and q are distinct odd primes4. First of all, we recall
a well-known result, tailored for RSA moduli, that can be found in almost any
standard book on number theory, such as [19] (this result can also be regarded
as a special case of CRT, as presented in Section 1).

4 One may notice that the results developed in this section can easily be extended to
moduli that are product of more than two distinct odd primes.



Theorem 2 ([19]). Let n = pq be an RSA modulus. Then, the function f :
Zn → Zp × Zq given by

f(x) = ((x)p, (x)q),

for any x ∈ Zn, is bijective and maps Z∗n onto Z∗p × Z∗q .

One of the main applications of the bijection f in Theorem 2 is to show that
Euler’s totient function φ is multiplicative. The bijection f has other applications
as well, and some of them will be discussed by us below.

Theorem 3. Let n = pq be an RSA modulus and a ∈ Z∗n. Then, the bijection f
in Theorem 2 has the following properties:

1. f maps (a+ Z∗n)∗ onto ((a)p + Z∗p)∗ × ((a)q + Z∗q)∗;

2. f maps (a+QRn)∗ onto ((a)p +QRp)∗ × ((a)q +QRq)∗;

3. f maps (a+ J+
n \QRn)∗ onto ((a)p +QNRp)∗ × ((a)q +QNRq)∗;

4. f maps (a+ J±n )∗ onto ((a)p +QRp)∗ × ((a)q +QNRq)∗;

5. f maps (a+ J∓n )∗ onto ((a)p +QNRp)∗ × ((a)q +QRq)∗.

Proof. We will only prove (3) (the other properties follow a similar proof line).
Let x ∈ (a + J+

n \ QRn)∗. Then, x ∈ Z∗n and x = (a + α)n, for some α ∈
J+
n \ QRn. Therefore, (x)p ∈ Z∗p, (x)q ∈ Z∗q , (x)p = ((a)p + (α)p)p, and (x)q =

((a)q + (α)q)q. As
1 = Jn(α) = Jp((α)p) · Jq((α)q)

and α 6∈ QRn, it follows that

((α)p, (α)q) ∈ QNRp ×QNRq.

Therefore,
f(x) ∈ ((a)p +QNRp)∗ × ((a)q +QNRq)∗.

To show that f is onto, we consider (y, z) ∈ ((a)p +QNRp)∗× ((a)q +QNRq)∗.
Therefore, y ∈ Z∗p, z ∈ Z∗q , y = ((a)p + β)p, and z = ((a)q + γ)q, for some
β ∈ QNRp and γ ∈ QNRq. Starting with β and γ, CRT gives rise to a unique
α ∈ Z∗n such that (α)p = β and (α)q = γ. Then,

Jn(α) = Jp(α) · Jq(α) = Jp(β) · Jq(γ) = (−1)(−1) = 1,

which shows that α ∈ J+
n . Moreover, α 6∈ QRn because (α)p 6∈ QRp and (α)q 6∈

QRq.
Consider now x = (a + α)n. Clearly, x ∈ a + J+

n \ QRn. Moreover, x ∈
(a+J+

n \QRn)∗ because (x)p = y ∈ Z∗p and (x)q = z ∈ Z∗q . Therefore, f is onto.

Several consequences of Theorem 3 are in order.

Corollary 7. Let n = pq be an RSA modulus and a ∈ Z∗n. Then,



1. |(a+ Z∗n)∗| = (p− 2)(q − 2).

2. |(a+QRn)∗| = (p−2−Jp(−a))(q−2−Jq(−a))
4 .

3. |(a+ J+
n \QRn)∗| = (p−2+Jp(−a))(q−2+Jq(−a))

4 .

4. |(a+ J±n )∗| = (p−2−Jp(−a))(q−2+Jq(−a))
4 .

5. |(a+ J∓n )∗| = (p−2+Jp(−a))(q−2−Jq(−a))
4 .

6. |(a+ J+
n )∗| = (p−2)(q−2)+Jp(−a)Jq(−a)

2 .

7. |(a+ J−n )∗| = (p−2)(q−2)−Jp(−a)Jq(−a)
2 .

8. |(a+QNRn)∗| = 3(p−2)(q−2)+Jp(−a)(q−2)+Jq(−a)(p−2)−Jp(−a)Jq(−a)
4 .

Proof. (1) follows from Theorem 3(1) and Proposition 1, (2) from Theorem 3(2)
and Proposition 2, (3) from Theorem 3(3) and Proposition 2, (4) from Theorem
3(4) and Proposition 2, and (5) from Theorem 3(5) and Proposition 2.

(6) is based on the disjoint set union

(a+ J+
n )∗ = (a+QRn)∗ ∪ (a+ J+

n \QRn)∗

together with (2) and (3), while (7) is based on

(a+ J−n )∗ = (a+ J±n )∗ ∪ (a+ J∓n )∗,

(4), and (5). The last property follows, for instance, from (7) and (3).

We present now other properties of the function f in Theorem 2, necessary to
partition the set (a+Z∗n)∗ in the same way Z∗n is partitioned by Jacobi symbols.

Theorem 4. Let n = pq be an RSA modulus and a ∈ Z∗n. Then, the bijection f
in Theorem 2 has the following properties:

1. f maps QRn(a+ Z∗n) onto QRp((a)p + Z∗p)×QRq((a)q + Z∗q);

2. f maps (J+
n \QRn)(a+ Z∗n) onto QNRp((a)p + Z∗p)×QNRq((a)q + Z∗q);

3. f maps J±n (a+ Z∗n) onto QRp((a)p + Z∗p)×QNRq((a)q + Z∗q);

4. f maps J∓n (a+ Z∗n) onto QNRp((a)p + Z∗p)×QRq((a)q + Z∗q).

Proof. It is similar to the proof of Theorem 3.

Corollary 8. Let n = pq be an RSA modulus and a ∈ Z∗n. Then,

1. |QRn(a+ Z∗n)| = (p−2−Jp(a))(q−2−Jq(a))
4 .

2. |(J+
n \QRn)(a+ Z∗n)| = (p−2+Jp(a))(q−2+Jq(a))

4 .

3. |J±n (a+ Z∗n)| = (p−2−Jp(a))(q−2+Jq(a))
4 .



4. |J∓n (a+ Z∗n)| = (p−2+Jp(a))(q−2−Jq(a))
4 .

5. |J+
n (a+ Z∗n)| = (p−2)(q−2)+Jp(a)Jq(a)

2 .

6. |J−n (a+ Z∗n)| = (p−2)(q−2)−Jp(a)Jq(a)
2 .

7. |QNRn(a+ Z∗n)| = 3(p−2)(q−2)+Jp(a)(q−2)+Jq(a)(p−2)−Jp(a)Jq(a)
4 .

Proof. For (1)-(4) we use Theorem 4(1)-(4), respectively, and Corollary 2. The
properties (5)-(7) are immediate consequences of (1)-(4).

We use now the function f in Theorem 2 to partition the set a+QRn.

Theorem 5. Let n = pq be an RSA modulus and a ∈ Z∗n. Then, the bijection f
in Theorem 2 has the following properties:

1. f maps QRn(a+QRn) onto QRp((a)p +QRp)×QRq((a)q +QRq);

2. f maps (J+
n \QRn)(a+QRn) onto QNRp((a)p+QRp)×QNRq((a)q+QRq);

3. f maps J±n (a+QRn) onto QRp((a)p +QRp)×QNRq((a)q +QRq);

4. f maps J∓n (a+QRn) onto QNRp((a)p +QRp)×QRq((a)q +QRq).

Proof. It is similar to the proof of Theorem 3.

Corollary 9. Let n = pq be an RSA modulus, k1 = p div 4, k2 = q div 4, and
a ∈ Z∗n. Then,

1. |QRn(a+QRn)| = (k1 − τ1p,a)(k2 − τ1q,a).

2. |(J+
n \QRn)(a+QRn)| = (k1 + τ3p,a)(k2 + τ3q,a).

3. |J±n (a+QRn)| = (k1 − τ1p,a)(k2 + τ3q,a).

4. |J∓n (a+QRn)| = (k1 + τ3p,a)(k2 − τ1q,a).

5. |J+
n (a+QRn)| = 2k1k2 + k1(τ3q,a− τ1q,a) + k2(τ3p,a− τ1p,a) + τ1p,aτ

1
q,a + τ3p,aτ

3
q,a.

6. |J−n (a+QRn)| = 2k1k2 + k1(τ3q,a− τ1q,a) + k2(τ3p,a− τ1p,a)− τ1p,aτ3q,a− τ3p,aτ1q,a.
7. |QNRn(a+QRn)| = 3k1k2 + k1(2τ3q,a − τ1q,a) + k2(2τ3p,a − τ1p,a)− τ1p,aτ3q,a −

τ3p,aτ
1
q,a + τ3p,aτ

3
q,a.

Proof. For (1)-(4) we use Theorem 5(1)-(4), respectively, and Corollaries 3 and 4.
The properties (5)-(7) are immediate consequences of (1)-(4).

The following theorem shows how to partition a+ J+
n \QRn.

Theorem 6. Let n = pq be an RSA modulus and a ∈ Z∗n. Then, the bijection f
in Theorem 2 has the following properties:

1. f maps QRn(a+J+
n \QRn) onto QRp((a)p +QNRp)×QRq((a)q +QNRq);



2. f maps (J+
n \QRn)(a+J+

n \QRn) onto QNRp((a)p+QNRp)×QNRq((a)q+
QNRq);

3. f maps J±n (a+J+
n \QRn) onto QRp((a)p +QNRp)×QNRq((a)q +QNRq);

4. f maps J∓n (a+Jn \QRn) onto QNRp((a)p +QNRp)×QRq((a)q +QNRq).

Proof. It is similar to the proof of Theorem 3.

Corollary 10. Let n = pq be an RSA modulus, k1 = p div 4, k2 = q div 4, and
a ∈ Z∗n. Then,

1. |QRn(a+ J+
n \QRn)| = (k1 + τ̄3p,a)(k2 + τ̄3q,a).

2. |(J+
n \QRn)(a+ J+

n \QRn)| = (k1 − τ̄1p,a)(k2 − τ̄1q,a).

3. |J±n (a+ J+
n \QRn)| = (k1 + τ̄3p,a)(k2 − τ̄1q,a).

4. |J∓n (a+ J+
n \QRn)| = (k1 − τ̄1p,a)(k2 + τ̄3q,a).

5. |J+
n (a+J+

n \QRn)| = 2k1k2+k1(τ̄3q,a−τ̄1q,a)+k2(τ̄3p,a−τ̄1p,a)+τ̄3p,aτ̄
3
q,a+τ̄1p,aτ̄

1
q,a.

6. |J−n (a+J+
n \QRn)| = 2k1k2+k1(τ̄3q,a−τ̄1q,a)+k2(τ̄3p,a−τ̄1p,a)−τ̄3p,aτ̄1q,a−τ̄1p,aτ̄3q,a.

7. |QNRn(a+J+
n \QRn)| = 3k1k2+k1(τ̄3q,a−2τ̄1q,a)+k2(τ̄3p,a−2τ̄1p,a)− τ̄3p,aτ̄1q,a−

τ̄1p,aτ̄
3
q,a + τ̄1p,aτ̄

1
q,a.

Proof. For (1)-(4) we use Theorem 6(1)-(4), respectively, and Corollary 5. The
properties (5)-(7) are immediate consequences of (1)-(4).

For the partitioning of the set a+ J±n we have the following result.

Theorem 7. Let n = pq be an RSA modulus and a ∈ Z∗n. Then, the bijection f
in Theorem 2 has the following properties:

1. f maps QRn(a+ J±n ) onto QRp((a)p +QRp)×QRq((a)q +QNRq);

2. f maps (J+
n \QRn)(a+J±n ) onto QNRp((a)p+QRp)×QNRq((a)q+QNRq);

3. f maps J±n (a+ J±n ) onto QRp((a)p +QRp)×QNRq((a)q +QNRq);

4. f maps J∓n (a+ J±n ) onto QNRp((a)p +QRp)×QRq((a)q +QNRq).

Proof. It is similar to the proof of Theorem 3.

Corollary 11. Let n = pq be an RSA modulus, k1 = p div 4, k2 = q div 4, and
a ∈ Z∗n. Then,

1. |QRn(a+ J±n )| = (k1 − τ1p,a)(k2 + τ̄3q,a).

2. |(J+
n \QRn)(a+ J±n )| = (k1 + τ3p,a)(k2 − τ̄1q,a).

3. |J±n (a+ J±n )| = (k1 − τ1p,a)(k2 − τ̄1q,a).

4. |J∓n (a+ J±n )| = (k1 + τ3p,a)(k2 + τ̄3q,a).



5. |J+
n (a+ J±n )| = 2k1k2 + k1(τ̄3q,a − τ̄1q,a) + k2(τ3p,a − τ1p,a)− τ1p,aτ̄3q,a − τ3p,aτ̄1q,a.

6. |J−n (a+ J±n )| = 2k1k2 + k1(τ̄3q,a − τ̄1q,a) + k2(τ3p,a − τ1p,a) + τ1p,aτ̄
1
q,a + τ3p,aτ̄

3
q,a.

7. |QNRn(a + J±n )| = 3k1k2 + k1(τ̄3q,a − 2τ̄1q,a) + k2(2τ3p,a − τ1p,a) + τ1p,aτ̄
1
q,a +

τ3p,aτ̄
3
q,a − τ3p,aτ̄1q,a.

Proof. For (1)-(4) we use Theorem 7(1)-(4), respectively, and Corollaries 3 to 5.
The properties (5)-(7) are immediate consequences of (1)-(4).

The last application of Theorem 1 we discuss in this subsection is with respect
to the set a+ J∓n .

Theorem 8. Let n = pq be an RSA modulus and a ∈ Z∗n. Then, the bijection f
in Theorem 2 has the following properties:

1. f maps QRn(a+ J∓n ) onto QRp((a)p +QNRp)×QRq((a)q +QRq);

2. f maps (J+
n \QRn)(a+J∓n ) onto QNRp((a)p+QNRp)×QNRq((a)q+QRq);

3. f maps J±n (a+ J∓n ) onto QRp((a)p +QNRp)×QNRq((a)q +QRq);

4. f maps J∓n (a+ J∓n ) onto QNRp((a)p +QNRp)×QRq((a)q +QRq).

Proof. It is similar to the proof of Theorem 3.

Corollary 12. Let n = pq be an RSA modulus, k1 = p div 4, k2 = q div 4, and
a ∈ Z∗n. Then,

1. |QRn(a+ J∓n )| = (k1 + τ̄3p,a)(k2 − τ1q,a).

2. |(J+
n \QRn)(a+ J∓n )| = (k1 − τ̄1p,a)(k2 + τ3q,a).

3. |J±n (a+ J∓n )| = (k1 + τ̄3p,a)(k2 + τ3q,a).

4. |J∓n (a+ J∓n )| = (k1 − τ̄1p,a)(k2 − τ1q,a).

5. |J+
n (a+ J∓n )| = 2k1k2 + k1(τ3q,a − τ1q,a) + k2(τ̄3p,a − τ̄1p,a)− τ̄3p,aτ1q,a − τ̄1p,aτ3q,a.

6. |J−n (a+ J∓n )| = 2k1k2 + k1(τ3q,a − τ1q,a) + k2(τ̄3p,a − τ̄1p,a) + τ̄3p,aτ
3
q,a + τ̄1p,aτ

1
q,a.

7. |QNRn(a + J∓n )| = 3k1k2 + k1(2τ3q,a − τ1q,a) + k2(τ̄3p,a − 2τ̄1p,a) + τ̄3p,aτ
3
q,a +

τ̄1p,aτ
1
q,a − τ̄1p,aτ3q,a.

Proof. For (1)-(4) we use Theorem 8(1)-(4), respectively, and Corollaries 3 to 5.
The properties (5)-(7) are immediate consequences of (1)-(4).

We have thus provided formulas for all cardinalities of the sets in Figure 1.



2.3 Probability distributions on a + Z∗
n

The results developed in the previous sub-sections allow us to calculate various
probability distributions on subsets (a+X)∗, where X is Z∗n, QRn, J+

n \QRn,
J±n , J∓n , J+

n , J−n , or QNRn. We will give below a few examples. The notation

P (x ∈ Y : x← (a+X)∗)

stands for the probability that x is in Y when it is uniformly at random sampled
from (a + X)∗, where Y is a subset of (a + X)∗ as those in the previous sub-
sections. Using our notation, this probability can be calculated by

P (x ∈ Y : x← (a+X)∗) =
|Y (a+X)|
|(a+X)∗|

=
|(a+X)∗ ∩ Y |
|(a+X)∗|

.

We will provide below just a few examples of calculating such probabilities.

Corollary 13. Let n = pq be an RSA modulus and a ∈ Z∗n. Then, the following
hold:

1. P (x ∈ QRn : x← (a+QRn)∗) =


1
4 , if a ∈ J+

n \QRn,

1
4 −O

(
1√
n

)
, otherwise.

2. P (x ∈ J+
n \QRn : x← (a+QRn)∗) =


1
4 , if a ∈ J+

n \QRn,

1
4 +O

(
1√
n

)
, otherwise.

3. P (x ∈ J±n : x← (a+QRn)∗) =


1
4 , if a ∈ J+

n \QRn,

1
4 −O

(
1√
n

)
, otherwise.

4. P (x ∈ J∓n : x← (a+QRn)∗) =


1
4 , if a ∈ J+

n \QRn,

1
4 +O

(
1√
n

)
, otherwise.

5. P (x ∈ J+
n : x← (a+QRn)∗) =

{
1
2 , if a ∈ QNRn,

1
2 +O

(
1
n

)
, otherwise.

6. P (x ∈ J−n : x← (a+QRn)∗) =

{
1
2 , if a ∈ QNRn,

1
2 −O

(
1
n

)
, otherwise.

7. P (x ∈ QNRn : x← (a+QRn)∗) =


3
4 , if a ∈ J+

n \QRn,

3
4 +O

(
1√
n

)
, otherwise.

Proof. We will only prove (1) as an example; the other properties follow a similar
proof line.



First, recall that by Corollaries 7 and 9 we have

P (x ∈ QRn : x← (a+QRn)∗) =
|QRn(a+QRn)|
|(a+QRn)∗|

=
4(k1 − τ1p,a)(k2 − τ1q,a)

(p− 2− Jp(−a))(q − 2− Jq(−a))
,

where k1 = p div 4 and k2 = q div 4. What we have now to do is to consider
several cases with respect to p, q, and a.

Case 1: a ∈ J+
n \QRn. Then, regardless of (p)4 and (q)4 we have p−2−Jp(−a) =

4k1, q − 2− Jq(−a) = 4k2, and τ1p,a = 0 = τ1q,a. Therefore,

P (x ∈ QRn : x← (a+QRn)∗) =
1

4
.

Case 2: a ∈ J∓n . Then, regardless of (p)4 we have p − 2 − Jp(−a) = 4k1 and
τ1p,a = 0. A simple computation on the two possible values of (q)4 leads to

P (x ∈ QRn : x← (a+QRn)∗) =


1
4

(
1− 1

2k2−1

)
, if (q)4 = 1

1
4

(
1− 1

2k2+1

)
, if (q)4 = 3

Case 3: a ∈ J±n . This case is similar to the previous one (simply switch k2 with
k1 and q with p).

Case 4: a ∈ QRn. Then, we obtain

P (x ∈ QRn : x← (a+QRn)∗) =

1
4

(
1− 2k1+2k2−3

(2k1−1)(2k2−1)

)
, if (p)4 = 1 = (q)4

1
4

(
1− 2k1+2k2−1

(2k1−1)(2k2+1)

)
, if (p)4 = 1 and (q)4 = 3

1
4

(
1− 2k1+2k2−1

(2k1+1)(2k2−1)

)
, if (p)4 = 3 and (q)4 = 1

1
4

(
1− 2k1+2k2+1

(2k1+1)(2k2+1)

)
, if (p)4 = 3 = (q)4

From these cases one can easily infer the result in (1).

Remark 2. The probability in Corollary 13(1) is paired with that in Corollary
13(2). The pairing means that when

P (x ∈ QRn : x← (a+QRn)∗) =
1

4
− c√

n

then

P (x ∈ Jn \QRn : x← (a+QRn)∗) =
1

4
+

c√
n
,

for some constant c > 0 (to see it, one has to do a similar calculation for Corollary
13(2) as we did for Corollary 13(1)). The same happens with the probabilities
in Corollary 13(3)(4), Corollary 13(5)(6), and Corollary 13(1)(7).



3 Applications

We believe that the results developed in the previous section have important
applications to quadratic residuosity-based cryptography. We will illustrate some
of these applications in the next sub-sections.

3.1 Cocks’ IBE Scheme and Galbraith’s Test

Identity-based cryptography was proposed in 1984 by Adi Shamir [24] who for-
mulated its basic principles and provided an identity-based signature scheme.
In 2000, Sakai, Ohgishi and Kasahara [23] have proposed an identity-based key
agreement scheme, and one year later, Cocks [8] and Boneh and Franklin [5]
have proposed the first identity-based encryption (IBE) schemes. Cocks’ scheme
is based on quadratic residues, while Boneh and Franklin’s scheme is based on
bilinear maps. Since then, some other IBE schemes based on quadratic residues
have been proposed [6, 16, 1, 7, 11, 12, 17], although some of them are not secure
(see [26] for details).

An IBE scheme consists of four PPT algorithms: Setup, KeyGen, Encrypt,
and Decrypt. The first one takes as input a security parameter and outputs the
system’s public parameters together with a master key. The KeyGen algorithm
takes as input an identity ID together with the public parameters and the master
key and outputs a private key associated to ID. The Encrypt algorithm, starting
with a message m, an identity ID, and the public parameters, encrypts m into
some ciphertext c (the encryption key is ID or some binary string derived from
ID). The last algorithm decrypts c into m by using the private key associated
to ID.

A standard scenario on using IBE is as follows. Whenever Alice wants to send
a message m to Bob, she encrypts m by using Bob’s identity ID(B). In order to
decrypt the message received from Alice, Bob asks the key generator KeyGen
to deliver him the private key associated to ID(B) (if he does not already have
it).

Cocks’ IBE scheme [8]

Setup(λ) : Generate (p, q) ← RSAgen(λ) and compute n = pq. Generate uni-
formly at random e ∈ J+

n \ QRn and output the public parameters PP =
(n, e, h), where h is a cryptographic hash function that maps identities into
J+
n . The master key is the factorization (p, q) of n;

KeyGen(p, q, ID) : Let a = h(ID). Set a′ = a, if a ∈ QRn, and a′ = ea,
otherwise. Uniformly at random choose a square root r of a′ and output it
as the private key;

Encrypt(PP, ID,m) : Let a = h(ID). To encrypt a bit m ∈ {−1, 1}, choose
uniformly at random t1, t2 ∈ Z∗n such that Jn(t1) = Jn(t2) = m. Compute
c1 = t1 + at−11 mod n and c2 = t2 + eat−12 mod n and output the ciphertext
(c1, c2);



Decrypt((c1, c2), r) : Set c = c1 if r2 ≡ a mod n, or c = c2, otherwise. Then,
output m = Jn(c+ 2r).

For a given m ∈ {−1, 1}, the generation of an integer t ∈ Z∗n with Jn(t) = m
can be done by repetition because the probability of success for a random choice
of t is 1/2 (for RSA moduli, |J+

n | = |J−n | [25]).
The correctness of Cocks’ IBE scheme can be obtained as follows. Assume

t is chosen such that Jn(t) = m, x ∈ QRn, r is a square root of x, and c =
t+ xt−1 mod n. Then,

c+ 2r ≡n t(1 + 2rt−1 + (rt−1)2) ≡n t(1 + rt−1)2

which shows that Jn(c + 2r) = Jn(t) = m. In Cocks’ IBE scheme, either a or
ea is a quadratic residue modulo n. The decryptor decides this by means of the
private key r.

It was shown in [8, 14, 17] that Cocks’ IBE scheme is IND-ID-CPA secure in
the random oracle model under the QR assumption for RSAgen (the random
oracle model assumes that the output of a cryptographic hash function behaves
as the output of random function [2]).

According to [4], Galbraith developed a test to show that Cocks’ IBE scheme
is not anonymous in the following sense. Given two random public keys (iden-
tities) a, b ∈ J+

n , one may distinguish with overwhelming probability whether a
ciphertext c is encrypted under the public key a or under the public key b. Gal-
braith’s test (abbreviated GT), was briefly described in [4, 1], but some claims
were not rigorously proved. Using the results developed in the previous sections,
we can complete GT description in [4, 1] by rigorous arguments. First of all, let
us introduce the following sets of integers:

Cn(a) = {(t+ at−1)n | t ∈ Z∗n}

C∗n(a) = Cn(a) ∩ Z∗n
Gn(a) = {c ∈ Z∗n | Jn(c2 − 4a) = 1}

where n > 2 and a ∈ Z∗n.
When n is an RSA modulus and a ∈ J+

n , the set Cn(a) corresponds to the
set of encryptions in Cocks’ IBE scheme, and Gn(a) corresponds to the set of
all integers in Z∗n that “pass” GT [4, 1].

We develop now some counting results, similar to the ones in Section 2, for
Cn(a), C∗n(a), and Gn(a). We begin with the case of prime moduli.

Theorem 9. Let p > 2 be a prime and a, c ∈ Z∗p. Then,
1. 0 ∈ Cp(a) if and only if −a ∈ QRp;
2. c ∈ Cp(a) if and only if c2 − 4a ≡p 0 or (c2 − 4a)p ∈ QRp.

Proof. For (1) we have:

0 ∈ Cp(a)⇔ t+ at−1 ≡p 0, for some t ∈ Z∗p
⇔ a+ t2 ≡p 0, for some t ∈ Z∗p
⇔ −a ≡p t

2, for some t ∈ Z∗p
⇔ −a ∈ QRp.



In order to prove (2) remark that c ∈ Cp(a) if and only if the quadratic
congruence

t2 − ct+ a ≡p 0 (3.1)

has solutions in Z∗p. Moreover, (3.1) has integer solutions if and only if its dis-
criminant ∆ = (c2 − 4a)p is 0 or a quadratic residue modulo p. It remains to
prove that, in any of these two cases, (3.1) has solutions in Z∗p.

If ∆ = 0, then a ≡p (c/2)2. The congruence (3.1) has exactly one solution in
Zp, namely t = (c/2)p. Moreover, t ∈ Z∗p because c ∈ Z∗p.

If ∆ ∈ QRp, then the congruence (3.1) has two solutions in Zp, namely
((c + r)/2)p and ((c − r)/2)p, where r and (−r)p are the two square roots of
∆ in Zp. If we assume now that ((c + r)/2) ≡p 0 or ((c − r)/2) ≡p 0, then
(c + r)(c − r) ≡p 0 and, therefore, c2 − r2 ≡p 0. This leads to a contradiction
because c2 − r2 ≡p 4a and a ∈ Z∗p. Therefore, ((c + r)/2)p and ((c − r)/2)p are
in Z∗p.

Corollary 14. Let p > 2 be a prime and a ∈ Z∗p. Then, C∗p (a) can be written
as a disjoint set union C∗p (a) = C0

p(a) ∪ C1
p(a), where

– C0
p(a) = {c ∈ Z∗p | Jp(c2 − 4a) = 0} and

– C1
p(a) = {c ∈ Z∗p | Jp(c2 − 4a) = 1}.

Proof. This is in fact a new way to express the statement in Theorem 9(2).

Corollary 15. Let p > 2 be a prime, k = p div 4, and a ∈ Z∗p. Then,

1. |C0
p(a)| = 2(τ1p,a + τ3p,a);

2. |C1
p(a)| = 2|QRp(a+QRp)| = 2(k − τ1p,a);

3. |C∗p (a)| = 2(k + τ3p,a);

4. |Cp(a)| = 2(k + τ3p,a) + τ1p,a + τ̄3p,a;

Proof. We count the integers in Cp(a) with the help of Theorem 9 as follows:

(a) If a ∈ QRp and r and (−r)p are the square roots modulo p of a, then (2r)p
and (−2r)p are the only (incongruent modulo p) integers in C0

p(a);
(b) Each quadratic residue u = (−4a + c2)p ∈ (−4a + QRp) gives rise to two

(incongruent modulo p) integers in C1
p(a), namely c and (−c)p;

(c) The integers obtained as above are pairwise incongruent modulo p;
(d) 0 ∈ Cp(a) if and only if −a ∈ QRp.

Therefore, the item (a) gives rise to |C0
p(a)| = 2(τ1p,a + τ3p,a). The items (b) and

(c) lead to

|C1
p(a)| = 2|QRp(−4a+QRp)| = 2(k − τ1p,−a) = 2(k − τ1p,a) = 2|QRp(a+QRp)|

(we have used Corollary 3, the fact that a and 4a have the same quadratic
residuosity, and τ1p,a = τ1p,−a). From these, (3) follows immediately. To obtain
(4) we count the integer 0 as well, by means of (d).



Theorem 10. Let n = pq be an RSA modulus and a ∈ Z∗n. Then, the bijection
f in Theorem 2 maps the set Cn(a) onto Cp((a)p)×Cq((a)q) and the set C∗n(a)
onto C∗p ((a)p)× C∗q ((a)q).

Proof. We will only prove the theorem for the case of the set C∗n(a) (the other
case is similar to this). Given c = (t + at−1)n ∈ C∗n(a), f(c) = ((c)p, (c)q). We
may write (c)p = ((t)p+(a)p(t)−1p )p and (c)q = ((t)q +(a)q(t)−1q )q. Then, clearly,
((c)p, (c)q) ∈ C∗p ((a)p)× C∗q ((a)q).

Conversely, given c1 = (t1 + (a)pt
−1
1 )p ∈ C∗p ((a)p) and c2 = (t2 + (a)qt

−1
2 )q ∈

C∗q ((a)q), one may compute by means of CRT an unique t ∈ Z∗n such that t ≡p t1
and t ≡q t2. Then, it is straightforward to check that c = (t + at−1)n ∈ C∗n(a)
and f(c) = (c1, c2).

Given an RSA modulus n = pq, a ∈ Z∗n, and e1, e2 ∈ {−1, 0, 1}, define

Ce1,e2
n = {c ∈ Z∗n | Jp(c2 − 4a) = e1, Jq(c2 − 4a) = e2}.

Now, we are ready to prove the following results regarding |Cn(a)|, |C∗n(a)|, and
|Gn(a)|.

Corollary 16. Let n = pq be an RSA modulus and a ∈ Z∗n. Then, C∗n(a) can
be written as a disjoint set union C∗n(a) = C0,0

n (a)∪C0,1
n (a)∪C1,0

n (a)∪C1,1
n (a).

Proof. It follows directly from Theorem 10 and Corollary 14.

Corollary 17. Let n = pq be an RSA modulus, k1 = p div 4, k2 = q div 4, and
a ∈ Z∗n. Then,

1. |C0,0
n (a)| = 4(τ1p,a + τ3p,a)(τ1q,a + τ3q,a);

2. |C0,1
n (a)| = 4(τ1p,a + τ3p,a)(k2 − τ1q,a);

3. |C1,0
n (a)| = 4(τ1q,a + τ3q,a)(k1 − τ1p,a);

4. |C1,1
n (a)| = 4|QRn(a+QRn)| = 4(k1 − τ1p,a)(k2 − τ1q,a);

5. |C∗n(a)| = 4(k1 + τ3p,a)(k2 + τ3q,a);

6. |Cn(a)| = (2(k1 + τ3p,a) + τ1p,a + τ̄3p,a)(2(k2 + τ3q,a) + τ1q,a + τ̄3q,a).

Proof. It follows directly from Theorem 10 and Corollary 15.

Theorem 11. Let n = pq be an RSA modulus and a ∈ Z∗n. Then,

1. Gn(a) = C1,1
n (a) ∪ C−1,−1n (a).

2. |Gn(a)| = 4|QRn(a+ J+
n )|.



Proof. (1) follows from the definitions of Gn(a) and C1,1
n (a). For (2) we remark

first that
Gn(a) = {c ∈ Z∗n | (c2)n ∈ 4a+ J+

n }.

Then, observe that each u ∈ QRn has exactly four square roots in Z∗n. Moreover,
distinct quadratic residues modulo n have distinct square roots in Z∗n. Then, (2)
follows from |QRn(4a+ J+

n )| = |QRn(a+ J+
n )|.

Theorem 11 provides a very good image on the relationship between C∗n(a)
and Gn(a); this is pictorially represented in Figure 2. There is one more remark

C1,1
n (a)

C∗
n(a)

C0,0
n (a)

C0,1
n (a)

C1,0
n (a)

Gn(a)

C−1,−1
n (a)

Fig. 2. The sets C∗
n and Gn(a)

we would like to make. Given c ∈ Z∗n, there exists a ∈ J+
n such that c ∈ C∗n(a).

Indeed, such an a can be obtained as described in Algorithm 1.

Algorithm 1 : Computing a
Input : RSA modulus n = pq and c ∈ Z∗n
Output : a ∈ J+

n such that c ∈ C∗n(a)
1. Randomly generate a quadratic residue s1 ∈ QRp such that c2 − s1 ∈ QRp

2. Set a1 = ( 1
4 (c2 − s1))p

3. Randomly generate a quadratic residue s2 ∈ QRq such that c2 − s2 ∈ QRq

4. Set a2 = ( 1
4 (c2 − s2))q

5. Use CRT to compute a such that a ≡p a1 and a ≡q a2.

The probability of generating s1 as in the first step of Algorithm 1 is negligible
close to 1/2 because

c2 −QRp =

{
c2 +QRp, if (p)4 = 1

c2 +QNRp, if (p)4 = 3

and thus almost half of the integers in c2 −QRp are quadratic residues modulo
p (by Corollaries 3 and 5). Similarly, the probability of generating s2 as in the
third step of Algorithm 1 is negligible close to 1/2. The integer a computed in
the fifth step of Algorithm 1 is a quadratic residue modulo n because a1 and a2
are quadratic residues modulo p and q, respectively.



To show that c ∈ C∗n(a) it is sufficient to remark that c2 − 4a is a quadratic
residue modulo n because, according to our construction, c2−4a ≡p s1, c2−4a ≡q

s2, and both s1 and s2 are quadratic residues modulo p and q, respectively.
We are now in a position to present Galbraith’s test. Assume that an identity

a ∈ J+
n is given and we would like to decide whether an integer c ∈ Z∗n was

encrypted under a. Directly from Corollary 17 it follows that c 6∈ Cn(a) if Jn(c2−
4a) = −1. On the other side, if Jn(c2 − 4a) = 1, then the probability that
c ∈ C∗n(a) is

P (c ∈ C∗n(a) : c← Gn(a)) =
|C1,1

n (a)|
|Gn(a)|

=
4|QRn(a+QRn)|
4|QRn(a+ J+

n )|
=

1

2
−O

(
1√
n

)
(the property |QRn(a + J+

n )| = |QRn(a + QRn)| + |QRn(a + J+
n \ QRn)| has

been used, together with Corollaries 9 and 10).
Algorithm 2 presents Galbraith’s test. As we have already discussed, the

probability that Algorithm 2 outputs 1 is negligible close to 1/2. One may also
remark that it outputs 0 even for c ∈ C0,0

n ∪ C0,1
n ∪ C1,0

n ⊆ C∗n(a). However,
the probability that Cocks’ IBE scheme outputs such ciphertexts is O(1/

√
n)

(according to Corollary 17), which is negligible.

Algorithm 2 : Galbraith’s Test

Input : RSA modulus n, a ∈ J+
n , and c ∈ Z∗n

Output : 1, if c ∈ C∗n(a) with probability negligible close to 1/2, and 0,
otherwise
if Jn(c2 − 4a) = 1 then

1
else

0
end if

When using Cocks’ IBE scheme, the ciphertext consists of a sequence of en-
crypted bits under the same identity. Therefore, Galbraith’s test applied to each
encrypted bit in the sequence determines whether the ciphertext is encrypted
under a given identity or not with overwhelming probability.

3.2 Statistical indistinguishability

We will illustrate in this sub-section the utility of the results developed in our
paper to prove statistical indistinguishability.

As argued in the previous sub-section, Cocks’ IBE scheme is not anonymous.
In [1], several results have been developed in order to obtain an anonymous
variant of Cocks’ IBE scheme. In order to prove security of their schemes, the
authors of [1] have first established a series of computational indistinguishability
results, denoted Lemma 2.1, Lemma 2.2, and Lemma 2.3 (these results are also
used in [7, 17]). The first indistinguishability result in [1] (Lemma 2.1) states
that, given n an RSA modulus and a ∈ J+

n , the distribution

Xn = {Jn(x) | x← (a+QRn)∗}



is computationally indistinguishable from the uniform distribution U on {−1, 1},
under the QR assumption for RSAgen. The third result in [1] (Lemma 2.3) states
that, given n an RSA modulus and a ∈ J+

n , the distribution

Yn = {Jn(x) | x← (−4a+QRn)∗}

is computationally indistinguishable from the uniform distribution U on {−1, 1},
under the QR assumption for RSAgen. Both proofs of Lemma 2.1 and 2.3 in [1]
are directly based on the IND-ID-CPA security of Cocks’ IBE scheme.

Using the results developed in Section 2 we can prove stronger results for the
two distributions above.

Theorem 12. Let n be an RSA modulus and a ∈ J+
n . Then, the distributions

Xn = {Jn(x) | x← (a+QRn)∗}

and

Yn = {Jn(x) | x← (−a+QRn)∗}

are each of them statistically indistinguishable from the uniform distribution U
on {−1, 1}.

Proof. We will prove the theorem only for the case of Xn (the other case follows
a similar proof line). Therefore, we show that the statistical distance ∆(Xn, U)
between Xn and U is negligible, where

∆(Xn, U) =
1

2

 ∑
b∈{−1,1}

| P (Xn = b)− P (U = b) |

 .

In order to compute P (Xn = b) we make use of Corollary 13. Thus, taking into
account that P (a ∈ QRn) = P (a ∈ J+

n \QRn) = 1/2 because a ∈ J+
n , we obtain

P (Xn = 1) =P (x ∈ J+
n : x← (a+QRn)∗)

=P (x ∈ J+
n : x← (a+QRn)∗ | a ∈ QRn) · P (a ∈ QRn)+

P (x ∈ J+
n : x← (a+QRn)∗ | a ∈ J+

n \QRn) · P (a ∈ J+
n \QRn)

=

(
1

2
+O

(
1

n

))
· 1

2
+

1

2
· 1

2
=

1

2
+O

(
1

n

)
.

In a similar way one can obtain

P (Xn = −1) =
1

2
−O

(
1

n

)
.

Now, the statistical distance ∆(Xn, U) becomes

∆(Xn, U) =
1

2

(∣∣∣∣12 +O
(

1

n

)
− 1

2

∣∣∣∣+

∣∣∣∣12 −O
(

1

n

)
− 1

2

∣∣∣∣) = O
(

1

n

)
.

Since n is exponentially large in the security parameter λ, the statistical distance
is negligible.



It is well-known that the statistical indistinguishability implies the computa-
tional indistinguishability [13]. Therefore, the results mentioned above, namely
Lemma 2.1 and Lemma 2.3 in [1], simply follow from Theorem 12. Moreover, our
result does not make use of the QR assumption for RSAgen, nor of the security
of Cocks’ IBE scheme.

Lemma 2.2 in [1] states that the distributions

D0(λ) = {(a, c, n) | n← RSAgen(λ), a← J+
n , c← C∗n(a)}

and

D1(λ) = {(a, c, n) | n← RSAgen(λ), a← J+
n , c← Gn(a) \ C∗n(a)}

are computationally indistinguishable under the QR assumption for RSAgen.
Moreover, the proof of this result in [1] uses the IND-ID-CPA security of Cocks’
IBE scheme (because it uses Lemma 2.1). However, this is not necessary if one
uses Theorem 12 instead of Lemma 2.1 (see [1] for the proof of Lemma 2.2).

We would like to emphasize that a and n are “variable” in the distribu-
tions D0(λ) and D1(λ), while they are fixed in the distributions in Theorem 12.
The variability of a is very important to prove that D0(λ) and D1(λ) are com-
putationally indistinguishable under the QR assumption. This property allows,
given r ∈ J+

n , to find c and a such that (c2 − 4a)n = r. If a is fixed, finding
c with the above property would have required the extraction of a square root
of (4a + r)n modulo n without knowing the factorization of n (for details, the
reader is referred to [1]).

Lemma 2.2 in [1] also implies that the distributions

D0,n,a = {c | c← C∗n(a)}

and
D1,n,a = {c | c← Gn(a) \ C∗n(a)},

where n is an RSA modulus and a ∈ J+
n , are computationally indistinguishable

under the QR assumption.

4 Conclusion

The theory of quadratic residues modulo composite integers plays a very impor-
tant role in cryptography. In this paper we have focused on the distribution of
quadratic residues and non-residues in sets of the form a+X = {(a+x) mod n |
x ∈ X}, where n is a prime or the product of two primes n = pq, and X is a sub-
set of Z∗n whose elements have some given Jacobi pattern. The results we have
obtained (Section 2) allowed us to perform a deeper and a more rigorous analysis
of some distributions related to Cocks’ IBE scheme and Galbraith’s test (Section
3.1). Moreover, we were also able to prove (Section 3.2) that some probability
distributions related to Cocks’ IBE scheme are statistically indistinguishable



from the uniform distribution on {−1, 1} (previous results have shown that the
corresponding distributions are computationally indistinguishable under the QR
assumption).

The two applications discussed in Section 3 of the paper were possible because
the formulas developed in Section 2 are exact and not approximate. Because of
this, we expect our results to have many other applications to cryptography.

The results developed in Section 2 refer only to sequences of length two. A
natural question is whether they can be extended to sequences of length three
or more, such as

QRn(a2 +QNRn(a1 + J±n ))

or
J±n (a3 +QRn(a2 +QNRn(a1 + J±n ))).

This question does not have a straightforward answer because we are looking for
exact formulas and the increment for our sets is arbitrary (a1, a2, a3, etc.).
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