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Abstract. We report on a simple technique that supports some recent

developments on AES by Grassi and Rechberger and Bao, Guo and List.

We construct a weight transition probability matrix related to AES that

characterises fixed configurations of active bytes in di↵erences of cipher-

texts when plaintext di↵erences are fixed to some (possibly other) con-

figuration of active bytes. The construction is very simple and requires

only a little bit of linear algebra. The derived probabilities are essen-

tially identical to recent results on 5- and 6-rounds AES derived through

more sophisticated means, indicating that it might be worth a further

investigation.

1 Introduction

We consider transition probability distributions related to active bytes in dif-
ferences of ciphertexts and plaintexts in AES. The objective is to determine
whether the probability distribution for configurations of active bytes in cipher-
text di↵erences vary depending on the distribution of configurations of active
bytes in the plaintexts. We show how to utilize symmetries in the AES Mix-
Column matrix to construct e�cient (small) transition matrices for r rounds
of AES where r is any number of rounds. The results and techniques are very
simple and require only a little bit of linear algebra 1. We are unable to prove
how exact these transition probability matrices emulate the true AES distribu-
tions, however, we can confirm that our method obtains results that seem to be
identical to recent results reported with more sophisticated analysis, presented
in several recent papers on 5- and 6-rounds distinguishers for AES (e.g. [1], [3],
[5] and [4]). In particular, probabilities derived from the weight transition prob-
ability matrix matches the results recently presented by Bao, Guo and List in
[1] on 5- and 6-rounds AES and Grassin and Rechberger in [4] on 5-rounds AES.
This may support the view that, as long as the s-box is su�ciently generic (e.g.
not linear), the s-box layer has little e↵ect on this kind of structural analysis. It
is thus tempting to conjecture that the presented weight transition probability
matrix emulates the true AES-distributions.

1
Simple C/C++ code for experimenting with and verifying our results can be found

at https://github.com/sondrer/SPNTransitionProbability



2 Weight Probability Distributions in AES

One round of AES [2] consists of four steps. First, a non-linear permutation
SubBytes is applied to each individual byte of the state. Then each row is shifted
cyclically via ShiftRows, followed by applying a fixed linear transformation M 2
F4⇥4
28 to each column (MixColumns). In the end a fixed round-key is added to

the whole state (AddKey).
We view states in AES in terms of the SuperBox representation, i.e. as a

collection of vectors S = (s0, s1, s2, s3) 2 (F4
28)

4 corresponding to the columns of
the AES state. To each state we associate a vector ⌫(S) 2 (F4

2)
4 which indicates

the active bytes in each column si of the state. Let ⇢(si) 2 F4
2 denote this vector

which is 1 in position i if the i’th byte of the vector si is non-zero such that the
vector defined as

⌫(S) = (⇢(s0), ⇢(s1), ⇢(s2), ⇢(s3)) (1)

is the configuration of active bytes for a state S. We also use a vector

}(S) = (wt(s0),wt(s1),wt(s2),wt(s3)) (2)

to identify the weights of the columns of a state. To simplify the notation we
threat vectors also as integers, i.e. c 2 F4

2 is also treated as an integer
P3

i=0 ci ·2i,
u 2 (F4

2)
4 as the integer

P3
i=0(

P3
j=0 cj ·2j)16j , and a 2 Z4

5 as an integer
P3

i=0 ai ·
5i. The indices of the matrices will then correspond naturally to configurations
of active bytes and weights and are then easily derived from each other.

2.1 A 2
16 ⇥ 2

16
Transition Probability Matrix for Active Bytes

The MixColumns matrix M 2 F4⇥4
28 is applied to each column of the state. We

are interested in the transition probabilities for active bytes through M, i.e. for
two binary vectors u, v 2 F4

2 let

TM(u, v) = Pr(⇢(x ·M) = v | ⇢(x) = u) (3)

denote the probability that a vector x · M is non-zero in byte positions indi-
cated by the 1’s in v when x is non-zero in positions indicated by the 1’s in
u. The matrix M in AES is derived from a linear [8, 4, 5] MDS code over F28 .
We have computed the transition probabilities exhaustively2, but there exist ex-
plicit formulas for the weight distribution of MDS codes that simplifies this for
the general case. There are in total 16 di↵erent configurations of active bytes
at the input and 16 configurations of active output bytes, so TM 2 R16⇥16. Let
u, v 2 F4

2 and let Z denote the 16⇥ 16 matrix where Z(u, v) counts the number
of elements x 2 F4

28 with active bytes in positions indicated by u and where
y = x · M have active byes indicated by v. The state transition for a column
through the MixColumns layer is then as follows.

2
Table for Z can be found at https://github.com/sondrer/SPNTransitionProbability
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Definition 1. Let TM 2 R16⇥16 denote the transition probability matrix for
active bytes over the MixColumn M with entries

TM(u, v) =
Z(u, v)

(28 � 1)wt(u)
(4)

for indicators u, v 2 F4
2 for configurations of active bytes.

Since the MC-layer applies the matrix M to each column individually, it is
now straight-forward to construct a transition probability matrix for the whole
MC-layer. The MC-layer maps an input state x = (x0, x1, x2, x3) 2 (F4

28)
4 to an

output state y = (y0, y1, y2, y3) where

yi =MC(x)i (5)

=xi ·M (6)

thus we have the following trivial extension.

Definition 2. For vectors u, v 2 (F4
2)

4 indicating the active bytes in each col-

umn, let a matrix TMC 2 R216⇥216 with entries

TMC(u, v) =Pr(⌫(MC(x)) = v | ⌫(x) = u) (7)

=
3Y

i=0

Pr(⇢(MC(x)i) = vi | ⇢(xi) = ui) (8)

=
3Y

i=0

TM(ui, vi) (9)

denote the transition probability matrix for the full MixColumns layer in AES
and where u, v are also treated as indices 0  u, v < 216 and ui, vi as indices
0  ui, vi < 16.

Similarly, let TSR denote the 216 ⇥ 216 matrix with indices

TSR(u, v) =Pr(⌫(SR(y)) = v | ⌫(x) = u) (10)

where the vectors u, v 2 (F4
2)

4 are treated as indices in the range 0  u, v,< 216.
The TSR matrix is a permutation matrix and has a single 1 in each row and
column, hence there is no uncertainty associated with it. Notice also that the
SubBytes layer corresponds to the identity map with regards to active bytes
transition probabilities, thus this layer is disregarded (determining the real e↵ect,
if any, of the s-box layer is the main remaining open problem). We use the
SuperBox representation, which means that we remove the first SR-layer in order
to work with columns and may or may not remove the final linear layer. Then
we define the following r-round transition matrices for active bytes.

Definition 3. Let TMC � SR = TSR ·TMC. Then define the r-round transition
probability matrix for active bytes as

Tfr = TMC ·Tr�1
MC � SR . (11)
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If the aim is solely to distinguish AES reduced to r rounds, then since the
adversary may remove the first SR layer and last MC � SR-layer, the adversary
can work with Tfr�1 . If the aim is to construct an r-round distinguisher in the
hope to extend it to a (r+t)-round key-recovery, the adversary may consider only
removing the first SR-layer and thus work with the Tfr -matrix. The 216 ⇥ 216

matrices are quite large, but in the next section we show how to compress them
down to 625⇥ 625 weight transition probability matrices.

2.2 The Weight Transition Probability

In this section we will construct a compressed weight transition probability that
only depends on the Hamming weight of columns. The di↵erence will be that we
now only consider the number of active bytes in each column and do no longer
have control over the exact active bytes. Thus, while the transition probability
distributions derived from the previous matrices can be thought of as distribu-
tions for the exact configurations of active bytes in the state columns, we now
only consider distributions on the number of active bytes (Hamming weight) of
the state columns.

The MixColumns matrix M is symmetric with respect to weights in the sense
that

TM(u, v) = TM(u0, v0) (12)

for any choice of u0, v0 2 F4
2 with wt(u) = wt(u0) and wt(v) = wt(v0). The

weight transition probabilities through the M-matrix therefore depend only on
the number, and not on the particular configuration, of active bytes. So we can
construct a compressed weight transition probability matrix CM 2 R5⇥5 for the
matrix M that satisfy

CM(a, b) =Pr(wt(MC(x)) = b | wt(x) = a) (13)

=
X

v2F4
2

wt(v)=b

TM(u, v) (14)

=

✓
4

b

◆
TM(u0, v0) (15)

for weights a, b and where v, u0, v0 are any fixed vectors with wt(v) = wt(v0) = b
and wt(u0) = a. This probability follows since there are

� 4
wt(b)

�
possible byte

configurations for a vector b 2 F4
q of weight wt(b) at the output and for each

of those the probability is TM(a, b). We can now construct a 625 ⇥ 625 weight
transition probability matrix CMC with entries

CMC(u, v) =
3Y

k=0

CM(uk, vk) (16)
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which is the probability for a state S with column weights }(S) = (u0, u1, u2, u3)
to map to a state with column weights }(MC(S)) = (v0, v1, v2, v3) through the
MixColumn layer.

We may construct a weight transition matrix CSR for the ShiftRows layer in
a similar fashion. For column weight indicators }(S) = u and }(SR(S)) = v the
entries of this matrix are given by

CSR(u, v) =
1

Q3
j=0

� 4
uj

�
X

a,b2(F4
2)

4

wt(ai)=ui

wt(bi)=vi

TSR(a, b). (17)

The probability follows as the sum sums over all possible active byte configura-
tions in the output while the first fraction averages over the number of possible
byte configurations in the input. We can now construct weight transition prob-
ability matrices for r rounds of AES.

Definition 4. Let CMC � SR = CSR ·CMC. Then let

Cr = CMC ·Cr�1
MC � SR

denote the weight transition probability matrix for r rounds of AES.

3 Some Results

If a 2 R625 denotes a weight probability distribution for the plaintext di↵erence,
then b = a · Cr�1 is the weight distribution on the ciphertext di↵erences after r
rounds, when the last linear layer is omitted (thus we focus on reduced round
distinguishers). The uniform distribution is given by a vector q 2 R625 of values

qv = 2�128
3Y

i=0

✓
4

vi

◆
(28 � 1)vi

which is the probability that the output di↵erence has weight pattern (v0, v1, v2, v3)
where v =

P3
i=0 vi · 5i regardless of the input. Now the goal is to determine vec-

tors a, e 2 R624 and investigate the sum

624X

k=0

(qk � bk)ek. (18)

The scaling vector ek is just an enforced weighting on the ciphertext distribution
which the adversary can impose as he would like. If ev is zero, then ciphertext
di↵erences with a weight arrangement according to v is ignored completely. For
instance, if we only consider events in which the three last columns are zero, then
we have to ignore roughly 2�96 ciphertexts until we receive a pair of ciphertexts
with our preferred property. Thus, there is a penalty in terms of data-complexity
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if we fixate on events that seldom happen, unless the cipher itself has a very
unlikely probability distribution.

The matrices CMC,CSR and Cr�1 are easy to work with and thus we will
now use Cr�1 to compute the probabilities corresponding to the same event as
recently investigated in [1] and [4].

3.1 Aligning With Recent Results on AES

To begin we have to define an input distribution a = (a0, a1, . . . , a624). For
instance, if we assume that the input di↵erences are non-zero and random in
only the first column (remember that we are omitting the first SR-layer), we can
let the 5 first indices of a correspond to

ai =

✓
4

i

◆
· (2

8 � 1)i

(232 � 1)

where ai for 0  i < 5 is the probability that we hit a di↵erence with weight i
in the first column given that the plaintext di↵erence is known to be non-zero
only in the first column. The corresponding output distribution then becomes
b = a · Cr�1. If we want to compute the probability that the output is non-zero
in at least one column, we may sum over the probabilities that contributes to
this case in the event of AES

pAES =
X

v=(v0,v1,v2,v3)
at least one vj zero

bv

and compare this against the random case given by

prand = 2�128 ·
X

v=(v0,v1,v2,v3)
at least one vj zero

3Y

k=0

✓
4

vk

◆
(28 � 1)vk .

For instance, if we assume the above input probability distribution a (i.e. input
di↵erences are non-zero in the first column only) and the corresponding output
distribution pAES for r = 5 and r = 6 rounds, we get the results of Table 1. In
particular, [4] arrives at 2�30+2�50.980 for the event that a ciphertext di↵erence
is zero in at least one column when the plaintext di↵erence is active in the
first column, which is identical to the result obtained via the weight transition
probability matrix.

In the case that the plaintext di↵erence has exactly one active byte in the
first column, i.e. the input distribution a has probability 1 in a1, the method
based on weight transition probabilities returns a probability 2�30 + 2�51.983

while [1] arrives at 2�30 + 2�51.985.
For 6 rounds the probability in [1] for the same type of event is estimated

to be 2�30 + 273.995, which is also identical to the probability derived using the
weight transition probability matrix. We have added the probability for 7 rounds
into the table for completeness.
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Table 1: Comparison between results obtained in literature vs our results obtained
using the weight transition probability (WTP) method of AES probabilities, with
collision in any ciphertext column as the plaintext event (PE) and with plain-
text di↵erences restricted to either one active column or one active byte as the
ciphertext event (CE).
Rounds PE CE Probability in literature WTP Ref.

5 Active Byte Zero-column 2
�30

+ 2
�51.985

2
�30

+ 2
�51.983

[1]

5 Active Column Zero-column 2
�30

+ 2
�50.980

2
�30

+ 2
�50.980

[4]

6 Active Column Zero-column 2
�30

+ 2
�73.995

2
�30

+ 2
�73.995

[1]

7 Active Column Zero-column 2
�30

+ 2
�126.891

However, there might be better choices of input and output distributions
that can be used to optimize this further. For instance, in the same setting as
above and for 7 rounds, we get

pAES�7R = 2�30 + 2�126.891.

If we instead ask what the probability of getting at least one zero-byte, we get

pAES�7R = 2�4 + 2�126.036.

Note that the weight transition probability matrix verifies the well-known
impossible di↵erence probability too (i.e. you get probability zero for the event
of less than 5 active columns in total when evaluated for C3).

These results motivates a conjecture.

Conjecture 1. The weight transition probability matrix defined in Definition 4
emulates the true weight probabilities distributions in AES.

3.2 Weight Distributions Biased in Opposite Directions

Assume that we fix an output event, e.g. that at least one column in the di↵erence
is zero which happens with probability roughly 2�30 at random. The second
type of events we could look for is the case when there exist two di↵erent input
distributions, e.g. a1, a2 2 R625 with a1i = 1 and a2j = 1 for i 6= j, such that the
two output probabilities for the same event,

p1 =
X

v=(v0,v1,v2,v3) | at least one vj zero

b1v

and
p2 =

X

v=(v0,v1,v2,v3) | at least one vj zero

b2v,

move in opposite direction from random. For instance, assume

p1 = prand � ✏1 (19)
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and

p2 = prand + ✏j (20)

thus maximizing the distance between the two same-event probabilities p1 and
p2 instead of comparing single AES-probabilities with random. For instance, for
5-rounds we can pick two di↵erent input conditions for the weight in the first
column, u1 = (3, 0, 0, 0) and u2 = (2, 0, 0, 0) such that

p1 = 2�30 � 2�50.358

becomes the probability for collision in any column after 5 rounds when there
are exactly 3 active bytes in the input di↵erence and

p2 = 2�30 + 2�50.390

for a collision when there are exactly 2 active bytes, such that the di↵erence

p2 � p1 = 2�49.373

is larger than if we compared a single event against random.

4 Possible Further Research

There might be several interesting directions for further research, but we mention
just a few.

4.1 Linear optimization

To formally find the optimal distribution (choice of input and output events) that
minimizes distinguishing complexity, one can employ a data- and computational
complexity weighted linear optimization (linear programming).

4.2 Markov chains and stochastic matrices

Markov chains, stochastic matrices etc. is a very well-studied area. What can be
said about these state transition matrices by employing known theory to them?

4.3 Rate of convergence

For I, J ⇢ {0, 1, 2, 3}, let prI,J denote the probability that the ciphertext dif-
ference is zero in columns indicated by J given that the plaintext di↵erence is
active in exactly the columns indicated by I after r rounds. The motivation in
this paper has been to study how probabilities prI,J for ciphertext events J vary
depending on the choice of input events I. Let sI,J = sJ denote the uniform
probability that ciphertext di↵erences are zero in the columns indicated by J .

Then if we look at the rounded values of log2(
max(pr

I,J ,sJ )

(pr
I,J�sJ )2

) for increasing r, we

observe that the values become independent of the choice of input distributions
(determined by I) not until r = 10 rounds of AES.

8



4.4 The e↵ect of the s-box

The s-box layer acts as a probability 1 identity map in the transition probability
matrix. However, the s-box maps di↵erences in certain ways that might at least
in theory have some e↵ect on the probability distribution. It is not clear how
large, if any, this e↵ect is for a generic s-box.

4.5 Testing ciphers

This tool can be employed on a range of other similar ciphers which, may be an
interesting study in itself, and as a simple and e�cient tool to search for optimal
new designs.

5 Conclusion

We have presented a weight transition probability related to SPNs that can be
used to derive probabilities for collision events in AES that matches new results
recently published in [1] and [3].
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