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Abstract. CSIDH is an isogeny-based key exchange protocol proposed by Castryck,
Lange, Martindale, Panny, and Renes in 2018. CSIDH is based on the ideal class
group action on Fp-isomorphic classes of Montgomery curves. In order to calculate
the class group action, we need to take points defined over Fp2 . The original CSIDH
algorithm requires a calculation over Fp by representing points as x-coordinate over
Montgomery curves. Meyer and Reith proposed a faster CSIDH algorithm in 2018
which calculates isogenies on Edwards curves by using a birational map between a
Montgomery curve and an Edwards curve. If we try to calculate the class group action
on Edwards curves in a similar way on Montgomery curves, we have to consider points
defined over Fp4 . Therefore, it is not a trivial task to calculate the class group action
on Edwards curves over Fp.
In this paper, we prove a number of theorems on the properties of Edwards curves.
By using these theorems, we devise a new CSIDH algorithm that uses only Edwards
curves while calculating over Fp. This algorithm is as fast as (or a little bit faster
than) the algorithm proposed by Meyer and Reith.

Keywords: Isogeny-based cryptography · Montgomery curves · Edwards curves ·
CSIDH · Post-quantum cryptography.

1 Introduction

Currently, there are two popular public-key cryptosystems: RSA [18], whose security is
based on the computational complexity of the Prime Factorization Problem, and Elliptic
Curve Cryptography [15, 13], whose security is based on the computational complexity of
the Discrete Logarithm Problem. However, Shor pointed out in 1994 that both the Prime
Factorization Problem and the Discrete Logarithm Problem can be solved in polynomial time
by using a quantum computer [19, 20]. This means we should develop new cryptosystems
which cannot be broken by quantum computers. We call such cryptosytems post quantum
cryptography (PQC).

Isogeny-based cryptography is a public-key cryptosystem based on the computational
complexity of the Isogeny Problem, which is a problem arising when we calculate isoge-
nies between given two elliptic curves. It is considered to be a candidate of PQC. Jao and
De Feo proposed a Diffie-Hellman type isogeny-based key exchange protocol, called SIDH
(Supersingular Isogeny Diffie-Hellman), in 2011 [11]. SIKE (Supersingular Isogeny Key En-
capsulation) [1], which is derived from SIDH, has been selected as a candidate of NIST
PQC standardization [17]. The SIDH calculation uses supersingular elliptic curves over Fp2 .
Castryck, Lange, Martindale, Panny, and Renes proposed another Diffie-Hellman type of
isogeny-based key exchange protocol, called CSIDH (Commutative Supersingular Isogeny
Diffie-Hellman), in 2018 [4]. Its calculation uses supersingular elliptic curves over Fp.
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CSIDH is based on the commutative group action on Fp-isomorphism classes of supersin-
gular Montgomery curves defined over Fp. In order to calculate this group action, we need to
generate a point in ker (πp − 1) or in ker (πp + 1) and determine which set the point belongs
to, where πp is the p-Frobenius map. Castryck et al. showed that if we take a random ele-
ment from Fp as an x-coordinate of a point in a Montgomery curve and determine whether
y-coordinate of the point belongs to Fp or not, then we can get a point in ker (πp − 1) or
in ker (πp + 1) and determine which set the point belongs to. Castryck et al. also showed
that a Montgomery coefficient is unique up to Fp-isomorphism. Since it is known that a
group operation of a Montgomery curve can be calculated using only the x-coordinates of
the points [16] and that isogenies between Montgomery curves can be also calculated by
using only the x-coordinates of the points of the kernel [5, 14], we can calculate the original
CSIDH algorithm over Fp.

Table 1. Comparing CSIDH algorithms on Montgomery curves and Edwards curves

group operations calculation of isogenies kernel points

Montgomery ✓ ✓ ✓
Edwards ✓ ✓ not trivial

Meyer and Reith proposed a faster CSIDH algorithm in 2018 [14]. This algorithm calcu-
lates isogenies over not Montgomery curves but rather Edwards curves, by using a birational
map between a Montgomery curve and an Edwards curve. In this algorithm, the method
for generating a point in ker (πp − 1) or in ker (πp + 1) and determining which set the point
belongs to is the same as in the original CSIDH algorithm proposed by Castryck et al. Hence,
a question arises: How do we calculate the CSIDH algorithm on purely Edwards curves over
Fp?

There is a special coordinate (the w-coordinate) on Edwards curves for calculating the
group operation [9] and isogenies [12] efficiently. However, if we take a random element from
Fp as the w-coordinate of a point on an Edwards curve, the point is sometimes defined
outside of Fp2 (defined over Fp4). Since the points in ker (πp − 1) and those in ker (πp + 1)
are defined over Fp2 , it is not a trivial task to run the CSIDH algorithm using only Edwards
curves over Fp.

We summarize the above discussion in Table 1.

1.1 Our results

In this paper, we prove three important theorems about Edwards curves and use them to
construct a new CSIDH algorithm. First, we show that if we take a random element from
F×2
p (the set of square elements in Fp) as the w-coordinate of a point P and determine

whether the w-coordinate of 2P is square in Fp or not, then we can generate a point in
ker (πp − 1) or in ker (πp + 1) and determine which set the point belongs to. Specifically, if
the w-coordinate of 2P is square, then this coordinate represents a point in ker (πp + 1), and
if the w-coordinate of 2P is not square, then the reciprocal of this coordinate represents a
point in ker (πp − 1). Second, we show that there is no difference between the probability of
generating a point in ker (πp − 1) and the probability of generating a point in ker (πp + 1)
in the previous way. Finally, we show that an Edwards coefficient is unique up to an Fp-
isomorphism, like a Montgomery coefficient.
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By using these theorems, we can construct a new CSIDH algorithm that only uses Ed-
wards curves (Algorithm 1). Moreover, we show that our algorithm is as fast as (or a little
bit faster than) the algorithm proposed by Meyer and Reith, which as far as we know, is
the state of the art.

2 Preliminaries

2.1 Basic mathematical concepts

Here, we explain basic mathematical concepts behind isogeny-based cryptography.
Let L be a field, and L′ be an algebraic extensional field of L. An elliptic curve E defined

over L is a non-singular algebraic curve defined over L of genus one. Denote by E(L′) the L′-
rational points of the elliptic curve E. E(L′) is an abelian group [21, III. 2]. A supersingular
elliptic curve E over a finite field L of characteristic p is defined as an elliptic curve which
satisfies #E(L) ≡ 1 (mod p), where #E(L) is the cardinality of E(L).

Let E,E′ be elliptic curves defined over L. Define an isogeny ϕ : E → E′ over L′ to be a
rational map over L′ which is a non-zero group homomorphism from E(L) to E′(L), where
L is the algebraic closure of L. A separable isogeny with #kerϕ = ℓ is called an ℓ-isogeny.
Denote by EndL′(E) the endomorphism ring of E over L′. It is represented as Endp(E) when
L′ is a prime field Fp. An isogeny ϕ : E → E′ defined over L′ is called an isomorphism over
L′, if ϕ has an inverse isogeny over L′.

If G is a finite subgroup of E(L), then there exists an isogeny ϕ : E → E′ whose kernel is
G, and E′ is unique up to an L-isomorphism [21, Proposition III.4.12]. This isogeny can be
efficiently calculated by using Vélu formulas [22]. We denote a representative of E′ by E/G.

E[k] (k ∈ Z>0) is defined as the k-torsion subgroup of E(L). For an endomorphism ϕ of
E, we sometimes denote kerϕ by E[ϕ].

Let L be a number field, and O be its order. A fractional ideal a of O is a finitely
generated O-submodule of L which satisfies αa ⊂ O for some α ∈ O \ {0}. An invertible
fractional ideal a of O is defined as a fractional ideal of O which satisfies ab = O for some
fractional ideal b of O. The fractional ideal b is represented as a−1. If a fractional ideal a is
contained in O, then a is called an integral ideal of O.

Let I(O) be a set of invertible fractional ideals of O. I(O) is an abelian group derived
from multiplication of ideals with the identity O. Let P (O) be a subgroup of I(O) defined
by P (O) = {a | a = αO (for some α ∈ L×)}. We call an abelian group cl(O) defined by
I(O)/P (O) an ideal class group of O.

The Fp-endomorphism ring Endp(E) of a supersingular elliptic curve E defined over Fp

is isomorphic to an order in an imaginary quadratic field [7]. Denote by Eℓℓp(O) the set of Fp-
isomorphism classes of elliptic curves E whose Fp-endomorphism ring Endp(E) is isomorphic
to O.

2.2 Montgomery curves

Let L be a field whose characteristic is odd. An elliptic curve E defined by the following
equation is called a Montgomery curve:

E : bY 2Z = X3 + aX2Z +XZ2 (a, b ∈ L and b(a2 − 4) ̸= 0).
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In this paper, we denote the Montgomery curve Y 2Z = X3 + aX2Z +XZ2 by EM,a. The
identity of E is (0 : 1 : 0), and the inverse point of (X : Y : Z) is (X : −Y : Z).

Montgomery showed that the group calculations of Montgomery curves can be efficiently
computed by using x-coordinates [16]. Define a function x as

x(X : Y : Z) =
X

Z
.

The function x is not defined at the point (0 : 1 : 0). If P and Q satisfy x(P ) = x(Q), then
P = Q or P = −Q. Next define a function x as x(X : Y : Z) = (X : Z). We call x(P ) the
projective x-coordinates of P .

Let P be a point on E. Let A/C = a and B/C = b. Let (X : Z) = x(P ). The projective
x-coordinates (X ′ : Z ′) of 2P are calculated as follows [16]:

X ′ = 4C(X + Z)2(X − Z)2, Z ′ = 4XZ(4C(X − Z)2 + (A+ 2C)4XZ). (1)

The computational cost is 4M+2S+4a. If Z = 1, the computational cost is 4M+1S+5a. (We
denote field multiplications by M, field squarings by S, and field additions or subtractions
or doublings by a.)

Let P1 and P2 be points on Ed, and (X1 : Z1) = x(P1), (X2 : Z2) = x(P2). Let
(X0 : Z0) = x(P1−P2). The projective x-coordinates (X3 : Z3) of P1 +P2 are calculated as
follows [16]:

X3 = Z0(X1X2 − Z1Z2)
2, Z3 = X0(X1Z2 −X2Z1)

2. (2)

The computational cost is 4M+2S+6a. If Z0 = 1, the computational cost is 3M+2S+6a.
Costello and Hisil proposed efficient calculations for odd-degree isogenies by using x-

coordinates [5], and Meyer and Reith improved them [14]. Let ℓ be an odd number and s be
the number which satisfies that ℓ = 2s+1. Let P be a point on E, and (X : Z) = x(P ). Let
Q be an ℓ-order point on E, and (X1 : Z1) = x(Q). Let (Xk : Zk) = x(kQ). Let E′ = E/⟨Q⟩
and ϕ be an isogeny ϕ : E → E′ with kerϕ = ⟨Q⟩. The projective x-coordinates (X ′ : Z ′) of
ϕ(P ) are calculated as follows [5]:

X ′ = X ·
s∏

i=1

(XXi − ZZi)
2, Z ′ = Z ·

s∏
i=1

(XZi − ZXi)
2. (3)

The computational cost is (4s)M + 2S + (4s + 2)a. Let A/C = a. The curve coefficient
a′ = A′/C ′ of E′ is calculated as follows [14]:

ã = A+ 2C, d̃ = A− 2C, ã′ = ãℓ ·
s∏

i=1

(Xi + Zi)
8,

d̃′ = d̃ℓ ·
s∏

i=1

(Xi − Zi)
8, A′ = 2(ã′ + d̃′), C ′ = ã′ − d̃′.

(4)

The computational cost is (2s+2)M+6S+(2s+6)a and that of the two s-th powers. Since
Xi+Zi and Xi−Zi are also used for calculating ϕ(P ), the computational cost of calculating
ϕ(P ) and E′ is (6s+ 2)M+ 8S+ (4s+ 8)a and that of the two s-th powers.

Appendix A.1 describes why the computational costs are as above.



How to Construct CSIDH on Edwards Curves 5

2.3 Edwards curves

In 2007, Edwards introduced a new form of an elliptic curve [8]. Bernstein and Lange ex-
tended these curves to another form in 2007, called Edwards curves [3]. For representing
points at infinity, Hisil, Wong, Carter, and Dawson proposed projective closures of Edwards
curves in P3 in 2018 [10].

Let L be a field. If an elliptic curve E is defined by the following equation, E is called
an Edwards curve [10]:

E : X2 + Y 2 = Z2 + dT 2, XY = ZT (d ∈ L and d ̸= 0, 1).

In this paper, we denote the Edwards curve X2 + Y 2 = Z2 + dT 2, XY = ZT by Ed. The
identity of Ed is (0 : 1 : 1 : 0), which we will denote by 0d for simplicity, while the inverse
point of (X : Y : Z : T ) is (−X : Y : Z : −T ). We obtain the group addition formulas as
follows [10]:

(X1 : Y1 : Z1 : T1) + (X2 : Y2 : Z2 : T2)

= ((X1Y2 + Y1X2)(Z1Z2 − dT1T2) : (Y1Y2 −X1X2)(Z1Z2 + dT1T2)

: (Z1Z2 − dT1T2)(Z1Z2 + dT1T2) : (Y1Y2 −X1X2)(X1Y2 + Y1X2)).

(5)

For simplicity, we will sometimes consider an Edwards curve to be an affine curve defined
by the following equation:

E : x2 + y2 = 1 + dx2y2 (d ∈ L and d ̸= 0, 1),

where x = X/Z and y = Y/Z. In this equation, only (±
√
d : 0 : 0 : 1) and (0 : ±

√
d : 0 : 1)

are points at infinity. (±
√
d : 0 : 0 : 1) are points of order 2, and (0 : ±

√
d : 0 : 1) are points

of order 4. Hence, if the order of a point P on Ed is neither 2 nor 4, P can be represented
in affine coordinates (x, y).

Farashahi and Hosseini showed that the group calculations of Edwards curves can be
efficiently performed by using the w-coordinate [9]. Define a function w as

w(X : Y : Z : T ) =

{
dT 2

Z2 (if Z ̸= 0)

∞ (if Z = 0 (points at infinity))
.

In affine coordinates, w(x, y) = dx2y2. We call w(P ) the w-coordinate of P . If P and Q
satisfy that w(P ) = w(Q), then P +Q or P −Q is an element of

{0d, (0 : −1 : 1 : 0), (1 : 0 : 1 : 0), (−1 : 0 : 1 : 0)}.

In this paper, we will denote {0d, (0 : −1 : 1 : 0), (1 : 0 : 1 : 0), (−1 : 0 : 1 : 0)} by G4 for
simplicity. Note that G4 is a cyclic group of order 4. Define a function w as w(X : Y : Z :
T ) = (dT 2 : Z2). We call w(P ) the projective w-coordinates of P .

Let P be a point on Ed, and (W : Z) = w(P ). Let D/C = d. The projective w-
coordinates (W ′ : Z ′) of 2P are calculated as follows [9]:

W ′ = 4WZ(D(W + Z)2 − 4CWZ), Z ′ = D(W + Z)2(W − Z)2. (6)

The computational cost is 4M+2S+4a. If Z = 1, the computational cost is 4M+1S+5a.
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Let P1 and P2 be points on Ed, and (W1 : Z1) = w(P1), (W2 : Z2) = w(P2). Let
(W0 : Z0) = w(P1 − P2). The projective w-coordinates (W3 : Z3) of P1 + P2 are calculated
as follows [9]:

W3 = Z0(W1Z2 −W2Z1)
2, Z3 =W0(W1W2 − Z1Z2)

2. (7)

The computational cost is 4M+2S+6a. If Z0 = 1, the computational cost is 3M+2S+6a.
Kim, Yoon, Park, and Hong proposed efficient calculations for odd-degree isogenies by

using projective w-coordinates [12]. Let ℓ be an odd number and s be the number which
satisfies ℓ = 2s + 1. Let P be a point on Ed, and (W : Z) = w(P ). Let Q be an ℓ-order
point on Ed, and (W1 : Z1) = w(Q). Let (Wk : Zk) = w(kQ). Let Ed′ = Ed/⟨Q⟩, and ϕ be
an isogeny ϕ : Ed → Ed′ with kerϕ = ⟨Q⟩. The projective w-coordinates (W ′ : Z ′) of ϕ(P )
are calculated as follows [12]:

W ′ =W ·
s∏

i=1

(ZWi − ZWi)
2, Z ′ = Z ·

s∏
i=1

(WWi − ZZi)
2. (8)

The computational cost is (4s)M+2S+(4s+2)a. The projective curve coefficient d′ = D′/C ′

is calculated as follows [12]:

D′ = Dℓ ·
s∏

i=1

(Wi + Zi)
8, C ′ = Cℓ ·

s∏
i=1

(2Zi)
8. (9)

The computational cost is (2s+2)M+6S+(s+4)a and that of the two s-th powers. Since
Wi + Zi is also used for calculating ϕ(P ), the computational cost of calculating ϕ(P ) and
Ed′ is (6s+ 2)M+ 8S+ (4s+ 6)a and that of the two s-th powers.

Appendix A.2 describes why the computational costs are as above.
An Edwards curve has a following property.

Theorem 1. Let p be a prime and p ≥ 3. The Edwards curve Ed defined over Fp is Fp-
isomorphic to the Montgomery curve,

EM :
4

1− d
Y 2Z = X3 +

2(1 + d)

1− d
X2Z +XZ2.

Proof. Bernstein, Birkner, Joye, Lange, and Peters show that there is a birational map
between Ed and EM [2]. This birational map becomes an isomorphism.

The proof of this theorem is given in Appendix B. ⊓⊔

It is known that there is a birational map between a Montgomery curve and an Edwards
curve [2]. However, we need an isomorphism for constructing the CSIDH algorithm using
only Edwards curves.

Corollary 1. Let p be a prime, p ≥ 3, and p ≡ 3 (mod 4). An Edwards curve Ed defined
over Fp is Fp-isomorphic to the Montgomery curve,

EM : Y 2Z = X3 +

(
1− d
p

)
· 2(1 + d)

1− d
X2Z +XZ2,

where
(

1−d
p

)
is the Legendre symbol.



How to Construct CSIDH on Edwards Curves 7

Corollary 1 is easily proven from Theorem 1.

Corollary 2. Let p be a prime, p ≥ 3, and p ≡ 3 (mod 8). Let EM,a be a supersingular
Montgomery curve Y 2Z = X3+aX2Z+XZ2 defined over Fp. If a−2 is square, then EM,a

is Fp-isomorphic to the Edwards curve,

E a+2
a−2

: X2 + Y 2 = Z2 +
a+ 2

a− 2
T 2, XY = ZT,

and if a− 2 is not square, then EM,a is Fp-isomorphic to the Edwards curve,

E a−2
a+2

: X2 + Y 2 = Z2 +
a− 2

a+ 2
T 2, XY = ZT.

Proof. As EM,a is supersingular, #EM,a(Fp) = #ẼM,a(Fp) = p + 1 ≡ 4 (mod 8), where

ẼM,a is a quadratic twist of EM. From Table 1 of [6], (a− 2)(a+ 2) is not square.
If a− 2 is square, the Edwards curve E a+2

a−2
is Fp-isomorphic to EM,a by Corollary 1. If

a− 2 is not square, since a+2 is square, the Edwards curve E a−2
a+2

is Fp-isomorphic to EM,a

by Corollary 1.
This completes the proof of Corollary 2. ⊓⊔

By using Corollary 1 and Corollary 2, it is easy to convert an Edwards curve into a
Montgomery curve and convert a Montgomery curve into an Edwards curve.

3 CSIDH [4]

CSIDH (Commutative Supersingular Isogeny Diffie-Hellman) was proposed by Castryck et
al. in 2018 [4].

CSIDH is based on the action of cl(Z[πp]) on Eℓℓp(Z[πp]). Let the prime p be 4·ℓ1 · · · ℓn−1,
where the ℓ1, . . . , ℓn are small distinct odd primes, for Alice and Bob to calculate the action
efficiently. Alice and Bob let random elements of cl(Z[πp]) be secret keys and calculate the
actions on EM,0 : Y

2Z = X3 + XZ2. They publish the obtained elliptic curves as public
keys. Finally, they calculate the actions on the public keys, respectively. The obtained elliptic
curves are identical up to Fp-isomorphism by the commutativity of cl(Z[πp]); therefore, the
values of the Montgomery coefficients are the same as in Theorem 3. Let their values be
SKshared.

3.1 CSIDH protocol

Before explaining the protocol of CSIDH, we should state the following important theorems.

Theorem 2 ([23, Theorem 4.5]). Let O be an order of an imaginary quadratic field
and E be an elliptic curve defined over Fp. If Eℓℓp(O) contains the Fp-isomorphism class of
supersingular elliptic curves, then the action of the ideal class group cl(O) on Eℓℓp(O),

cl(O)× Eℓℓp(O) −→ Eℓℓp(O)
([a], E) 7−→ E/E[a]

is free and transitive, where a is an integral ideal of O, and E[a] is the intersection of the
kernels of elements in the ideal a.
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Denote a representative of E/E[a] by [a]E.

Theorem 3 ([4, Proposition 8]). Let p be a prime satisfying p ≡ 3 (mod 8). Let E be
a supersingular elliptic curve defined over Fp. Then, Endp(E) = Z[πp] holds if and only if
there uniquely exists a ∈ Fp such that E is Fp-isomorphic to a Montgomery curve EM,a,
where πp is the p-Frobenius map.

The exact protocol is as follows. Let Alice and Bob want to share a secret key denoted
by SKshared.

Setup. Let p be a prime which satisfies p = 4 · ℓ1 · · · ℓn − 1, where ℓ1, . . . , ℓn are small
distinct odd primes. Let the public parameters be p and EM,0.

Key generation. One randomly chooses a integer vector (e1, . . . , en) from {−m, . . . ,m}n.
Define [a] = [le11 · · · lenn ] ∈ cl(Z[πp]), where li = (ℓi, πp − 1), l−1

i = (ℓi, πp + 1), and m

is the smallest integer which satisfies 2m + 1 ≥ n
√
#cl(Z[πp]) ≈ p1/2n. One calculates

the action of [a] on EM,0 and the Montgomery coefficient a ∈ Fp of [a]EM,0 : Y
2Z =

X3 + aX2Z +XZ2.
Let the integer vector (e1, . . . , en) be the secret key, and a ∈ Fp be the public key.

Key exchange. Alice and Bob have pairs of keys, ([a], a) and ([b], b), respectively. Alice cal-
culates the action [a]EM,b = [a][b]EM,0. Bob calculates the action [b]EM,a = [b][a]EM,0.
Denote the Montgomery coefficient of [a][b]EM,0 by SKAlice and the Montgomery coef-
ficient of [b][a]EM,0 by SKBob.

From the commutativity of cl(Z[πp]) and Theorem 3, SKAlice = SKBob holds. Let these
values be the shared key SKshared.

3.2 Evaluating the class group action on Montgomery curves [4]

In this subsection, we explain how to evaluate the class group action on Montgomery curves.
Algorithm 2 in Appendix D is the algorithm for evaluating the class group action.

The inputs of the algorithm are a Montgomery coefficient a ∈ Fp and a list of inte-
gers (e1, . . . , en). The output is a Montgomery coefficient a′ ∈ Fp that satisfies EM,a′ =
[le11 · · · lenn ]EM,a. Let p be a prime satisfying p = 4 · ℓ1 · · · ℓn − 1, where ℓ1, . . . , ℓn are small
distinct odd primes.

We calculate a′ by repeating the calculations of the actions of [li] or [li]
−1 (i.e., repeating

the calculations of ℓi-isogenies).

Sampling points For calculating the class group action, we first sample a point which
belongs to ker (πp − 1) or ker (πp + 1). We take a uniformly random element of Fp. Let the
element be x, and P be a point in EM,a such that x(P ) = x. We calculate x3 + ax2 + x,
which is a square of y(P ), where y(P ) is the y-coordinate of P . If x3 + ax2 + x is square in
Fp, then P ∈ ker (πp − 1), and if x3 + ax2 + x is not square in Fp, then P ∈ ker (πp + 1).
If x3 + ax2 + x is square, we define S to be a set of i such that the sign of ei is +1, and
if x3 + ax2 + x is not square, we define S to be a set of i such that the sign of ei is −1. If
S = ∅, we repeat this procedure with another sample point.

Scalar multiplication Next, we calculate P1 = p+1
k (P ), where k =

∏
i∈S ℓi. The calcula-

tion uses the Montgomery ladder algorithm [16].
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Calculation of isogenies We calculate P2 = k
ℓi
P1. The order of P2 is 1 or ℓi. If P2 is not

the identity, we get a point of order ℓi. Then, we calculate an ℓi-isogeny,

ϕ : EM,a −→ EM,a/⟨P2⟩,

by using the formulas in [5, 14]. Denote the Montgomery coefficient of EM,a/⟨P2⟩ by a′ ∈ Fp.
From Theorem 3, a′ is unique. We redefine ei as ei − 1 (if ei > 0) or ei + 1 (if ei < 0), k as
k/ℓi, P1 as ϕ(P1), and a as a′.

We repeat this calculation for all i ∈ S. After that, if the list of integers (e1, . . . , en) is
not the zero vector, we return to the Sampling points part.

Output If the list of integers (e1, . . . , en) is the zero vector, we output the Montgomery
coefficient a′ ∈ Fp.

4 Main theorems used for our algorithm

Here, we state and prove three theorems needed to construct the algorithm for evaluating
the class group action based on Edwards curves.

The lemmas used in the proofs of the theorems are proven in Appendix C.

Theorem 4. Let p ≡ 3 (mod 8). Let P be a point on an Edwards curve Ed such that the
w-coordinate w(P ) ∈ Fp, the order of P is not a power of 2, and w(P ) is square. If w(2P ) is
square, there exists P ′ such that P ′ ∈ Ed[πp+1], w(2P ) = w(P ′), and p+1

4 P ′ = 0d. If w(2P )

is not square, there exists P ′ such that P ′ ∈ Ed[πp− 1], 1/w(2P ) = w(P ′), and p+1
4 P ′ = 0d.

Proof. Let (x, y) be the coordinates of P . Let Podd and P2power be points of Ed such that
P = Podd + P2power, the order of Podd is odd, and the order of P2power is a power of 2. The
existence of Podd and P2power are guaranteed by Lemma 6. By Lemma 7, one of the following
holds.

– (πp − 1)(P2power) ∈ G4 and Podd ∈ E[πp − 1].
– (πp + 1)(P2power) ∈ G4 and Podd ∈ E[πp + 1].

It is easy to check that (πp + 1)G4 = {0d, (0,−1)} and (πp − 1)G4 = {0d}. Therefore,

(π2
p − 1)(P2power) =

{
0d (if Podd ∈ E[πp + 1]),

0d or (−1, 0) (if Podd ∈ E[πp − 1]).

As π2
p + p = 0, π2

p − 1 = −p− 1. Since P2power is a point whose order is a power of 2,

4P2power =

{
0d (if Podd ∈ E[πp + 1]),

0d or (−1, 0) (if Podd ∈ E[πp − 1]).

Hence, if Podd ∈ E[πp + 1], then

2P2power = 0d, (0,−1), (±
√
d : 0 : 0 : 1),
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and if Podd ∈ E[πp − 1], then

2P2power = 0d, (0,−1), (±
√
d : 0 : 0 : 1), (1, 0), (−1, 0), (0 : ±

√
d : 0 : 1).

It is easy to check that if w(2P2power) = 0, then w(2P ) = w(2Podd), and if w(2P2power) =∞,
then w(2P ) = 1/w(2Podd). Therefore, if w(2P ) is square, then w(2Podd) is square, and if
w(2P ) is not square, then w(2Podd) is not square. By Lemma 5, if w(2P ) is square, then
2Podd ∈ Ed[πp + 1], and if w(2P ) is not square, then 2Podd ∈ Ed[πp − 1].

Denote w(P ) by w. By the Edwards addition formula (5), we have

w(2P ) =
4dx2y2(y2 − x2)2

(1− dx2y2)2(1 + dx2y2)2
=

4w(y2 − x2)2

(1− w)2(1 + w)2
.

Since w is square, if w(2P ) is square, then y2 − x2 ∈ Fp, and if w(2P ) is not square, then
y2 − x2 ̸∈ Fp. As

2P =

(
2xy

1 + dx2y2
,
y2 − x2

1− dx2y2

)
,

if w(2P ) is square, then the y-coordinate of 2P is an element of Fp, and if w(2P ) is not
square, then the y-coordinate of 2P is not an element of Fp.

In the case that w(2P ) is square, y(2P ) ∈ Fp and 2Podd ∈ Ed[πp + 1]. Therefore,

y(2Podd) ∈ Fp. Assume that 2P2power = (
√
d : 0 : 0 : 1) or (−

√
d : 0 : 0 : 1). It is easy

to check that

y(2P ) = ± 1√
d · y(2Podd)

.

As y(2Podd) ∈ Fp, y(2P ) ̸∈ Fp by Lemma 1. This is a contradiction. We conclude that
2P2power is 0d or (0,−1). Therefore, w(2P ) = w(2Podd). As (π2

p − 1)(2Podd) = 0d,

p+ 1

4
(2Podd) = 0d.

In the case that w(2P ) is not square, y(2P ) ̸∈ Fp and 2Podd ∈ Ed[πp − 1]. Therefore,
y(2Podd) ∈ Fp. Assume that

2P2power = 0d, (0,−1), (1, 0), (−1, 0).

It is easy to check that y(2P ) = ±y(2Podd). As y(2Podd) ∈ Fp, y(2P ) ∈ Fp. This is a

contradiction. We conclude that 2P2power is (±
√
d : 0 : 0 : 1) or (0 : ±

√
d : 0 : 1). Therefore,

it is easy to check that w(2P ) = 1/w(2Podd). As (π2
p − 1)(2Podd) = 0d,

p+ 1

4
(2Podd) = 0d.

Let P ′ be 2Podd. This completes the proof of Theorem 4. ⊓⊔

Theorem 5. Let p ≡ 3 (mod 8). Let P be a point on an Edwards curve Ed such that the
w-coordinate w(P ) ∈ Fp, the order of P is not a power of 2, and w(P ) is square. The number
of points P such that w(2P ) is square is the same as the number of points P such that w(2P )
is not square.
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Proof. Let the coordinates of P be (x, y). Let Podd and P2power be points of Ed such that
P = Podd + P2power, the order of Podd is odd, and the order of P2power is a power of 2.
The existence of Podd and P2power are guaranteed by Lemma 6. As shown in the proof of
Theorem 4, we have

2P2power = 0d, (0,−1), (±
√
d : 0 : 0 : 1), (0 : ±

√
d : 0 : 1).

If 2P2power is 0d or (0,−1), w(P2power) is 0 or ∞, since it is easy to check that

P2power = 0d, (0,−1), (±1, 0), (±
√
d : 0 : 0 : 1), (0 : ±

√
d : 0 : 1).

If 2P2power is (±
√
d : 0 : 0 : 1) or (0 : ±

√
d : 0 : 1), w(P2power) is ±1 since

w(2P2power) =
4w(P2power)((1 + w(P2power))

2 − 4w(P2power)/d)

(1− w(P2power))2(1 + w(P2power))2
.

Assume that w(P2power) is −1. w(2P2power) =∞. As shown in the proof of Theorem 4,
(πp − 1)(Podd) = 0d. Let the coordinates of Podd be (xo, yo). It is easy to check that

P2power =

√√1

d
,

√
−
√

1

d

+Q′,

where Q′ is a point of Ed such that w(Q′) = 0 or w(Q′) =∞. From the addition formula of
Edward curves,

P = Podd + P2power =

xo
√
−
√

1
d + yo

√√
1
d

1 + dxoyo

√
−1
d

,
yo

√
−
√

1
d − xo

√√
1
d

1− dxoyo
√

−1
d

+Q′.

Therefore,

w(P ) =
(2xoyo + (y2o − x2o)

√
−1)2

(1 + dx2oy
2
o)

2
or

(1 + dx2oy
2
o)

2

(2xoyo + (y2o − x2o)
√
−1)2

.

As p ≡ 4 (mod 3), −1 is not square. Since Podd is not 0d, xo ̸= 0 and yo ̸= 0. If we assume
that x2o = y2o , then it is easy to check that 2x2o = 1 + dx4o, and

x2o =
1±
√
1− d
d

̸∈ Fp (by Lemma 2).

Since x2o ∈ Fp, x
2
o ̸= y2o . Therefore, (2xoyo + (y2o − x2o)

√
−1)2 does not belong to Fp. Hence,

w(P ) ̸∈ Fp. This is a contradiction. We conclude w(P2power) is 0 or ∞ or 1.
If w(2P ) is square, as shown in the proof of Theorem 4, w(Podd) is square and 2P2power =

0d or (0,−1). Therefore, w(P2power) is 0 or∞. If w(2P ) is not square, as shown in the proof

of Theorem 4, w(Podd) is not square and 2P2power = (±
√
d : 0 : 0 : 1) or (0 : ±

√
d : 0 : 1).

Therefore, w(P2power) is 1.
We prove that if Podd ∈ Ed[πp− 1], then w(Podd +Q) is square for all points Q at which

w(Q) is 1. It is easy to check that

Q =

(√
1 +
√
−1r,

√
1−
√
−1r

)
+Q′,
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where r =
√

1−d
d , and Q′ is a point such that w(Q′) = 0 or w(Q′) = ∞. By Lemma 1 and

Lemma 2, r ∈ Fp. Let the coordinates of Podd be (xo, yo). Denote
(√

1 +
√
−1r,

√
1−
√
−1r

)
by R. Note that

Podd +R =

(
xo
√
1−
√
−1r + yo

√
1 +
√
−1r

1 +
√
dxoyo

,
yo
√
1−
√
−1r − xo

√
1 +
√
−1r

1−
√
dxoyo

)
.

Therefore,

w (Podd +R) =
d(−2xoyo

√
−1r + (y2o − x2o)

√
1 + r2)2

(1− dx2oy2o)2
=

(−2xoyo
√
−dr + (y2o − x2o))2

(1− dx2oy2o)2
.

By Lemma 1,
√
−d ∈ Fp. As Podd ∈ Ed[πp−1], xo, yo ∈ Fp. Therefore, w (Podd +R) belongs

to Fp and is square. Since w(Podd+Q) = w(Podd+R) or 1/w(Podd+R), w(Podd+Q) belongs
to Fp and is square.

Let S+ be the set of points P of Ed such that both w(P ) and w(2P ) are square and the
order of P is not a power of 2, and let S− be the set of points P of Ed such that w(P ) is
square, w(2P ) is not square, and the order of P is not a power of 2. We shall prove that
there is a bijection ϕ : S+ → S−. Define ϕ : S+ → S− as follows.

ϕ(P ) := f(Podd) + P2power +R,

where Podd and P2power are points of Ed such that P = Podd + P2power, the order of Podd

is odd, the order of P2power is a power of 2, R is defined as above, and f is the bijection in
Lemma 8. As has already been shown, if P ∈ S+, then w(P2power) is 0 or ∞. As f(Podd) ∈
Ed[πp − 1] and w(P2power + R) = 1, w(ϕ(P )) is square. Since w(2ϕ(P )) = 1/w(2f(Podd))
and 2f(Podd) ∈ Ed[πp − 1], w(2ϕ(P )) is not square. As f(Podd) is not 0d, the order of ϕ(P )
is not a power of 2. From Lemma 6 and the above, ϕ is well-defined. Define ψ : S− → S+ as
follows.

ψ(P ) := f−1(Podd) + P2power −R,
where Podd and P2power are points of Ed such that P = Podd + P2power, the order of Podd is
odd, and the order of P2power is a power of 2. As has already een shown, if P ∈ S−, then
w(P2power) = 1. As w(P2power −R) is 0 or ∞, w(ψ(P )) = w(f−1(Podd)) or 1/w(f

−1(Podd)).
Since f−1(Podd) ∈ Ed[πp + 1], w(f−1(Podd)) is square by Lemma 4. Hence, w(ψ(P )) and
w(2ψ(P )) are square. As f−1(Podd) is not 0d, the order of ψ(P ) is not a power of 2. From
Lemma 6 and the above, ψ is well-defined. It is easy to check that ψ = ϕ−1.

This completes the proof of Theorem 5. ⊓⊔

Theorem 6. Let p ≡ 3 (mod 8) and E be a supersingular elliptic curve defined over Fp.
Then Endp(E) ∼= Z[πp] holds if and only if there exists d ∈ Fp such that E is Fp-isomorphic
to an Edwards curve Ed. Moreover, if such a d exists, then it is unique.

Proof. The first half of this theorem follows from Corollary 1, Corollary 2, and Theorem 3.
Let us prove the uniqueness of d. Let d1, d2 ∈ Fp such that Ed1 and Ed2 are supersingular

Edwards curves, Endp(Ed1
) ∼= Z[πp], Endp(Ed2

) ∼= Z[πp], and Ed1
∼= Ed2

over Fp.
As 1− d1 and 1− d2 are not square by Lemma 2,

Edi
∼= Y 2Z = X3 − 2(1 + di)

1− di
X2Z +XZ2 (i = 1, 2)
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holds by Corollary 1. Therefore,

2(1 + d1)

1− d1
=

2(1 + d2)

1− d2

holds by the uniqueness of coefficients in Theorem 3. This equation reduces to d1 = d2.
This completes the proof of Theorem 6. ⊓⊔

5 Evaluating the class group action on Edwards curves

Algorithm 1 Evaluating the class group action on Edwards curves

Input: d ∈ Fp such that Edwards curve Ed is supersingular and a list of integers (e1, . . . , en)
Output: d′ such that [le11 · · · lenn ]Ed = Ed′

1: while some ei ̸= 0 do
2: w ← 0
3: while w = 0 or w = 1 or w = −1 do
4: Sample a random w ∈ Fp

5: end while
6: w ← w2 (Theorem 4, 5)
7: w(P )← (w : 1)
8: Compute w(2P ) (Theorem 4)
9: (W : Z)← w(2P )
10: Set s← +1 if W is a square in Fp, else s← −1
11: Let S = {i | sign(ei) = s}
12: if S = ∅ then
13: Go to line 2
14: end if
15: w(P )← (W : Z), k ←

∏
i∈S ℓi

16: w(P ) = (W : Z)← w(((p+ 1)/4k)P ) (Theorem 4)
17: if s = 1 then
18: w(P )← (Z : W ) (Theorem 4)
19: end if
20: for all i ∈ S do
21: w(Q)← w((k/ℓi)P )
22: if K ̸= 0d then
23: Compute an ℓi-isogeny ϕ : Ed → Ed′ with kerϕ = ⟨Q⟩
24: d← d′, w(P )← w(ϕ(P )), k ← k/ℓi, ei ← ei − s
25: end if
26: end for
27: end while
28: return d (Theorem 6)

In this section, we propose the method for evaluating the class group action based on
Edwards curves. The theorems proved in the previous section will be used to construct the
method. The algorithm is described in Algorithm 1. All of its calculations are done over Fp.

The inputs of the algorithm are an Edwards coefficient d ∈ Fp and a list of integers
(e1, . . . , en). The output of this algorithm is an Edwards coefficient d′ ∈ Fp such that Ed′ =
[le11 · · · lenn ]Ed. Let p be a prime which satisfies p = 4 · ℓ1 · · · ℓn − 1, where the ℓ1, . . . , ℓn are
small distinct odd primes.
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Sampling points To sample a point that belongs to Ed[πp − 1] or Ed[πp + 1], we take
a uniformly random element of Fp. Denote this element by w. If w is 0 or ±1, we take a
random element again. (We reject any point whose order is a power of 2 by Lemma 9 in
Appendix C.) Then, we calculate w2. Let P be a point in Ed such that w(P ) = w2. By
Theorem 4, if w(2P ) is square in Fp, then there exists a point P ′ such that w(P ′) = w(2P ),
p+1
4 P ′ = 0d, and P

′ ∈ Ed[πp + 1]. If w(2P ) is not square in Fp, then there exists a point P ′

such that w(P ′) = 1/w(2P ), p+1
4 P ′ = 0d, and P

′ ∈ Ed[πp − 1]. Thus, we calculate w(2P )
by using the doubling formulas on Edwards curves and determine whether w(2P ) is square
or not. If w(2P ) is square, we can use w(2P ) as an element of Ed[πp + 1]. If w(2P ) is not
square, we can use 1/w(2P ) as an element of Ed[πp − 1]. If w(2P ) is square, we define S as
a set of i such that the sign of ei is −1. If w(2P ) is not square, we define S as a set of i such
that the sign of ei is +1. If S = ∅, we go back to the Sampling points calculation.

From Theorem 5, the probability of getting points in Ed[πp−1] is equal to the probability
of getting points in Ed[πp + 1].

Scalar multiplication From Theorem 4, it suffices to calculate w(p+1
4k (P ′)) instead of

w(p+1
k (P )), where k =

∏
i∈S ℓi. To calculate w(p+1

4k (P ′)) efficiently, we use Algorithm 3 in
Appendix D.

If w(2P ) is not square, the proof of Theorem 4 indicates that P ′ = 2P + Q, where
Q is a point at infinity. Since p+1

4k is odd and the order of a point at infinity is 2 or 4,

w(p+1
4k (P ′)) = 1/w(p+1

4k (2P )).

Calculation of isogenies By Theorem 6, we can calculate isogenies by using the same
strategy as the original CSIDH algorithm. To do so, we can use the formulas on Edwards
curves [12].

Output If the list of integers (e1, . . . , en) is the zero vector, we output the Edwards coeffi-
cient d′ ∈ Fp.

Remark 1. To determine whether w(2P ) is square or not, we only need to considerW , where
(W : Z) = w(2P ).

Recall the isogenies formulas on Edwards curves:

D′ = Dℓ ·
s∏

i=1

(Wi + Zi)
8, C ′ = Cℓ ·

s∏
i=1

(2Zi)
8.

As ℓ is odd, if D is not square, then D′ is also not square. At the beginning of the algorithm,
we let (D : C) = (d : 1). Hence, we can assume that D is not square. Let the projective
w-coordinates of P be (W ′ : Z ′), the projective w-coordinates of 2P be (W : Z), and the
projective coordinates of d be (D : C). Z is not square, since

w(2P ) = (4W ′Z ′(D(W ′ + Z ′)2 − 4CW ′Z ′) : D(W ′ + Z ′)2(W ′ − Z ′)2).

Therefore, if W is square, then w(2P ) is not square. Moreover, if W is not square, then
w(2P ) is square.
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5.1 Computational savings

Our proposed CSIDH algorithm using only Edwards curves is as fast as (or a little bit
faster than) the algorithm proposed by Meyer and Reith [14]. In this subsection, we explain
computational savings of our algorithm relative to the algorithm of Meyer and Reith.

On Edwards curves, the Sampling points calculation costs 1S for taking a uniformly
random element of (Fp)

2 and requires one doubling on Edwards curves with Z = 1 (the cost
of 4M+1S+5a) for determining the set which the point belongs to. On the other hand, on
Montgomery curves, Sampling points calculation entails calculating Cx3+Ax2+Cx (the
cost of 3M + 1S + 2a) for determining the set which the point belongs to, where (A : C)
is a projective coordinates of a. Therefore, our algorithm saves a cost of −M− S− 3a per
Sampling points calculation.

The Scalar multiplication part entails multiplication by p+1
4k on Edwards curves and

multiplication by p+1
k on Montgomery curves. Therefore, per Scalar multiplication, the

proposed algorithm saves the cost of a doubling on Edwards curves with Z = 1 and the cost
of doubling on Edwards curves with Z ̸= 1 (i.e., 8M+ 3S+ 9a).

The probability that S = ∅ after performing the Sampling points calculation is at most
1
2 , by Theorem 5. Hence, we expect the proposed algorithm to save at least

1

2
(−M− S− 3a) +

1

2
(8M+ 3S+ 9a−M− S− 3a) = 3M+

1

2
S+

3

2
a,

per Sampling points and Scalar multiplication calculation.

The difference between Calculation of isogenies on Edwards curves and on Mont-
gomery curves is only in calculating the isogenies. The computational cost of calculating
(2s+1)-degree isogenies on Edwards curves is (6s+2)M+8S+(4s+6)a and that of the two
s-th powers, while the computational cost on Montgomery curves is (6s+2)M+8S+(4s+8)a
and that of the two s-th powers. Therefore, the proposed algorithm saves 2a per isogeny
calculation.

From the above, we conclude that our proposed CSIDH algorithm using only Edwards
curves is as fast as or a little bit faster than the algorithm proposed by Meyer and Reith.

6 Conclusion

We proved three important theorems (Theorem 4, Theorem 5, and Theorem 6) on Edwards
curves and used them to make a new CSIDH algorithm. Theorem 4 shows that if w(P ) and
w(2P ) are square, then w(2P ) can be treated as a point in Ed[πp+1], and if w(P ) is square
and w(2P ) is not square, then 1/w(2P ) can be treated as a point in Ed[πp − 1]. Theorem
5 claims that the number of points such that w(P ) and w(2P ) are square is equal to the
number of points such that w(P ) is square and w(2P ) is not square. Theorem 6 proves that
an Edwards coefficient d is unique up to Fp-isomorphism. The new CSIDH algorithm built
from these three theorems uses only Edwards curves over Fp.

Finally, we compared complexities of the new algorithm and the sate of the art one of
Meyer and Reith. We showed that our proposed algorithm is as fast as (or a little bit faster
than) the one of Meyer and Reith.
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Appendix A How to compute the calculations and isogenies

Here, we explain how to compute the calculations and isogenies on Montgomery curves and
Edwards curves.

A.1 Montgomery curves

The doublings formula (1) can be computed as

t1 ← X + Z, t2 ← X − Z, t1 ← t21, t2 ← t22, s← t1 − t2, t2 ← t2 · (4C),

X ′ ← t1 · t2, t1 ← (A+ 2C) · s, t1 ← t1 + t2, Z ′ ← s · t1.

If Z = 1, the doublings formula (1) can be computed as

t1 ← X + 1, t1 ← t21, s← 2 ·X, s← 2 · s, t2 ← t1 − s, t2 ← t2 · (4C),

X ′ ← t1 · t2, t1 ← (A+ 2C) · s, t1 ← t1 + t2, Z ′ ← s · t1.

The addition formula (2) can be computed as

t1 ← X1 + Z1, s1 ← X2 + Z2, t2 ← X1 − Z1, s2 ← X2 − Z2, t← t1 · s2,

s← t2 · s1, X3 ← t+ s, Z3 ← t− s, X3 ← X2
3 · Z0, Z3 ← Z2

3 ·X0.

The formula for calculating ϕ(P ) (3) can be computed as

ti ← Xi + Zi, si ← Xi − Zi, ti ← ti · (X − Z), si ← si · (X + Z),

X ′ ←
s∏

i=1

(ti − si), Z ′ ←
s∏

i=1

(ti + si), X ′ ← X · (X ′)2, Z ′ ← Z · (Z ′)2.

The formula for calculating E′ (4) can be computed as

c← 2 · C, a← A+ c, d← A− c,

a′ ←
s∏

i=1

(Xi + Zi), d′ ←
s∏

i=1

(Xi − Zi), a′ ← (a′)4, d′ ← (d′)4,

a′ ← as · a′, d′ ← ds · d′, a′ ← a · (a′)2, d′ ← d · (d′)2,

A′ ← 2 · (a′ + d′), C ′ ← a′ − d′.

A.2 Edwards curves

The doublings formula (6), addition formula (7), and formula for calculating ϕ(P ) (8) can
be computed similarly as the formulas on Montgomery curves.

The formula for calculating E′ (9) can be computed as

D′ ←
s∏

i=1

(Wi + Zi), C ′ ←
s∏

i=1

Zi, D′ ← (D′)4, C ′ ← (C ′)4,

D′ ← Ds ·D′, C ′ ← (2 · 2 · 2 · 2 · C)s · C ′, D′ ← D · (D′)2, C ′ ← C · (C ′)2.
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Appendix B Proof of Theorem 1

In this section, we prove Theorem 1.

Theorem 1. Let p be a prime and p ≥ 3. The Edwards curve Ed defined over Fp is Fp-
isomorphic to the Montgomery curve,

EM :
4

1− d
Y 2Z = X3 +

2(1 + d)

1− d
X2Z +XZ2.

Proof. Define a rational map ψ : Ed → EM,

(X : Y : Z : T ) 7→ (X + T : Y + Z : X − T ).

ψ is a morphism, because all points except for (0 : −1 : 1 : 0) are simply regular, and from
the following equation, (0 : −1 : 1 : 0) is also regular.

(Z − Y )Z

X
(X + T, Y + Z,X − T ) = (Z2 − Y 2, XZ − dY T, (Z − Y )2).

ψ(0d) = (0 : 1 : 0) holds, so ψ is an isogeny defined over Fp.
Define a rational map ϕ : EM → Ed,

(X : Y : Z : T ) 7→ (X(X + Z) : Y (X − Z) : Y (X + Z) : X(X − Z)).

ϕ is a morphism, because all points except for (0 : 1 : 0) and (0 : 0 : 1) are simply regular,
and from the following two equations, (0 : 1 : 0) and (0 : 0 : 1) are also regular.

1

X
(X(X + Z), Y (X − Z), Y (X + Z), X(X − Z))

=

(
X + Z,

bY 2 −X2 − aXZ − Z2

bY
,
bY 2 +X2 + aXZ + Z2

bY
,X − Z

)
,

and
1

Y
(X(X + Z), Y (X − Z), Y (X + Z), X(X − Z))

=

(
bY Z(X + Z)

X2 + aXZ + Z2
, X − Z,X + Z,

bY Z(X − Z)
X2 + aXZ + Z2

)
,

where b =
4

1− d
and a =

2(1 + d)

1− d
.

ϕ(0 : 1 : 0) = 0d holds, so ϕ is an isogeny defined over Fp.
As ψ ◦ ϕ = idEM and ϕ ◦ ψ = idEd

hold, Ed is Fp-isomorphic to EM. ⊓⊔

Appendix C Proofs of the lemmas

Here, we prove the lemmas used in the theorems in Section 4 and Lemma 9.

Lemma 1. Let p ≡ 3 (mod 8). If an Edwards curve Ed defined over Fp is supersingular
and satisfies Endp(Ed) ∼= Z[πp], then d is not square.
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Proof. There exists a Montgomery curve EM which is Fp-isomorphic to Ed, by Corollary 1.
If EM[2] ⊂ EM(Fp), Table 1 of [6] shows that the order of EM or its quadratic twist can
be divided by 8; however, both orders are p+ 1 ≡ 4 (mod 8). EM has the only one point of
order 2 over Fp. Therefore, Ed also has only one point of order 2 over Fp.

Points of order 2 in Ed are (0 : −1 : 1 : 0) and (±
√
d : 0 : 0 : 1). Since (0 : −1 : 1 : 0) is a

Fp-rational point, d is not square. ⊓⊔

Lemma 2. Let p ≡ 3 (mod 8). If an Edwards curve Ed defined over Fp is supersingular
and satisfies Endp(Ed) ∼= Z[πp], then 1− d is not square.

Proof. As p ≡ 3 (mod 8), #Ed(Fp) = p+ 1 ≡ 4 (mod 8).
By Lemma 1, there are no points at infinity on Ed(Fp). Hence, in this proof, we consider

Ed to be an affine curve.
If a point (x, y) belongs to Ed(Fp), the points,

(−x, y), (x,−y), (−x,−y), (y, x), (−y, x), (y,−x), (−y,−x),

also belong to Ed(Fp). If x ̸= 0, y ̸= 0, x ̸= y, and x ̸= −y hold, these eight points are
different. If x = 0 or y = 0, the four points,

(0, 1), (0,−1), (1, 0), (−1, 0),

are different. If x = y or x = −y, x is a root of the equation,

2x2 = 1 + dx4.

Therefore,

x2 =
1±
√
1− d
d

.

Assume that 1− d is square. Note that

1 +
√
1− d
d

· 1−
√
1− d
d

=
1− (1− d)

d2
=

1

d
.

By Lemma 1, d is not square. Hence, one of 1+
√
1−d
d or 1−

√
1−d
d is square, and the other one

is not square. Therefore, if x = y or x = −y, the four points,

(x, x), (x,−x), (−x, x), (−x,−x),

are different, where x is

√
1+

√
1−d
d or

√
1−

√
1−d
d .

From the above, #Ed(Fp) ≡ 4+4 ≡ 0 (mod 8) holds. This is a contradiction. Therefore,
1− d is not square. ⊓⊔

Lemma 3. If P is a point of Ed such that w(P ) ∈ Fp, then (πp+1)(P ) ∈ G4 or (πp−1)(P ) ∈
G4.

Proof. Since πp(w(P )) = w(πp(P )), w(πp(P )) = w(P ). Therefore, (πp + 1)(P ) ∈ G4 or
(πp − 1)(P ) ∈ G4. ⊓⊔
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Lemma 4. Let p be a prime and p ≡ 3 (mod 8). Let P be a point of Ed, not a point at
infinity, and w(P ) ̸= 0. If P ∈ Ed[πp + 1], then w(P ) ∈ Fp and is square in Fp, and if
P ∈ Ed[πp − 1], then w(P ) ∈ Fp and is not square in Fp.

Proof. Denote the coordinates of P by (x, y) (affine coordinates). As w(P ) ̸= 0, x ̸= 0
and y ̸= 0. If P ∈ Ed[πp + 1], then (xp, yp) = (−x, y). Therefore, xp = −x and y ∈ Fp.
As (x2)

p
= x2 and x ̸∈ Fp, x

2y2 ∈ Fp and x2y2 is not square. If P ∈ Ed[πp − 1], then
(xp, yp) = (x, y). Therefore, x, y ∈ Fp. Thus, x

2y2 ∈ Fp and x2y2 is square. Since d is not
square by Lemma 1, Lemma 4 holds. ⊓⊔

Lemma 5. Let p be a prime and p ≡ 3 (mod 8). Let P ∈ Ed[πp − 1] or Ed[πp + 1], not a
point at infinity, and w(P ) ̸= 0. If w(P ) is square in Fp, then P ∈ Ed[πp + 1], and if w(P )
is not square in Fp, then P ∈ Ed[πp − 1].

Proof. This lemma obviously holds by Lemma 4. ⊓⊔

Lemma 6. Let P be a point of Ed. Then, points Podd and P2power uniquely exist such that
P = Podd + P2power, the order of Podd is odd, and the order of P2power is a power of 2.

Proof. Note that P ∈ Ed(Fq), where q is a power of p. Therefore, P has finite order. By the
fundamental theorem of finite abelian groups, there exist points Podd and P2power such that
P = Podd + P2power, the order of Podd is odd, and the order of P2power is a power of 2.

Assume that Podd+P2power = P ′
odd+P

′
2power, where the orders of Podd and P ′

odd are odd,
and the orders of P2power and P ′

2power are powers of 2. As Podd−P ′
odd = −P2power+P

′
2power,

Podd − P ′
odd = 0d and P2power − P ′

2power = 0d.

Therefore, uniqueness holds. ⊓⊔

Lemma 7. Let P be a point of Ed such that w(P ) ∈ Fp. Let Podd and P2power be points of
Ed such that P = Podd + P2power, the order of Podd is odd, and the order of P2power is a
power of 2. Then, one of the following holds.

– Podd ∈ Ed[πp − 1] and (πp − 1)(P2power) ∈ G4.
– Podd ∈ Ed[πp + 1] and (πp + 1)(P2power) ∈ G4.

Proof. By Lemma 3, (πp±1)(P ) ∈ G4. In the case that (πp−1)(P ) ∈ G4, (πp−1)(Podd) = 0d,
since the order of Podd is odd and G4 is a cyclic group of order 4. Then, (πp− 1)(P2power) =
(πp − 1)(P ) ∈ G4.

Similarly, in the case that (πp+1)(P ) ∈ G4, Podd ∈ Ed[πp+1] and (πp+1)(P2power) ∈ G4
hold. ⊓⊔

Lemma 8. Let p be a prime and p ≡ 3 (mod 8). There exists a bijection,

f : Ed[πp + 1] ∩ Ed[(p+ 1)/4] −→ Ed[πp − 1] ∩ Ed[(p+ 1)/4],

such that f(0d) = 0d.

Proof. We will prove that the cardinality of Ed[πp + 1] ∩ Ed[(p + 1)/4] and the cardinality
of Ed[πp − 1] ∩ Ed[(p+ 1)/4] are finite and equal and that 0d belongs to both sets.

Since Ed is supersingular and πp−1 and π2
p−1 are separable, deg (π2

p − 1) = #Ed(Fp2) =
(p + 1)2 and deg (πp − 1) = #Ed(Fp) = p + 1. Therefore, deg (πp + 1) = p + 1. As πp − 1
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and πp + 1 are separable, #Ed[πp − 1] = p + 1 and #Ed[πp + 1] = p + 1. As the set
Ed[πp − 1] ∩ Ed[(p+ 1)/4] is the set of all points of order odd in Ed[πp − 1],

#(Ed[πp − 1] ∩ Ed[(p+ 1)/4]) =
p+ 1

4
.

Similarly,

#(Ed[πp + 1] ∩ Ed[(p+ 1)/4]) =
p+ 1

4
.

We have proven that #(Ed[πp + 1] ∩ Ed[(p + 1)/4]) and #(Ed[πp − 1] ∩ Ed[(p + 1)/4]) are
finite and equal.

It is obvious that 0d belongs to Ed[πp +1]∩Ed[(p+1)/4] and Ed[πp− 1]∩Ed[(p+1)/4].

This completes the proof of Lemma 8. ⊓⊔

We used Lemmas 1 to 8 to prove the theorems in Section 4.

Lemma 9. Let p ≡ 3 (mod 8). Let P be a point on Ed such that w(P ) ∈ Fp and the order
of P is a power of 2. Then, w(P ) is 0 or ±1.

Proof. By Lemma 7, (πp−1)(P ) ∈ G4 or (πp+1)(P ) ∈ G4. As (πp−1)G4 = {0d}, (πp+1)G4 =
{0d, (0,−1)}, and π2

p − 1 = −p− 1, we have

4P = 0d, (0,−1).

Therefore, it is easy to check that

2P = 0d, (0,−1), (±1, 0), (±
√
d : 0 : 0 : 1), (0 : ±

√
d : 0 : 1).

Hence, w(2P ) = 0 or w(2P ) =∞. Since

w(2P ) =
4w(P )((1 + w(P ))2 − 4w(P )/d)

(1− w(P ))2(1 + w(P ))2
,

w(P ) = 0, d−2±2
√
1−d

d , 1,−1. From Lemma 2, 1− d is not square. Therefore, w(P ) = 0,±1.
⊓⊔

We use Lemma 9 for rejecting points whose order is a power of 2 in the Sampling points
calculation of Algorithm 1.

Appendix D Algorithms
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Algorithm 2 Evaluating the class group action on Montgomery curves [4]

Input: a ∈ Fp such that EM,a is supersingular and a list of integers (e1, . . . , en)
Output: a′ such that [le11 · · · lenn ]EM,a = EM,a′

1: while some ei ̸= 0 do
2: Sample a random x ∈ Fp

3: x(P )← (x : 1)
4: Set s← +1 if x3 + ax2 + x is a square in Fp, else s← −1
5: Let S = {i | sign(ei) = s}
6: if S = ∅ then
7: Go to line 2
8: end if
9: k ←

∏
i∈S ℓi, x(P )← x(((p+ 1)/k)P )

10: for all i ∈ S do
11: x(Q)← x((k/ℓi)P )
12: if K ̸= (0 : 1 : 0) then
13: Compute an ℓi-isogeny ϕ : EM,a → EM,a′ with kerϕ = ⟨Q⟩
14: a← a′, x(P )← x(ϕ(P )), k ← k/ℓi, ei ← ei − s
15: end if
16: end for
17: end while
18: return a

Algorithm 3 The Edwards ladder using P and 2P

Input: Ed, k =
∑ℓ−1

i=0 ki2
i with kℓ−1 = 1, (W0 : 1) = w(P ), and (W : Z) = w(2P ) s.t. P ∈ Ed

Output: (W ′ : Z′) = w(kP )
1: (W1 : Z1)← (W0 : 1) and (W2 : Z2)← (W : Z)
2: for i = ℓ− 2 down to 0 do
3: if ki = 0 then
4: (W1 : Z1)← 2(W1 : Z1) (doubling on Ed)
5: (W2 : Z2)← (W1 : Z1) + (W2 : Z2) (addition on Ed by using W0)
6: else
7: (W2 : Z2)← 2(W1 : Z1) (doubling on Ed)
8: (W1 : Z1)← (W1 : Z1) + (W2 : Z2) (addition on Ed by using W0)
9: end if
10: end for
11: return (W1 : Z1)
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