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#### Abstract

In this paper, we provide a notable step towards filling the gap between theory (estimates of running-time) and practice (a discrete logarithm record computation) for the Tower Number Field Sieve (TNFS) algorithm. We propose a generalisation of ranking formula for selecting the polynomials used in the very first step of TNFS algorithm. For this we provide a definition and an exact implementation (Magma and SageMath) of the $\alpha$-function. This function measures the bias in the smoothness probability of norms in number fields compared to random integers of the same size. We use it to estimate the yield of polynomials, that is the expected number of relations, as a generalisation of Murphy's $E$ function, and finally the total amount of operations needed to compute a discrete logarithm with TNFS algorithm in the targeted fields. This is an improvement of the earlier work of Barbulescu and Duquesne on estimating the running-time of the algorithm. We apply our estimates to a wide size range of finite fields $\operatorname{GF}\left(p^{n}\right)$, for small composite $n=12,16,18,24$, that are target fields of pairing-friendly curves. keywords: discrete logarithm, tower number field sieve.


## 1 Introduction

The hardness of discrete logarithm computation in finite fields is at the heart of many cryptosystems since the introduction of the Diffie-Hellman problem. Elliptic curves now replaced finite fields in Diffie-Hellman based protocols, however this setting is still widely used in pairing-based cryptography, where protocols use bilinear maps. These maps are available on a subset of well-chosen elliptic curves named pairing-friendly. A bilinear pairing in cryptography maps two points from two distinct subgroups of $\ell$-torsion of an elliptic curve $E / \mathbb{F}_{q}$ to a finite field extension $\mathbb{F}_{q^{k}}$. The protocol relies on the hardness of computing discrete logarithms on the elliptic curve side and on the finite field side.

Usually, to improve the pairing efficiency, several implementation choices were made, the most popular until 2015 being a Barreto-Naehrig curve whose
target field is $\mathbb{F}_{p^{12}}$, and the characteristic has the special property of satisfying $p=36 u^{4}+36 u^{3}+24 u^{2}+6 u+1$, where $u$ is some integer. One widely used sparse seed was $u=-2^{62}-2^{55}-1$, so that $p$ is a 254 -bit prime, and the elliptic curve $E / \mathbb{F}_{p}: y^{2}=x^{3}+2$ has prime order.

In recent years, new advances have been made in computing discrete logarithms in non-prime finite fields, the peak of improvements being a quasipolynomial time algorithm in small characteristic, in 2014. In medium characteristic, the major improvements are variants of the tower number field sieve (TNFS) that promise to be very efficient for finite fields having non-prime subfields of appropriate size. These new theoretical developments in medium-characteristic fields are of first importance for pairing-based cryptography. The most popular implementations used to include a 3072 -bit finite field $\operatorname{GF}\left(p^{12}\right)$, particularly subject to the new special TNFS algorithms.

In 2016, Kim and Barbulescu published a new variant of the Tower Number Field Sieve algorithm [30], that improved on the previous TNFS algorithm [9] in the case where the extension degree was composite. Combined with Joux and Pierrot Special-NFS variant [27], this reduced considerably the asymptotic complexity of a discrete logarithm computation in finite fields of composite extension degree and special characteristic, typically a target field of BarretoNaehrig curve.

In this paper, we study the cost of the STNFS algorithm in the cases of pairing-friendly fields. For obtaining an accurate estimate, we generate optimised parameters as for running a real-world computation, and then simulate the STNFS algorithm with these parameters. Our aim is to provide a better estimate of the running-time of these new algorithms, since an implementation is not available for now (it would require a tremendous effort, and first, many algorithmic number theory issues need to be fixed).

Our contribution is twofold: first we provide algorithms to compute better parameters (alpha-value), together with Magma and SageMath implementations. This is the first step towards a complete implementation of the Tower-NFS algorithm. Murphy's $E$ value can also be used to estimate the yield of polynomials and as a byproduct of our work, for some chosen popular pairing-friendly curves, we run the estimates for a large interval of parameter sizes $\left(p^{k}\right)$, to obtain an overview of the way the algorithm scales for fixed extension degree $k$ and increasing characteristic $p$. While we were polishing the present work, Barbulescu, El Mrabet and Ghammam posted a preprint [11] on security estimates. We have a different approach here.

Organisation of the paper. In Sections 2 and 3 we recall the NFS and TNFS algorithms. Section 4 presents the Murphy- $\alpha$ function for NFS and our generalisation to the TNFS setting. The implementation is explained in Section 5. Section 6 generalises Murphy $E$ ranking function of polynomials to the TNFS setting and explains our simulation algorithm. Sections 7 present our results for finite fields of pairing-friendly curves.

## 2 Number Field Sieve

The number field sieve (NFS) is an index calculus algorithm for computing discrete logarithm problem in the finite field $\mathbb{F}_{Q}$ (say), where $Q=p^{n}$ for some
prime $p$. It consists of following four main phases:

1. Polynomial Selection and Initial Setup
2. Relation Collection (Sieving)
3. Linear Algebra
4. Individual Discrete Logarithm (Descent) and Final Value

### 2.1 Polynomial Selection and Initial Setup

This is an important step of the NFS algorithm. It determines the overall cost of the algorithm. The basic aim of this step is to select two irreducible integer polynomials $f(X)$ and $g(X)$ having a common irreducible factor $\phi(X)$ of degree $n$ modulo $p$ i.e., $\operatorname{gcd}(f(X), g(X))=\phi(X)(\bmod p)$. Additionally, we expect the polynomials to have some nice properties, the details of which will be discussed in the Section 4. The choice of these polynomials, i.e. $(f, g)$, provides with us the following commutative diagram, given in the Figure 1.


Figure 1: Commutative diagram for NFS
In the diagram given in Figure 1, if $f, g$ are monic, $\mathbb{Z}[X] /(f(X))$ (respectively $\mathbb{Z}[X] /(g(X)))$ is an order in the number field $K_{f}$ (respectively $K_{g}$ ), generated by $f(X)$ (respectively $g(X)$ ). The actual computations are carried over to the maximal orders $\mathcal{O}_{f}$ and $\mathcal{O}_{g}$ of $K_{f}$ and $K_{g}$ respectively. Let $\alpha_{f}:=X(\bmod f(X))$, $\alpha_{g}:=X(\bmod g(X)), \omega:=X(\bmod \phi(X))$ and $\ell d(f)$ represents the leading coefficient of the polynomial $f(X)$. For a chosen bound $B$, we set the factor base $\mathcal{F}=\mathcal{F}_{f} \cup \mathcal{F}_{g}$, where

$$
\mathcal{F}_{f}=\left\{\begin{array}{c}
\mathfrak{a} \text { is a prime ideal of } \mathcal{O}_{f} \text { with norm } \leq B \\
\mathfrak{a}: \text { or a prime ideal above a prime factor of } \ell d(f) \\
\text { or a prime ideal above index ideal }\left[O_{f}: \mathbb{Z}\left[\alpha_{f}\right]\right]
\end{array}\right\}
$$

and $\mathcal{F}_{g}$ is similarly defined with respect to the polynomial $g(X)$.
Remark 1. By the abuse of notation, we have used $X$ for the polynomials defined over integers as well as over a finite field $\mathbb{F}_{p}$.

Remark 2. A factor base, in an index calculus algorithm, is usually defined as a small size subset of the cyclic group. In the above, this subset is identified by the prime ideals of $\mathcal{F}$ through the mapping, given in the commutative diagram. We provide more detail later in the Section 2.2.

### 2.2 Relation Collection

In this step linear relations between the logarithms of field elements, corresponding to the factor base, are generated. A set of random polynomials $T(X)=a+b X \in \mathbb{Z}[X]$ with coefficients $a, b \in[-A, A]$, for some chosen bound $A$, are considered. We call a polynomial $a+b X$ smooth, if the principal ideals $\left(a+b \alpha_{f}\right) \mathcal{O}_{f}$ and $\left(a+b \alpha_{g}\right) \mathcal{O}_{g}$ can be factored into the elements of $\mathcal{F}_{f}$ and $\mathcal{F}_{g}$ respectively i.e.,

$$
\left(a+b \alpha_{f}\right) \mathcal{O}_{f}=\prod_{\mathfrak{a} \in \mathcal{F}_{f}} \mathfrak{a}^{e(\mathfrak{a})} \quad \text { and } \quad\left(a+b \alpha_{g}\right) \mathcal{O}_{g}=\prod_{\mathfrak{b} \in \mathcal{F}_{g}} \mathfrak{b}^{e(\mathfrak{b})}
$$

Let $h_{f}$ and $h_{g}$ be the class number of the number fields $K_{f}$ and $K_{g}$ respectively. We have

$$
\begin{align*}
& \qquad\left(\left(a+b \alpha_{f}\right) \mathcal{O}_{f}\right)^{h_{f}}=\left(\prod_{\mathfrak{a} \in \mathcal{F}_{f}} \mathfrak{a}^{e(\mathfrak{a})}\right)^{h_{f}}, \\
& \text { i.e. }\left(\left(a+b \alpha_{f}\right)\right)^{h_{f}} \mathcal{O}_{f}=\prod_{\mathfrak{a} \in \mathcal{F}_{f}}\left(\mathfrak{a}^{h_{f}}\right)^{e(\mathfrak{a})} \tag{2.1}
\end{align*}
$$

The ideal $\mathfrak{a}^{h_{f}}$ is a principal ideal, let $\delta_{\mathfrak{a}}$ be a generator i.e., $\mathfrak{a}^{h_{f}}=\delta_{\mathfrak{a}} \mathcal{O}_{f}$. Thus Equation (2.1) can be written as

$$
\left(\left(a+b \alpha_{f}\right)\right)^{h_{f}} \mathcal{O}_{f}=\left(\prod_{\mathfrak{a} \in \mathcal{F}_{f}}\left(\delta_{\mathfrak{a}}\right)^{e(\mathfrak{a})}\right) \mathcal{O}_{f}
$$

Converting the equality of principal ideals into the elements, we get

$$
\begin{equation*}
\left(\left(a+b \alpha_{f}\right)\right)^{h_{f}}=u \cdot\left(\prod_{\mathfrak{a} \in \mathcal{F}_{f}}\left(\delta_{\mathfrak{a}}\right)^{e(\mathfrak{a})}\right) \tag{2.2}
\end{equation*}
$$

for some unit $u \in \mathcal{O}_{f}^{\star}$. By the Dirichlet's Unit Theorem, we know that

$$
\mathcal{O}_{f}^{\star}=U \times \mathbb{Z}^{r_{\mathbb{R}}+r_{\mathrm{C}}-1}
$$

where $U=\left\langle u_{0}\right\rangle$ is a finite cyclic group consisting of all the roots of unity in $K_{f}, r_{\mathbb{R}}$ is the number of real embeddings of $K_{f}$ in $\mathbb{R}$, and $r_{\mathbb{C}}$ is the number of complex embeddings of $K_{f}$ in $\mathbb{C}$. Let $r=r_{\mathbb{R}}+r_{\mathbb{C}}-1$ and $u_{1}, u_{2}, \cdots, u_{r} \in \mathcal{O}_{f}$ such that,

$$
\begin{equation*}
u=u_{0}^{e\left(u_{0}\right)} \prod_{i=1}^{r} u_{i}^{e\left(u_{i}\right)} \tag{2.3}
\end{equation*}
$$

The $\left\{u_{i}\right\}$ are called a fundamental system of units for $K_{f}$.

Substituting the value from Equation (2.3) to Equation (2.2), we get

$$
\begin{equation*}
\left(\left(a+b \alpha_{f}\right)\right)^{h_{f}}=u_{0}^{e\left(u_{0}\right)} \prod_{i=1}^{r} u_{i}^{e\left(u_{i}\right)} \cdot\left(\prod_{\mathfrak{a} \in \mathcal{F}_{f}}\left(\delta_{\mathfrak{a}}\right)^{e(\mathfrak{a})}\right) \tag{2.4}
\end{equation*}
$$

Let us denote the mapping from $\mathbb{Z}[X] /(f(X))\left(\subset \mathcal{O}_{f}\right)$ to $\mathbb{F}_{p^{n}}$ by $\psi_{f}: \mathcal{O}_{f} \mapsto \mathbb{F}_{p^{n}}$ (more precisely to $\left.\mathbb{F}_{p^{n}}^{*} /\left(\mathbb{F}_{p^{n}}^{*}\right)^{\ell}\right)$. We have $\psi_{f}\left(a+b \alpha_{f}\right)=a+b \omega$. Applying $\psi_{f}$ to Equation (2.4), we get

$$
\begin{equation*}
((a+b \omega))^{h_{f}}=\psi_{f}\left(u_{0}\right)^{e\left(u_{0}\right)} \prod_{i=1}^{r} \psi_{f}\left(u_{i}\right)^{e\left(u_{i}\right)} \cdot\left(\prod_{\mathfrak{a} \in \mathcal{F}_{f}}\left(\psi_{f}\left(\delta_{\mathfrak{a}}\right)\right)^{e(\mathfrak{a})}\right) \tag{2.5}
\end{equation*}
$$

Equation (2.5) is a multiplicative relation involving the elements of finite field only. The field element identified with the factor base element $\mathfrak{a} \in \mathcal{F}_{f}$ is $\psi_{f}\left(\delta_{\mathfrak{a}}\right)$ and this is what we tried to explain in the Remark 2 above.

Taking logarithm on both sides of Equation (2.5) and dividing by $h_{f}$ (we assume that $\operatorname{gcd}\left(h_{f}, \ell\right)=1$, where $\ell \mid p^{n}-1$ is the order of the subgroup considered to compute discrete logarithms) we get,

$$
\begin{equation*}
\log ((a+b \omega))=\sum_{i=0}^{r} e\left(u_{i}\right) \frac{\log \left(\psi_{f}\left(u_{i}\right)\right)}{h_{f}}+\sum_{\mathfrak{a} \in \mathcal{F}_{f}} e(\mathfrak{a}) \frac{\log \left(\psi_{f}\left(\delta_{\mathfrak{a}}\right)\right)}{h_{f}} \tag{2}
\end{equation*}
$$

Note that the quantities $\frac{\log \left(\psi_{f}\left(u_{i}\right)\right)}{h_{f}}$ are some fixed constants and they will appear in every equations, we should not bother about what they are. On the other hand each quantity $\frac{\log \left(\psi_{f}\left(\delta_{\mathfrak{a}}\right)\right)}{h_{f}}$ is related to the factor base element $\mathfrak{a}$, we call it virtual logarithm corresponding to $\mathfrak{a}$.

Similarly, for the field $K_{g}$, let $\psi_{g}: \mathcal{O}_{g} \mapsto \mathbb{F}_{p^{n}}$ with $\psi_{g}\left(a+b \alpha_{g}\right)=a+b \omega$ and $\mathcal{O}_{g}=V \times \mathbb{Z}^{s}$, where $V=\left\langle v_{0}\right\rangle$. Let $\left\{v_{i}\right\}_{i=1}^{s}$ be a fundamental system of units and $h_{g}$ be the class number of $K_{g}$. We will have (assuming $\operatorname{gcd}\left(h_{g}, \ell\right)=1$ where $\left.\ell \mid p^{n}-1\right)$,

$$
\log ((a+b \omega))=\sum_{i=0}^{s} e\left(v_{i}\right) \frac{\log \left(\psi_{g}\left(v_{i}\right)\right)}{h_{g}}+\sum_{\mathfrak{b} \in \mathcal{F}_{g}} e(\mathfrak{b}) \frac{\log \left(\psi_{g}\left(\delta_{\mathfrak{b}}\right)\right)}{h_{g}} \quad(\bmod \text { (ج).7) }
$$

From Equation (2.6) and Equation (2.7), we get

$$
\begin{align*}
\sum_{i=0}^{r} e\left(u_{i}\right) \frac{\log \left(\psi_{f}\left(u_{i}\right)\right)}{h_{f}}+\sum_{\mathfrak{a} \in \mathcal{F}_{f}} e(\mathfrak{a}) \frac{\log \left(\psi_{f}\left(\delta_{\mathfrak{a}}\right)\right)}{h_{f}} \\
=\sum_{i=0}^{s} e\left(v_{i}\right) \frac{\log \left(\psi_{g}\left(v_{i}\right)\right)}{h_{g}}+\sum_{\mathfrak{a} \in \mathcal{F}_{g}} e(\mathfrak{b}) \frac{\log \left(\psi_{g}\left(\delta_{\mathfrak{b}}\right)\right)}{h_{g}} \quad(\bmod \ell) \tag{2.8}
\end{align*}
$$

The above Equation (2.8) is a valid relation, modulo $\ell$ where $\operatorname{gcd}\left(h_{f} h_{g}, \ell\right)=1$ and $\ell \mid p^{n}-1$, involving the virtual logarithms of factor base elements and $(r+s+2)$ extra fixed elements. The availability of such a relation is due to the assumptions that the chosen polynomial $T(X)=a+b X$ is smooth (in the sense defined earlier) and a fundamental system of units for both the number fields
are available to us. The smoothness of $T(X)$ is ensured over the random choices of its coefficients. In practice, a fundamental system of units, i.e., the generators of unit groups of each number field is often not available. This difficulty is overcome by using the concept called Schirokauer's maps. The logarithm in finite field $\mathbb{F}_{p^{n}}$ is defined modulo $p^{n}-1$ and $p^{n}-1$ is composite. Thanks to the Chinese Remainder Theorem, it would be enough to compute logarithms modulo co-prime factors of $p^{n}-1$. The discrete logarithm modulo small factors of $p^{n}-1$ can be computed using Pollard's rho algorithm. Let $\ell$ be a (large) prime factor of $p^{n}-1$. Schirokauer observed that if we are concerned about the discrete logarithm modulo $\ell$, then it is enough to write a relation which is valid modulo $\ell$. For this case he has proposed a way to circumvent the computation of generators of units and the contribution of units in the relations (the $u_{i}$ and $e\left(u_{i}\right)$ and $v_{i}$ and $e\left(v_{i}\right)$ in (2.8)). Instead, a Schirokauer map computes some data in terms of the coefficients of $T(X)$ i.e., $a$ and $b$, to make the equations valid. We skip the details of Schirokauer's maps and refer to the paper [40] for the interested ones.

Using the Schirokauer's maps denoted $\lambda_{f}, \lambda_{g}$, Equation (2.8) can be written as

$$
\begin{align*}
\sum_{i=0}^{r} & \lambda_{i, f}\left(a+b \alpha_{f}\right) \log \left(\psi_{f}\left(u_{i}^{*}\right)\right)+\sum_{\mathfrak{a} \in \mathcal{F}_{f}} e(\mathfrak{a}) \frac{\log \left(\psi_{f}\left(\delta_{\mathfrak{a}}\right)\right)}{h_{f}} \\
& =\sum_{j=0}^{s} \lambda_{j, g}\left(a+b \alpha_{g}\right) \log \left(\psi_{g}\left(v_{i}^{*}\right)\right)+\sum_{\mathfrak{a} \in \mathcal{F}_{g}} e(\mathfrak{b}) \frac{\log \left(\psi_{g}\left(\delta_{\mathfrak{b}}\right)\right)}{h_{g}} \quad(\bmod \ell), \tag{2.9}
\end{align*}
$$

where $\left\{u_{i}^{*}\right\}$ and $\left\{v_{j}^{*}\right\}$ are some units in $K_{f}$ and $K_{g}$ respectively and $\lambda_{i, f}$ and $\lambda_{j, g}$ are easily computable functions called Schirokauer maps modulo $\ell$ for $K_{f}$ and $K_{g}$ respectively. We compute more than $\# \mathcal{F}+r+s+2$ such independent relations by randomly trying with different polynomials $T(X)$. Note that we have taken $T(X)$ to be linear here, but nothing stops us from making it quadratic or cubic, such a variant of NFS is termed as NFS-HD.

Recall that a random polynomial $T(X)=a+b X$ will give a relation if the principal ideals $\left(a+b \alpha_{f}\right) \mathcal{O}_{f}$ and $\left(a+b \alpha_{g}\right) \mathcal{O}_{g}$ are respectively $\mathcal{F}_{f}$ and $\mathcal{F}_{g}$-smooth. The ideal $\left(a+b \alpha_{f}\right) \mathcal{O}_{f}$ is $\mathcal{F}_{f}$-smooth provided the quantity $\operatorname{Res}(f(X), a+b X) \in \mathbb{Z}$ is $B$-smooth i.e., all its prime divisors are less than or equal to $B$. Similar things hold for $\left(a+b \alpha_{g}\right) \mathcal{O}_{g}$. In other words, the probability that a randomly chosen $T(X)$, with coefficients in $[-A, A]$, gives us a relation, is the same as the probability that the quantities

$$
\begin{equation*}
|\operatorname{Res}(f(X), a+b X)| \text { and }|\operatorname{Res}(g(X), a+b X)| \tag{2.10}
\end{equation*}
$$

are $B$-smooth. Heuristically, $B$-smoothness behaviour of the quantities given in Equation (2.10) is assumed to be similar to that of a random integer of same size. This heuristic assumption is not precise and the imprecision is captured by the quantity called Murphy $\alpha$-value, which we explain later in the Section 4 but for now we will go by the assumption. The quantity in Equation (2.10) is approximated by $[28,12]$

$$
\begin{equation*}
|\operatorname{Res}(f(X), a+b X)| \times|\operatorname{Res}(g(X), a+b X)| \approx\|f\|_{\infty}\|g\|_{\infty} A^{\operatorname{deg}(f)+\operatorname{deg}(g)} \tag{2.11}
\end{equation*}
$$

where Res represents the resultant, and $\|f\|_{\infty}$ and $\|g\|_{\infty}$ represent the maximum of the absolute values of the coefficients of $f(X)$ and $g(X)$ respectively. The
lower the value of product of resultants, given in Equation (2.11), the higher the chance of its $B$-smoothness and hence the chance of getting a relation. This is the reason why in the polynomial selection phase, we try to minimise the degrees and the absolute values of polynomial coefficients. In practice, sieving techniques $[14,20,18,21]$ are used for getting the polynomials $T(X)$ 's which are most likely to be smooth and then the actual factorisation is used for constructing the relations.

### 2.3 Linear Algebra

The relation collection step provides with us a sparse system of linear equations with unknowns, the virtual logarithms of factor base elements and logarithms of $(r+s+2)$ field elements corresponding to units $\left\{u_{i}^{*}\right\}_{i=0}^{r}$ and $\left\{v_{i}^{*}\right\}_{i=0}^{s}$, which is valid modulo a prime $\ell$. The system is solved modulo $\ell$ using the Lanczos or Block-Wiedemann algorithm. The cost of solving this system depends on the number of unknowns and hence roughly on the factor-base bound $B$.

### 2.4 Individual Discrete Logarithm and Final Value

The aim of this step is to compute the actual discrete logarithm of a target element $\tau(\omega)$ of the field $\mathbb{F}_{p^{n}}$. Suppose $\left(\mathbb{F}_{p^{n}}^{\star}, \cdot\right)=\langle\zeta(\omega)\rangle$. Let

$$
p^{n}-1=\prod_{i=0}^{E} p_{i}^{e_{i}}, \text { where } p_{i} \text { 's are prime and } p_{0}<p_{1}<\ldots<p_{E}(=\ell, \text { say })
$$

If the discrete logarithms modulo $p_{i}^{e_{i}}$ for $i=1, \ldots, E$ are known, the actual logarithm can be built using the Chinese Remainder Theorem. For a small factor $m=\prod_{i=0}^{j-1} p_{i}^{e_{i}}$ of $p^{n}-1$, the Pollard's rho algorithm can be used for computing discrete logarithm modulo $m$. For the remaining prime factors $p_{i}, i=j, j+1, \ldots, E$, the discrete logarithm modulo $p_{i}$ is computed first, and then using Hensel lifting, the logarithm modulo $p_{i}^{e_{i}}$ is computed. In most cases, the exponent $e_{j}$ equals 1 for the larger prime divisors $p_{j}$ of $p^{n}-1$, so the Hensel lifting is rarely needed. Thus the computation of discrete logarithm finally boils down to the computation of discrete logarithm modulo a few larger prime factors of $p^{n}-1$ and this is the basic aim of the individual discrete logarithm phase of the NFS algorithm. Let $\ell$ be one such prime factor. Moreover we assume that the prime $\ell$ divides $\Phi_{n}(p)$, that is, the subgroup cannot be embedded in a proper subfield of $\mathbb{F}_{p^{n}}$.

For a target element $\tau(\omega)$, we look for a field element of the form $\tau(\omega)^{m_{1}}$. $\zeta(\omega)^{m_{2}}$ for $m_{1}, m_{2} \in \mathbb{Z}^{+}$, such that $\tau(X)^{m_{1}} \cdot \zeta(X)^{m_{2}}$ is smooth either in $K_{f}$ or in $K_{g}$. In contrast with the relation collection, we don't need it to be smooth in both the number fields and by the abuse of notation, we also call it smooth. If it is smooth in $K_{f}$, similar to Equation (2.6), we get
$\log \left(\tau(\omega)^{m_{1}} \cdot \zeta(\omega)^{m_{2}}\right)=\sum_{i=0}^{r} \lambda_{i, f} \log \left(\psi_{f}\left(v_{i}^{\prime}\right)\right)+\sum_{\mathfrak{a} \in \mathcal{F}_{f}} e(\mathfrak{a}) \frac{\log \left(\psi_{f}\left(\delta_{\mathfrak{a}}\right)\right)}{h_{f}} \quad(\bmod \ell)$.

On simplification, we get

$$
\begin{equation*}
\log (\zeta(\tau))=\frac{1}{m_{1}}\left(-m_{2}+\sum_{i=0}^{r} \lambda_{i, f} \log \left(\psi_{f}\left(v_{i}^{\prime}\right)\right)+\sum_{\mathfrak{a} \in \mathcal{F}_{f}} e(\mathfrak{a}) \frac{\log \left(\psi_{f}\left(\delta_{\mathfrak{a}}\right)\right)}{h_{f}}\right) \quad(\bmod \ell) . \tag{2.12}
\end{equation*}
$$

The target logarithm is obtained by substituting the values of virtual logarithms (which are already available from the linear algebra) on the right side of Equation (2.12). For more details on how an ideal $\left(\tau\left(\alpha_{f}\right)^{m_{1}} \cdot \zeta\left(\alpha_{f}\right)^{m_{2}}\right) \mathcal{O}_{f}$ is written in term of the elements of $\mathcal{F}_{f}$, we refer to the papers [25, 17]. This step is much less costly than Relation Collection and Linear Algebra.

### 2.5 Polynomial Selection Algorithms

The polynomial selection plays an important role in determining the cost of NFS algorithm. The basic aim of polynomial selection is to find two irreducible integer polynomials having a common irreducible factor of degree $n$ modulo $p$. As seen in the relation collection step, in addition to the basic property, coefficient size (the infinity norm) and degrees of these polynomials should also be small. We broadly classify the polynomial selection algorithms into the following three types:

1. JLSV methods;
2. Joux-Pierrot (JP) method;
3. Sarkar-Singh (SS) method.

### 2.5.1 JLSV

There are three variants of it namely JLSV0, JLSV1 and JLSV2. In JLSV0, a random irreducible polynomial $f(X)$, with $\|f(X)\|_{\infty}=O(1)$ is chosen and $g(X)=f(X)+p$. In JLSV1, $f(X)$ is an irreducible polynomial randomly chosen as $f(X)=f_{1}(X)+u$, where $u \approx \sqrt{p}$ and $f_{1}(X)$ is a random polynomial of degree $n$ with $\left\|f_{1}(X)\right\|_{\infty}=O(1)$, and $g(X)=u_{2} f(X)+u_{1}$ where $u_{1} / u_{2} \equiv u$ $(\bmod p)$. We will skip the details of JLSV2, as it is never better than other existing ones, in performance.

### 2.5.2 Joux-Pierrot Method

This is the best polynomial selection algorithm for special primes. A prime $p$ is said to be special if there exists a polynomial $\Gamma(X) \in \mathbb{Z}[X]$ of degree $m$ with $\|\Gamma(X)\|_{\infty}=O(1)$ and a positive integer $u \approx p^{1 / m}$ such that $\Gamma(u) \equiv 0(\bmod p)$. The algorithm works as follows:

- Randomly select a monic polynomial $f_{1}(X) \in \mathbb{Z}[X]$ of degree $n$ with $\left\|f_{1}(X)\right\|_{\infty}=O(1)$ such that $f(X)=f_{1}(X)-u \in \mathbb{Z}[x]$ is irreducible.
- Set $g(X)=\operatorname{Res}_{U}\left(\Gamma(U), U-f_{1}(X)\right)$.

The above process is repeated until both $f(X)$ and $g(X)$ are irreducible. Also note that $g(X)=\Gamma(f(X)+u) \equiv 0(\bmod p, f(X))$ and thus the basic requirement is satisfied.

### 2.5.3 Sarkar-Singh Method

This method is parameterised on a divisor $d$ of $n$. Let $k=n \div d$ and let $r \geq k$. The following is repeated until $f(X)$ and $g(X)$ are irreducible over $\mathbb{Z}$ and $\phi(X)$ is irreducible modulo $p$ :

1. A random irreducible polynomial $A(X)$ of degree $(r+1)$ is selected such that $\|A(X)\|_{\infty}=O(\log p)$ and $A(X)$ has an irreducible factor $A_{1}(X)$ of degree $k$ modulo $p$.
2. A lattice $L \subset \mathbb{R}^{r+1}$ is constructed from the coefficients of polynomials $\left\{p X^{0}, p X^{1}, \ldots, p X^{k-1}, X^{0} A_{1}(X), X^{1} A_{1}(X), X^{2} A_{1}(X), \ldots, X^{r-k} A_{1}(X)\right\}$. Let $\left(b_{0}, b_{1}, \cdots, b_{r}\right)$ be the smallest vector in the LLL-reduced basis of this lattice and let $B(X)=\sum b_{i} X^{i}$.
3. Two monic polynomials $C_{0}(X)$ and $C_{1}(X)$ with small coefficients such that $\operatorname{deg}\left(C_{0}(X)\right)=d$ and $\operatorname{deg}\left(C_{1}(X)\right)<d$ are randomly chosen and

$$
\begin{aligned}
f(X) & =\operatorname{Res}_{U}\left(A(U), C_{0}(X)+U C_{1}(X)\right) \\
g(X) & =\operatorname{Res}_{U}\left(B(U), C_{0}(X)+U C_{1}(X)\right) \\
\phi(X) & =\operatorname{Res}_{U}\left(A_{1}(U), C_{0}(X)+U C_{1}(X)\right) \quad(\bmod p)
\end{aligned}
$$

The generalised Joux-Lercier (gJL) and the Conjugation methods [7] of polynomial selection are the special cases of Sarkar-Singh method corresponding to $d=1$ and $d=n, r=n \div d$ respectively. Note that the Conjugation method gives the lowest asymptotic complexity for the specific values of $p$. However there are the values of $p$ where Sarkar-Singh polynomial selection method turns out to be better than Conjugation and generalised Joux-Lercier methods. From now on we will not consider the gJL and Conjugation methods separately and instead include them into Sarkar-Singh type algorithms.

### 2.6 Asymptotic Complexities

The Number Field Sieve is a complex algorithm. It is very difficult to work out the concrete cost of this algorithm. However, its asymptotic complexity analysis is comparatively easier and is based on heuristics. It is customary to use the following sub-exponential expression in the asymptotic complexity analysis:

$$
L_{Q}(a, c)=\exp \left((c+o(1))(\ln Q)^{a}(\ln \ln Q)^{1-a}\right)
$$

For a finite field $\mathbb{F}_{Q}$ where $Q=p^{n}$, we write $p=L_{Q}\left(a, c_{p}\right)$. In the complexity analysis, we mainly focus on the most expensive steps of NFS namely relation collection and linear algebra steps. The bound $B$ and $A$ are chosen in such a way that the costs of these steps turn out to be same, and the sum of the costs is referred as the overall asymptotic cost of the algorithm.

The field $\mathbb{F}_{Q}$ is classified as small characteristic, if $a<1 / 3$; medium characteristic, if $1 / 3 \leq a<2 / 3$ and large characteristic, if $a>2 / 3$. The case $a=2 / 3$ is referred as boundary case. In the small characteristic case the FFS algorithm $[1,2]$ and its QPA variants $[8,19]$ are currently the state-of-the-art and we will not discuss them in this paper. For the remaining cases, the complexity analysis is classified into two types: special prime and general prime.

## General Primes

For general primes, Sarkar-Singh type algorithms are the ones which provide the best heuristic asymptotic complexities for boundary to large characteristic cases. For boundary case the asymptotic cost of NFS, is given by
$\operatorname{Cost}_{\mathrm{NFSb}}=L_{Q}\left(1 / 3, c_{b}\right)$ where $c_{b}=2\left(\frac{2 r+1}{3 c_{p} k t_{s}}+\sqrt{\left(\frac{2 r+1}{3 c_{p} k t_{s}}\right)^{2}+\frac{k c_{p}\left(t_{s}-1\right)}{3(r+1)}}\right)$,
where the various parameters are the one used in the description of SS algorithm and $t_{s}$ is taken to be the sieving dimension i.e., $\left(t_{s}-1\right)$ is the degree of $T(X)$. Note that in the description of NFS, we have taken $T(X)$ to be linear i.e., $t_{s}=2$. The minimum cost is obtained for $p=L_{Q}\left(2 / 3,(12)^{1 / 3}\right)$ and which is equal to $L_{Q}\left(1 / 3,(48 / 9)^{1 / 3}\right)$, corresponding to $t_{s}=2$ and $r=1$. The asymptotic cost for large prime case, i.e. for $p=L_{Q}\left(a, c_{p}\right)$ where $a>2 / 3$, turns out to be

$$
\operatorname{Cost}_{\mathrm{NFS} 1}=L_{Q}\left(1 / 3,(64 / 9)^{1 / 3}\right)
$$

For the details of how they are obtained, we refer to the papers $[40,7,9]$.

## Special Primes

All the polynomial selection algorithms mentioned for general primes are also applicable to special primes but they do not provide the best complexity. It is the JP polynomial selection algorithm which is the state-of-art and the corresponding cost of NFS is given by [27]

$$
\begin{aligned}
\operatorname{Cost}_{\mathrm{SNFSb}} & =L_{Q}\left(\frac{1}{3},\left(\frac{32}{9}\right)^{1 / 3} \cdot\left(\frac{m+1}{m}\right)^{1 / 3}\right) \\
\operatorname{Cost}_{\mathrm{SNFS}} & =L_{Q}\left(\frac{1}{3},\left(\frac{32}{9}\right)^{1 / 3}\right)
\end{aligned}
$$

We have not yet mentioned the cost of NFS algorithm for medium characteristic finite fields. This is because the Tower Number Field Sieve (TNFS), a generalisation of NFS, is the best algorithm for it. The TNFS algorithm is described in the Section 3 below.

## 3 Tower Number Field Sieve Algorithm

It is a generalisation of the NFS algorithm and works exactly in the same way. The crucial difference between the two is in the initial setup. Let $n=\eta \cdot \kappa$ and $h(Y) \in \mathbb{Z}[Y]$ be a monic irreducible polynomial of degree $\eta$ (when $n$ is prime, $\eta=n$ and $\kappa=1$ ) with small coefficients and $h(Y)$ is also irreducible modulo $p$. Let $K_{h}$ be a number field generated by $h(Y)$ and let $y:=Y \bmod h(Y)$. Suppose $\mathcal{O}_{h}$ be the ring of algebraic integers of $K_{h}$ and $\mathfrak{p}$ be a prime ideal above $p$ in $\mathcal{O}_{h}$. Let $\mathbb{Z}_{y}:=\frac{\mathbb{Z}[Y]}{\langle h(Y)\rangle}$ be a subring of $\mathcal{O}_{h}$.

With this initial setup, we work with the polynomial ring $\mathbb{Z}_{y}[X]$ in the same fashion as with $\mathbb{Z}[X]$ in NFS. Two polynomials $f_{y}(X)$ and $g_{y}(X)$ in
$\mathbb{Z}_{y}[X]$ are selected such that they have a common irreducible factor $\phi_{y}(X)$ of degree $\kappa$ modulo $\mathfrak{p}$ and this gives the following commutative diagram given in Figure 2 page 11. This can be seen as if we were trying to apply NFS


Figure 2: Commutative diagram for TNFS.
to $\mathbb{F}_{q^{\kappa}}$ where $q=p^{\eta}$. Let $K_{y, f}$ and $K_{y, g}$ be the number fields generated by $f_{y}(X)$ and $g_{y}(X)$ respectively and $\mathcal{O}_{y, f}$ and $\mathcal{O}_{y, g}$ be their corresponding rings of algebraic integers. Similar to NFS, let $\alpha_{y, f}:=X \bmod f_{y}(X), \alpha_{y, g}:=$ $X \bmod \left(g_{y}(X)\right)$ and $\ell d\left(f_{y}(X)\right)$ (respectively $\left.\ell d\left(g_{y}(X)\right)\right)$ be the leading coefficient of $f_{y}(X)$ (respectively $g_{y}(X)$ ). The commutative diagram provides us two different ways to map an element, say $T_{y}[X]=a(y)+b(y) X$, of $\mathbb{Z}_{y}[X]$ into an element of $\mathbb{F}_{p^{n}}$. For a given bound $B$, consider a set $\mathcal{B}_{y, f}$ consisting of degree 1 prime ideals of norm at most $B$, prime ideals above $\ell d\left(f_{y}(X)\right)$ and index ideal $\left[O_{y f}: \mathbb{Z}_{y}\left[\alpha_{y f}\right]\right]$ in $K_{y f}$. The $\mathcal{B}_{y, g}$ is similarly defined and the factor base is set to be $\mathcal{B}_{y}=\mathcal{B}_{y f} \cup \mathcal{B}_{y g}$.

Next step is to construct about $\# \mathcal{B}_{y}$ relations and then proceed to the linear algebra. For getting a relation, it is sufficient to look for a value of $a(y)$ and $b(y)$ for which the principal ideals $\left(a(y)+b(y) \alpha_{y, f}\right) \mathcal{O}_{y, f}$ and $\left(a(y)+b(y) \alpha_{y, g}\right) \mathcal{O}_{y, g}$ can be factored into the elements of $\mathcal{B}_{y, f}$ and $\mathcal{B}_{y, g}$ respectively. We call such a polynomial $T_{y}(X)=a(y)+b(y) X$ to be smooth, in the sense similar to that of NFS. In terms of implementation, testing a polynomial $a(y)+b(y) X$ for smoothness is equivalent to testing the two resultants $\operatorname{Res}_{Y}\left(\operatorname{Res}_{X}(a(Y)+\right.$ $\left.\left.b(Y) X, f_{Y}(X)\right), h(Y)\right) \in \mathbb{Z}$ and $\operatorname{Res}_{Y}\left(\operatorname{Res}_{X}\left(a(Y)+b(Y) X, g_{Y}(X)\right), h(Y)\right) \in \mathbb{Z}$ for $B$-smoothness. Modulo the complications caused by units, sufficiently many relations are generated. The linear algebra step remains the same as that of NFS. The individual discrete logarithm phase can be described similar to that of NFS. For more details of it, we refer to the papers [23, 22, 42].

When $\eta=1$, the TNFS turns out to be same as NFS and in this case $\mathbb{Z}_{y}=\mathbb{Z}$. It is in this sense that the TNFS is said to be a generalisation of NFS. On the other hand, in TNFS the fields $K_{y, f}$ and $K_{y, g}$ can be seen as tower field extensions i.e., $\mathbb{Q} \rightarrow K_{h} \rightarrow K_{y, f}$ and $\mathbb{Q} \rightarrow K_{h} \rightarrow K_{y, g}$ and hence the name.

### 3.1 Polynomial Selection

The polynomial selection step in the TNFS consists of first selecting $h(Y) \in \mathbb{Z}[Y]$ of degree $\eta$ and then a pair of irreducible polynomials $\left(f_{y}(X), g_{y}(X)\right) \in \mathbb{Z}_{y}[X]^{2}$ such that they have a common irreducible factor $\phi_{y}(X)$ of degree $\kappa$ modulo the prime ideal $\mathfrak{p}=\langle p, h(y)\rangle$. For efficiency purpose, the absolute value of coefficients
and degree of bi-variate polynomials $f_{Y}(X)$ and $g_{Y}(X)$ should be small and this is why, we also need $\|h(Y)\|_{\infty}$ to be the smallest possible. We divide the polynomial selection algorithms in the following two broad categories:

1. The generalised Singh-Sarkar (GSS) Method (for all primes);
2. The generalised Joux-Pierrot (GJP) Method (for special primes only).

Note that the JLSV methods of polynomial selection can also be used in the TNFS setting but they are not cost effective for the fields relevant to cryptography.

### 3.1.1 The Generalised Singh-Sarkar (GSS) Method

It is a generalisation of Sarkar-Singh method in the setting of tower number field sieve algorithm. First an irreducible polynomial $h(Y) \in \mathbb{Z}[Y]$, of degree $\eta$, is randomly selected such that $\|h(Y)\|_{\infty}$ is the smallest possible and $h(Y)$ is irreducible modulo $p$. Let $y:=Y \bmod h(Y)$ and $\mathbb{F}_{p^{\eta}}=\mathbb{F}_{p}[Y] /(h(Y))$. Let $d$ be a divisor of $\kappa, k=\kappa \div d$ and let $r \geq k$. The following is repeated until $f_{y}(X)$ and $g_{y}(X)$ are irreducible over $\mathbb{Z}_{y}$ and $\phi_{y}(X)$ is irreducible over $\mathbb{F}_{p^{n}}$ :

1. A random irreducible polynomial $A_{y}(X) \in \mathbb{Z}_{y}$ of degree $(r+1)$ is selected such that $\left\|A_{Y}(X)\right\|_{\infty}=O(\log p)$ and over $\mathbb{F}_{p^{\eta}}, A_{y}(X)$ has an irreducible factor $A_{1 y}(X)$ of degree $k$.
2. A lattice $L \subset \mathbb{R}^{\eta \cdot(r+1)}$ is constructed from the coefficients of bi-variate polynomials

$$
\left\{p Y^{i} X^{j}\right\}_{i=0, \ldots, \eta-1}^{j=0, \ldots, k-1} \bigcup\left\{Y^{i} X^{j} A_{1 Y}(X)\right\}_{i=0, \ldots, \eta-1}^{j=0, \ldots, r-k}
$$

3. Let $\left(b_{i j}\right)_{\substack{j=0, \ldots, \eta-1}}^{\substack{0,0, \ldots, r}}$ be the smallest vector in the LLL-reduced basis of this lattice and let $B_{y}(X)=\sum b_{i j} y^{i} X^{j}$.
4. Two monic polynomials $C_{0}(X)$ and $C_{1}(X)$ in $\mathbb{Z}_{y}$ having very small infinity norms such that $\operatorname{deg}\left(C_{0}(X)\right)=d$ and $\operatorname{deg}\left(C_{1}(X)\right)<d$ are randomly chosen and

$$
\begin{aligned}
f_{y}(X) & =\operatorname{Res}_{U}\left(A_{y}(U), C_{0}(X)+U C_{1}(X)\right) \\
g_{y}(X) & =\operatorname{Res}_{U}\left(B_{y}(U), C_{0}(X)+U C_{1}(X)\right) \\
\phi_{y}(X) & =\operatorname{Res}_{U}\left(A_{1 y}(U), C_{0}(X)+U C_{1}(X)\right) \quad(\bmod p)
\end{aligned}
$$

Note: The GSS method of polynomial selection presented above is the most general presentation of the algorithm. With different parameters, it gives rise to Sarkar-Singh algorithms $\mathcal{A}, \mathcal{C}, \mathcal{D}[37,38,39]$ and the generalised Conjugation method of Jeong and Kim [31]. We will not consider these methods separately.

### 3.1.2 The Generalised Joux-Pierrot (GJP) Method

This method is applicable to the special primes only. It is a direct application of JP method to the TNFS setting. We assume that there exist an integer $u \approx p^{1 / m}$ and a polynomial $\Gamma(U)$ with $\|\Gamma(U)\|_{\infty}=O(1)$ such that $\Gamma(u) \equiv 0(\bmod p)$. The algorithm works as follows:

1. A polynomial $f_{1 y}(X) \in \mathbb{Z}_{y}[X]$ of degree $\kappa$, with $\left\|f_{1 y}(X)\right\|_{\infty}=O(1)$, is randomly selected.
2. $f_{y}(X)=f_{1 y}(X)-u$ and $g_{y}(X)=\Gamma\left(f_{1 y}(X)\right)$.

The above process is repeated until both $f_{y}(X)$ and $g_{y}(X)$ are irreducible. The TNFS algorithm along with GJP polynomial selection method is termed as SexTNFS [30] algorithm in the literature but we will simply call it TNFS for notional convenience. On the other hand it is interesting to note that for $\kappa=2$, two polynomial selection algorithms viz. GSS and GJP turn out to be the same.

### 3.2 Asymptotic Complexities for Medium-Characteristic Finite Fields

The TNFS algorithm is best suited for the medium characteristic finite fields. The asymptotic cost of TNFS for these fields turns out to be similar to what we get for boundary to large characteristic fields using classical NFS. And this holds for special and general primes both.

General Primes. In the setting of GSS method of polynomial selection, if we consider $p=L_{Q}\left(a, c_{p}\right)$ with $1 / 3<a \leq 2 / 3$ and $\eta=c_{\eta}(\ln Q / \ln \ln Q)^{2 / 3-a}$, the run time of TNFS algorithm is given by

$$
\begin{equation*}
\operatorname{Cost}_{\mathrm{TNFSm}}=L_{Q}\left(1 / 3, c_{b}\right) \tag{3.1}
\end{equation*}
$$

where $c_{b}=2\left(\frac{2 r+1}{3 c_{p} c_{\eta} k t_{s}}+\sqrt{\left(\frac{2 r+1}{3 c_{p} c_{\eta} k t_{s}}\right)^{2}+\frac{k c_{p} c_{\eta}\left(t_{s}-1\right)}{3(r+1)}}\right)$.
Special Primes. For $p=L_{Q}\left(a, c_{p}\right)$ with $1 / 3<a \leq 2 / 3$, considering the parameters of GJP polynomial selection method, we get the run time of the TNFS algorithm as

$$
\operatorname{Cost}_{\mathrm{STNFSm}}=L_{Q}\left(\frac{1}{3},\left(\frac{32}{9}\right)^{1 / 3}\right)
$$

For more details on how it is derived, we refer to the papers [30, 31].

### 3.3 Galois Automorphism

The polynomial selection algorithms presented in the Sections 2.5 are randomised in nature. For a fixed set of parameters, each run of them outputs a new polynomial pair with similar properties (degree and infinity norm) and there is no reason to believe their behaviour to be same. If we somehow ensure that the number field $K_{f}$, corresponding to an NFS polynomial $f(X)$, has non-trivial automorphisms $\operatorname{Aut}_{\mathbb{Q}}\left(K_{f}\right)$, the associated factor base $\mathcal{F}_{f}$ can be made $\# \mathrm{Aut}_{\mathbb{Q}}\left(K_{f}\right)$ times smaller. Moreover $\operatorname{Aut}_{\mathbb{Q}}\left(K_{f}\right)$ is a cyclic group and \#Aut $\mathbb{Q}^{( }\left(K_{f}\right)$ divides $\operatorname{deg}(f)$. For more detail, we refer to the Section 4.3 of the paper [26]. The same is true for $g(X)$ as well. Such choices of NFS polynomials are possible, thanks to the work of Foster [16] which provides a list of such polynomials with degrees equal to $2,3,4,5$ or 6 . In the polynomial selection
methods, e.g. JLSV0 and JLSV1, where one of the polynomials is selected as a random polynomial of degree $n$ and the other is derived from it, it is very easy to have automorphisms for the first polynomial. All we need is to select the first polynomial randomly from the list suggested by Foster. However, it is not possible to have Galois automorphisms with GJL-NFS. If $K_{f}$ has cyclic Galois group, then $f$ cannot have an irreducible factor of degree $\kappa>1$. Either $f$ is irreducible $\bmod p$ or it splits completely into degree 1 factors. On the other hand, in the Sarkar-Singh polynomial selection method, automorphisms of order $d$ can be obtained for both the polynomials.

The case of TNFS is tricky. We have three polynomials namely $h(Y), f_{y}(X)$ and $g_{y}(X)$. It is possible to select $h(Y)$ from the list suggested by Foster and hence the automorphism set $\operatorname{Aut}_{\mathbb{Q}}\left(K_{h}\right)$ has size $\operatorname{deg}(h)$. At the same time, it is also possible to have non-trivial automorphisms Aut $K_{h}\left(K_{f}\right)$ and Aut $K_{h}\left(K_{g}\right)$ for $f_{y}(X)$ and $g_{y}(X)$ respectively, similar to what we get in classical NFS. The effect of automorphisms $\operatorname{Aut}_{\mathbb{Q}}\left(K_{h}\right)$ and $\operatorname{Aut}_{K_{h}}\left(K_{f}\right)$ can be combined and the factor base $\mathcal{F}_{f}$ can be reduced by a factor of $\# \operatorname{Aut}_{\mathbb{Q}}\left(K_{h}\right) \cdot \# \operatorname{Aut}_{K_{h}}\left(K_{f}\right)$. The same holds for $\mathcal{F}_{g}$ as well.

When $\operatorname{gcd}(\kappa, \eta)=1$ this is easy to set Galois automorphisms for $h$ and $f, g$ because the coefficients of $f, g$ can be in $\mathbb{Z}$ (no $y$ coefficient). When $\operatorname{gcd}(\kappa, \eta)>1$, the trick from Barbulescu-Duquesne is to choose the coefficients of $f, g$ to be invariant under the automorphisms of $K_{h}$. For example, if $\sigma(y)=1 / y$ is an automorphism of $K_{h}$, then the trace $y+1 / y$ of $\sigma$ is invariant by $\sigma$.

Polynomials with Galois Automorphism. From [16], these polynomials have a Galois automorphism. We use them when possible (with Sarkar-Singh and Joux-Pierrot) to obtain a speed-up in the relation collection.

- $c_{t}(X)=X^{2}-t X+1, X \mapsto 1 / X ; c_{t}(X)=X^{2}+t, X \mapsto-X ;$
- $c_{t}(X)=X^{3}-t X^{2}-(t+3) X-1, X \mapsto-(X+1) / X$;
- $c_{t}(X)=X^{4}-t X^{3}-6 X^{2}+t X+1, X \mapsto-(X+1) /(X-1)$;
- $c_{t}(X)=X^{6}-2 t X^{5}-(5 t+15) X^{4}-20 X^{3}+5 t X^{2}+(2 t+6) X+1, X \mapsto$ $-(2 X+1) /(X-1)$.

Galois Automorphism for Special Primes. The parameters of pairingfriendly curves are special. For BN curves, the prime $p$ has a polynomial form $\Gamma(U)=36 U^{4}+36 U^{3}+24 U^{2}+6 U+1$. To obtain a Galois automorphism with $f_{Y}, g_{Y}$, we define $f_{Y}(X)=\operatorname{Res}_{t}\left(c_{t Y}(X), \Gamma(t)\right)$ and $g_{Y}(X)=c_{u Y}(X)$. Practical examples are provided in Table 5.

## 4 Murphy $\alpha$-value

As pointed out in the Section 3.3, two similar-looking polynomial pairs may differ in their behaviour. In this section, we present a measure due to Murphy, which determines the smoothness behaviour of a polynomial pair suitable for TNFS. We will first present it for classical NFS and then propose its extension for TNFS.

Recall that, in the asymptotic cost analysis of NFS, we approximate the $B$-smoothness behaviour of $\operatorname{Res}(T(X), f(X))$ with a random integer of similar size. It is not precise and the behaviour differs from polynomial to polynomial. The Murphy's $\alpha$-value is a measure to capture it. Murphy [34] has suggested to compare the behaviours of the two polynomials locally with respect to small primes. Below we outline Murphy's description of the $\alpha$-value of the polynomial $f(X)$, which is based on the papers $[34,4,5]$.

For a given prime $\ell$, let $\operatorname{val}_{\ell}(z)$ denotes the highest power of $\ell$ dividing the integer $z$. Let $\mathbf{V}$ be a random variable representing val $_{\ell}$. We note that $\mathbf{V}$ takes its values in $\mathbb{Z}^{+} \cup\{0\}$. Expectation of $\mathbf{V}$ is given by

$$
\begin{align*}
\nu_{\ell}(\mathbb{Z})=\operatorname{Exp}(\mathbf{V}) & =\sum_{v=0}^{\infty} v \cdot \operatorname{Pr}(\mathbf{V}=v) \\
& =\sum_{v=1}^{\infty} \operatorname{Pr}(\mathbf{V} \geq v) \\
& =\operatorname{Pr}(\mathbf{V} \geq 1)+\operatorname{Pr}(\mathbf{V} \geq 2)+\operatorname{Pr}(\mathbf{V} \geq 3) \ldots \\
& =\frac{1}{\ell}+\frac{1}{\ell^{2}}+\frac{1}{\ell^{3}}+\ldots=\frac{1}{\ell-1} \tag{4.1}
\end{align*}
$$

where $\mathbf{P r}$ is the asymptotic probability.
Note that in the computation of expectation above, we have tacitly used the notion of asymptotic probabilities. This is done to avoid the mathematical fallacy caused by countably infinite sample space $\mathbb{Z}$. Asymptotic probability is the limit of probabilities over the sequence of closed ball of radius $r$, as $r$ tends to infinity. For more rigorous mathematical setup, we refer the readers to the paper [10] by Barbulescu and Lachand.

The value of $\nu_{\ell}$ gives an idea of the expected prime power, $\ell^{\nu_{\ell}}$, contained in a random integer. We next define similar such expectation for the integers coming from the resultant $\operatorname{Res}(T(X), f(X))$ i.e.,

$$
\begin{equation*}
\nu_{\ell}(f)=\sum_{i=1}^{\infty} \operatorname{Pr}\left(\operatorname{val}_{\ell}(\operatorname{Res}(T(X), f(X))) \geq i\right) \tag{4.2}
\end{equation*}
$$

Note that in Equation (4.2), the domain of random variable $\mathbf{V}$ is the set of sieving polynomials i.e., $T(X)$, whereas in Equation (4.1), the domain is a set of integers. Based on these expectations, Murphy defined the local value of $\alpha$, i.e., $\alpha_{\ell}$ as follows:

$$
\begin{align*}
\alpha_{\ell} & =\log (\ell) \cdot\left(\nu_{\ell}(\mathbb{Z})-\nu_{\ell}(f)\right) \\
& =\log (\ell) \cdot\left(\frac{1}{\ell-1}-\nu_{\ell}(f)\right) \tag{4.3}
\end{align*}
$$

For a given bound $B$, the $\alpha$-value for the polynomials $f(x)$ is defined as the sum of local values of $\alpha$ for primes $\ell$ less than $B$.

$$
\begin{equation*}
\alpha(f, B)=\sum_{\ell \text { prime, }, \ell<B} \alpha_{\ell} . \tag{4.4}
\end{equation*}
$$

The value of $\alpha(f)$ indicates the $B$-smoothness benefit of $\operatorname{Res}(T(X), f(X))$ over a random integer of similar size, in the logarithmic scale. It is clear from the definition of $\alpha(f)$ that for negative values of $\alpha$, the resultants start behaving better than random integers of same size (they have more small prime factors).

The $\alpha$-value of $g(X)$ is similarly computed and the final suitable choice of polynomials $f(X)$ and $g(X)$ is made based on the Murphy- $E$ function defined below:

$$
\begin{array}{r}
E(f, g, A, B, Q)=\int_{\operatorname{Coeff}(T) \in A} \rho\left(\frac{\log |\operatorname{Res}(T(X), f(X))|-Q+\alpha(f)}{\log (B)}\right) \\
\cdot \rho\left(\frac{\log |\operatorname{Res}(T(X), f(X))|+\alpha(g)}{\log (B)}\right) \tag{4.5}
\end{array}
$$

where $\rho$ is Dickman's rho function, $A$ is the sieving bound and $Q$ is the average size of special-qs on the $f$-side. For more details of Murphy- $E$ function, we refer to the papers $[34,4,5]$. The values of $\alpha(f)$ and $\alpha(g)$ are required for the estimation of Murphy- $E$ function and the computation of $\alpha$-values boils down to the valuation of $\nu_{\ell}(f)$ and $\nu_{\ell}(g)$ for all primes $\ell$ less than $B$.

### 4.1 Classical 2-dimension $\alpha(f)$

When the degree of the sieving polynomial is 1 , i.e. $T(X)=a+b X$, the $\alpha$-value defined for this case is called two dimensional alpha i.e., $\alpha_{\operatorname{dim}=2}$. The computation of two-dimensional $\alpha$ was studied by Bai, Brent and Thomé in [5] and was implemented in C in the cado-nfs software [41] by Bai, Thomé and Zimmermann. We will revisit the details of computing $\alpha_{\text {dim }=2}$ below, as it provides with us a way to extend this concept for TNFS. Our presentation is based on the description given in the paper [5].

For the computation of $\alpha_{\mathrm{dim}=2}$, it is required to compute the probabilities $\operatorname{Pr}\left(\operatorname{val}_{\ell}(\operatorname{Res}(a+b X, f(X))) \geq i\right) \forall i$, for a given prime $\ell$. Let $F(X, Y)$ be a homogenisation of $f(X)$, then the above probabilities are represented by

$$
\begin{equation*}
\left.\operatorname{Pr}\left(\boldsymbol{v a l}_{\ell}(F(a, b))\right) \geq i\right) \tag{4.6}
\end{equation*}
$$

Since,

$$
\operatorname{val}_{\ell}(F(a, b))=\operatorname{val}_{\ell}(F(a t, b t))
$$

for any $t$, coprime to $\ell$, the suitable pairs of coprime integers satisfying Equation (4.6), correspond to the elements of the zero-dimensional variety on the projective line $\mathbb{P}^{1}\left(\mathbb{F}_{\ell^{i}}\right)$, defined by $F(X, Y)$. The projective line $\mathbb{P}^{1}\left(\mathbb{F}_{\ell^{i}}\right)$ consists of $\ell^{i}$ affine points ( $a: 1$ ) where $a \in \mathbb{F}_{\ell^{i}}$ and $\ell^{i-1}$ points at infinity i.e., $(1: \ell y), y \in\left[0, \ell^{i-1}\right]$. Thus we have,

$$
\begin{equation*}
\left.\operatorname{Pr}\left(\operatorname{val}_{\ell}(F(a, b))\right) \geq i\right)=\frac{\# \text { affine roots }+\# \text { projective roots }}{\ell^{i}+\ell^{i-1}} \tag{4.7}
\end{equation*}
$$

Now, it remains to compute the number of affine and the number of projective roots for a given prime $\ell$. The affine roots of $F(X, Y)$ are the roots of $f(X)$ modulo $\ell^{i}$ and the projective roots are the root 0 of $f_{\text {pro }}(X):=X^{\operatorname{deg} f} \cdot f\left(\frac{1}{X}\right)$ if it exists and its lifts modulo $\ell^{i}$.

Proposition 3. Let $f(X) \in \mathbb{Z}[X]$ and $\ell$ be a prime integer. Let $\iota=\operatorname{val}_{\ell}(\operatorname{Disc}(f))$.

1. Simple Roots: If $f(a) \equiv 0\left(\bmod \ell^{j}\right)$ and $f^{\prime}(a) \not \equiv 0(\bmod \ell)$, then $a$ can be uniquely lifted to a root of $f(X)$ modulo $\ell^{j+1}$ for $j \geq 1$.
2. Multiple Roots: If $f(a) \equiv 0\left(\bmod \ell^{j}\right)$ and $f^{\prime}(a) \equiv 0(\bmod \ell)$, then $a$ root a of $f(X)$ modulo $\ell^{j}$, either lifts to $\ell$ roots $\left\{\left(a+t \ell^{j}\right): t \in[0, \ell)\right\}$ modulo $\ell^{i+1}$ or does not lift modulo $\ell^{i+1}$, depending on whether $f(a)$ is 0 modulo $\ell^{j+1}$ or not. Moreover whenever $j>\iota$, a collection of $\ell^{\tau}$ solutions modulo $\ell^{j}$ give rise to $\ell^{\tau}$ solutions modulo $\ell^{j+1}$.

Proof. For proof, we refer to the Section 2.6 of the book [35].
The Proposition 3 gives a way to compute the number of affine and projective roots modulo increasing powers of $\ell$. For example, for a prime $\ell$ for which $\operatorname{val}_{\ell}(\operatorname{Disc}(f))=0$, there will not be any multiple roots. Let $n_{\ell}^{\text {aff }}$ (respectively $n_{\ell}^{\text {pro }}$ ) be the number of distinct roots of $f(X)$ (respectively $f_{\text {pro }}(X)$ ) modulo $\ell$. Then,

$$
\begin{aligned}
\nu_{\ell}(f) & =\sum_{i=1}^{\infty} \frac{\left(n_{\ell}^{\mathrm{aff}}+n_{\ell}^{\mathrm{pro}}\right)}{\ell^{i}+\ell^{i-1}} \\
& =\frac{\left(n_{\ell}^{\mathrm{aff}}+n_{\ell}^{\mathrm{pro}}\right)}{\ell+1} \sum_{i=1}^{\infty} \frac{1}{\ell^{i-1}} \\
& =\frac{\left(n_{\ell}^{\mathrm{aff}}+n_{\ell}^{\mathrm{pro}}\right)}{\ell+1}\left(\frac{\ell}{\ell-1}\right)
\end{aligned}
$$

If $\ell$ is a bad prime, i.e., the prime for which $\operatorname{val}_{\ell}(\operatorname{Disc}(f))=\iota(\neq 0)$, in this case in addition to some simple roots (as above), there will be multiple roots as well. The behaviour of the multiple roots are not very coherent but thanks to the Proposition 3, we have only to compute the number of roots modulo $(\iota+1)^{\mathrm{th}}$ power of $\ell$. Let $n_{\ell}^{\text {sim }}$ be the sum of number of affine and projective simple roots, and $m_{\ell, i}^{\text {aff }}$ (respectively $m_{\ell, i}^{\text {pro }}$ ) represents the number of affine (respectively projective) multiple roots of $f(X)$ modulo $\ell^{i}$, then

$$
\begin{align*}
\nu_{\ell}(f) & =\left(\frac{n_{\ell}^{\mathrm{sim}}}{\ell+1}\right)\left(\frac{\ell}{\ell-1}\right)+\sum_{i=1}^{\iota} \frac{\left(m_{\ell, i}^{\mathrm{aff}}+m_{\ell, i}^{\mathrm{pro}}\right)}{\ell^{i}+\ell^{i-1}}+\sum_{j=1}^{\infty} \frac{\left(m_{\ell, \iota+1}^{\mathrm{aff}}+m_{\ell, l+1}^{\mathrm{pro}}\right)}{\ell^{\iota+j}+\ell^{\iota+j-1}} \\
& =\left(\frac{n_{\ell}^{\mathrm{sim}}}{\ell+1}\right)\left(\frac{\ell}{\ell-1}\right)+\sum_{i=1}^{\iota} \frac{\left(m_{\ell, i}^{\mathrm{aff}}+m_{\ell, i}^{\mathrm{pro}}\right)}{(\ell+1) \ell^{i-1}}+\frac{\left(m_{\ell, l+1}^{\mathrm{aff}}+m_{\ell, t+1}^{\mathrm{pro}}\right)}{(\ell+1) \ell^{\iota}}\left(\frac{\ell}{\ell-1}\right) \tag{4.8}
\end{align*}
$$

The software cado-nfs provides a SageMath and a C implementation of the $\alpha$ function for NFS. It uses a recursive lifting process of the roots modulo bad primes that we describe in Algorithms A. 1 and A. 2 in Appendix A. We will use the same strategy but with prime ideals instead of prime numbers for lifting roots modulo bad prime ideals in the TNFS setting.

### 4.2 Extension of the Murphy- $\alpha$ Value to the TNFS

In this section, we will propose an extension of the concept of the Murphy $\alpha$ value to the TNFS polynomials and this is very much needed to make TNFS
practical. Consider the tower $\mathbb{Q} \rightarrow K_{h} \rightarrow K_{f}$ in the TNFS set-up. Recall that $K_{h}$ is a number field generated by $h(Y) \in \mathbb{Z}[Y], \mathbb{Z}_{y}:=\mathbb{Z}[Y] /(h(Y))$ is a subring of $\mathcal{O}_{h}$, the ring of algebraic integers of $K_{h}$, and $f(X) \in \mathbb{Z}_{y}[X]$ is an irreducible polynomial. We aim to formulate the concept of Murphy $\alpha$-value for a TNFS polynomial $f_{y}(X)$.

Similar to the classical case, it would be enough to define the local value of $\alpha$ i.e., $\alpha_{\ell}\left(f_{y}\right)$ for a given prime integer $\ell$. Given a prime integer $\ell$, it would be logical to consider the prime ideals above $\ell$ in $\mathcal{O}_{h}$ and work with them. Let $\mathfrak{l}$ be a prime ideal above $\ell$ and $\mathfrak{f}(\mathfrak{l}, \ell)$ be its relative degree. Our plan is the following. We will first find the expected valuation of the resultant $\operatorname{Res}\left(\left(a(y)+b(y) X, f_{y}(X)\right)\right)$, with respect to the prime ideal $\mathfrak{l}$, and then we will bring down the result with respect to the prime integer $\ell$.

Similar to Equation (4.2), we can define

$$
\begin{equation*}
\nu_{\mathfrak{l}}(f)=\sum_{i=1}^{\infty} \operatorname{Pr}\left(\operatorname{val}_{\mathfrak{l}}\left(\operatorname{Res}\left(\left(a(y)+b(y) X, f_{y}(X)\right)\right) \geq i\right)\right. \tag{4.9}
\end{equation*}
$$

Let $F_{y}(X, Z)$ be the homogeneous equation corresponding to $f_{y}(X)$. The Equation (4.9) can now be written as

$$
\begin{equation*}
\nu_{\mathfrak{l}}\left(f_{y}\right)=\sum_{i=1}^{\infty} \operatorname{Pr}\left(\operatorname{val}_{\mathfrak{l}}\left(F_{y}(a(y), b(y))\right) \geq i\right) \tag{4.10}
\end{equation*}
$$

We can now define the expected valuation with respect to the prime integer $\ell$ as follows:

$$
\begin{equation*}
\nu_{\ell}\left(f_{y}\right)=\sum_{\mathfrak{l} \mid \ell} \mathfrak{f}(\mathfrak{l}, l) \times \nu_{\mathfrak{l}}\left(f_{y}\right) \tag{4.11}
\end{equation*}
$$

Thus a suitable Murphy- $\alpha$ value for a TNFS polynomial $f_{y}(X)$ can be defined as follows:

$$
\begin{align*}
\alpha_{\ell}\left(f_{y}\right) & =\log (\ell) \cdot\left(\nu_{\ell}(\mathbb{Z})-\nu_{\ell}\left(f_{y}\right)\right)  \tag{4.12}\\
& =\log (\ell) \cdot\left(\frac{1}{\ell-1}-\nu_{\ell}\left(f_{y}\right)\right) \tag{4.13}
\end{align*}
$$

It still remains to compute the probabilities $\operatorname{Pr}\left(\operatorname{val}_{\mathfrak{l}}\left(F_{y}(a(y), b(y))\right) \geq i\right)$ for each $\mathfrak{l}$ above $\ell$. The suitable pairs $(a(y), b(y))$ of coprime algebraic integers, for which $\operatorname{val}_{\mathfrak{l}}\left(F_{y}(a(y), b(y))\right) \geq i$, correspond to the roots of $F_{y}(a(y), b(y))$ on the projective line $\mathbb{P}^{1}\left(\frac{\mathcal{O}_{h}}{\mathfrak{l}^{2}}\right)$. The projective line $\mathbb{P}^{1}\left(\frac{\mathcal{O}_{h}}{\mathfrak{l}^{2}}\right)$ consists of $N\left(\mathfrak{l}^{i}\right):=\left|\frac{\mathcal{O}_{h}}{\mathfrak{l}^{l^{2}}}\right|$ affine points and $\mathrm{N}\left(\mathfrak{l}^{i-1}\right)$ projective points. Affine roots of $F_{y}(a(y), b(y))$ are the zeros of $f_{y}(X)$ modulo $\mathfrak{l}^{i}$ and if $\ell$ divides the leading coefficient of $F_{y}$, the projective roots of $F_{y}(a(y), b(y))$ are the lifts of the root 0 of $f_{y_{\text {pro }}}(X):=$ $X^{\operatorname{deg} f_{y}(X)} \cdot f_{y}\left(\frac{1}{X}\right)$ modulo $\mathfrak{l}^{i}$. Thus,
$\operatorname{Pr}\left(\operatorname{val}_{\mathfrak{l}}\left(F_{y}(a(y), b(y))\right) \geq i\right)=\frac{\# \text { affine roots of } F_{y}+\# \text { projective roots of } F_{y}}{\mathrm{~N}\left(\mathfrak{l}^{i}\right)+\mathrm{N}\left(\mathfrak{l}^{i-1}\right)}$
The number of affine and projective roots of $F_{y}$ can be obtained using the Proposition 4.

Proposition 4. Let $f_{y}(X) \in \mathcal{O}_{h}[X]$ and $\mathfrak{l}$ be a prime ideal in $\mathcal{O}_{h}$. Let $\iota_{y}=$ $\operatorname{val}_{\mathfrak{l}}\left(\operatorname{Disc}_{y}\left(f_{y}(X)\right)\right)$.

Simple Roots: If $f_{y}(\mathfrak{a}) \equiv 0\left(\bmod \mathfrak{l}^{\mathfrak{j}}\right)$ and $f_{y}^{\prime}(\mathfrak{a}) \not \equiv 0(\bmod \mathfrak{l})$, then $\mathfrak{a}$ can be uniquely lifted to a root of $f_{y}(X)$ modulo ${ }^{\mathfrak{j + 1}}$ for $j \geq 1$.

Multiple Roots: If $f_{y}(\mathfrak{a}) \equiv 0\left(\bmod \mathfrak{l}^{\mathfrak{j}}\right)$ and $f_{y}^{\prime}(\mathfrak{a}) \equiv 0(\bmod \mathfrak{l})$, then the root $\mathfrak{a}$ of $f_{y}(X)$ modulo $\mathfrak{l}^{j}$, either lifts to $\left|\frac{\mathcal{O}_{h}}{\mathfrak{l}}\right|$ roots modulo $\mathfrak{l}^{j+1}$ or does not lift modulo $\mathfrak{l}^{j+1}$, depending on whether $f_{y}(\mathfrak{a})$ is 0 modulo $\mathfrak{l}^{j+1}$ or not. Moreover there exists $\iota$ such that whenever $j>\iota$, a collection of $m$ solutions modulo $\mathfrak{l}^{j}$ give rise to $m$ solutions modulo $\mathfrak{l}^{j+1}$.

Proof. The proof is exactly the same as that of Proposition 3 when adopted to the Algebraic Number Theory setting.

The Proposition 4 is crucial. It provides us a way to compute the number of affine and projective roots of $F_{y}$ modulo a power of prime ideal $\mathfrak{l}$. We have two cases:

Case 1: For a prime ideal $\mathfrak{l}$ for which $\operatorname{val}_{\mathfrak{l}}\left(\operatorname{Disc}\left(f_{y}\right)\right)=0$, there are only simple roots and for each $i$, the number of simple roots (affine and projective) of $f_{y}(X)$ modulo $\mathfrak{l}^{i}$ is same as number of roots modulo $\mathfrak{l}$. Let $n_{\mathfrak{l}}^{\text {aff }}$ (respectively $n_{\mathfrak{l}}^{\text {pro }}$ ) be the number of distinct roots of $f_{y}(X)$ (respectively $f_{y_{\text {pro }}}(X)$ ) modulo $\mathfrak{l}$, then

$$
\begin{aligned}
\nu_{\mathfrak{l}}\left(f_{y}\right) & =\sum_{i=1}^{\infty} \frac{n_{\mathfrak{l}}^{\text {aff }}+n_{\mathfrak{l}}^{\text {pro }}}{\mathrm{N}\left(\mathfrak{l}^{i}\right)+\mathrm{N}\left(\mathfrak{l}^{i-1}\right)} \\
& =\left(n_{\mathfrak{l}}^{\text {aff }}+n_{\mathfrak{l}}^{\text {pro }}\right) \cdot \sum_{i=1}^{\infty} \frac{1}{\mathrm{~N}(\mathfrak{l})^{i}+\mathrm{N}(\mathfrak{l})^{i-1}} \\
& =\frac{n_{\mathfrak{l}}^{\text {aff }}+n_{\mathfrak{l}}^{\text {pro }}}{\mathrm{N}(\mathfrak{l})+1} \cdot \frac{\mathrm{~N}(\mathfrak{l})}{\mathrm{N}(\mathfrak{l})-1}
\end{aligned}
$$

Case 2: If $\operatorname{val}_{\mathfrak{l}}\left(\operatorname{Disc}\left(f_{y}\right)\right)=\iota(\neq 0)$, we call such prime ideals a bad prime. In this case, the roots of $f_{y}(X)$ modulo $\mathfrak{l}^{i}$ could be simple as well as with multiplicity. It turns out that the number of multiple roots modulo $\mathfrak{l}^{i}$ get fixed for $i \geq \iota+1$, thanks to the Proposition 4.

Let $n_{\mathrm{l}}^{\text {sim }}$ be the sum of number of affine and projective simple roots modulo $\mathfrak{l}$, and $m_{\mathfrak{l}, i}^{\text {aff }}$ (respectively $m_{\mathfrak{l}, i}^{\text {pro }}$ ) represents the number of affine (respectively
projective) multiple roots of $f(X)$ modulo $\mathfrak{l}^{i}$, then

$$
\begin{aligned}
\nu_{\mathfrak{l}}\left(f_{y}\right)=\left(\frac{n_{\mathfrak{l}}^{\text {sim }}}{\mathrm{N}(\mathfrak{l})+1}\right)\left(\frac{\mathrm{N}(\mathfrak{l})}{\mathrm{N}(\mathfrak{l})-1}\right) & +\sum_{i=1}^{\iota} \frac{\left(m_{\mathfrak{l}, i}^{\text {aff }}+m_{\mathfrak{l}, i}^{\text {pro }}\right)}{\mathrm{N}(\mathfrak{l})^{i}+\mathrm{N}(\mathfrak{l})^{i-1}} \\
& +\sum_{j=1}^{\infty} \frac{\left(m_{\mathfrak{l}, \iota+1}^{\text {aff }}+m_{\mathfrak{l}, l+1}^{\text {pro }}\right)}{\mathrm{N}(\mathfrak{l})^{\iota+j}+\mathrm{N}(\mathfrak{l})^{\iota+j-1}} \\
=\left(\frac{n_{\mathfrak{l}}^{\text {sim }}}{\mathrm{N}(\mathfrak{l})+1}\right)\left(\frac{\mathrm{N}(\mathfrak{l})}{\mathrm{N}(\mathfrak{l})-1}\right) & +\sum_{i=1}^{\iota} \frac{\left(m_{\mathfrak{l}, i}^{\mathrm{aff}}+m_{\mathfrak{l}, i}^{\text {pro }}\right)}{\mathrm{N}(\mathfrak{l})^{i}+\mathrm{N}(\mathfrak{l})^{i-1}} \\
& +\frac{\left(m_{\mathfrak{l}, \iota+1}^{\text {aff }}+m_{\mathfrak{l}, \iota+1}^{\text {pro }}\right)}{(\mathrm{N}(\mathfrak{l})+1) \mathrm{N}(\mathfrak{l})^{\iota}}\left(\frac{\mathrm{N}(\mathfrak{l})}{\mathrm{N}(\mathfrak{l})-1}\right)
\end{aligned}
$$

Once we have $\nu_{\mathfrak{l}}\left(f_{y}\right)$, we can compute $\nu_{\ell}\left(f_{y}\right)$.

$$
\begin{equation*}
\nu_{\ell}\left(f_{y}\right)=\sum_{\mathfrak{q} \mid \ell} \mathfrak{f}(\mathfrak{l}, l) \times \nu_{\mathfrak{l}}\left(f_{y}\right) \tag{4.14}
\end{equation*}
$$

Thus, we can finally compute the value of $\alpha_{\ell}\left(f_{y}\right)$ using Equation (4.13) and hence the value of $\alpha\left(f_{y}, B\right)$ for a given bound $B$.

## 5 Exact Implementation of $\alpha$

An exact implementation of $\alpha$ means an exact algorithm to compute the number of roots modulo bad primes (resp. bad ideals) (the exact number of roots modulo good primes is achieved with classical root computation algorithms over finite fields). The software cado-nfs [41] provides an exact implementation of $\alpha$ for NFS in SageMath and in C from the paper [5]. The other strategy is a Monte-Carlo approximation of bad prime valuation, this is explained in [18], and implemented for NFS-HD in cado-nfs. The function MurphyAlphaApproximation in Magma applies this technique. The exact implementation has two advantages: it is exact, and it is much faster (when comparing the Magma approximation and the exact cado-nfs function in SageMath). We refer to [4, § 3.2.3] and [5] for the computation of $\alpha$ in dimension two for NFS. To have a fast ranking of polynomials for TNFS, we first need an exact and fast implementation of $\alpha$. We take the same approach as in cado-nfs: a recursive lifting process of the roots modulo bad prime ideals. The algorithms and technical details of the cado-nfs implementation are provided in Appendix A. We present here the adaptation to the TNFS setting, and some experimental data. The source code is available at

```
https://gitlab.inria.fr/tnfs-alpha/alpha
```


### 5.1 Recursive Lifting Process Modulo Principal Ideals

To compute an exact value of $\alpha$, we need a lifting process of the multiple roots of $f_{y}$ modulo bad ideals $\mathfrak{l}$. For principal ideals $\mathfrak{l}$ (above a prime $\ell$ ), we build on the algorithms of the cado-nfs implementation explained in Appendix A. This is our Algorithm 5.1. We now sketch the process, and we provide an explanation
in Appendix A. We use the term root to denote the set of zeros of a polynomial, but note that modulo bad prime powers, it may happen that a polynomial has more zeros than its degree.

Let $r \in \mathcal{O}_{h}$ be a multiple affine root of $f_{y}$ modulo $\mathfrak{l}$. We need to lift $r$ modulo $\mathfrak{l}, \mathfrak{l}^{2}, \mathfrak{l}^{3}, \ldots, \mathfrak{l}^{l}$ and determine the minimal $\iota$ needed to obtain a simple root. Assume that $\mathfrak{l}$ is principal, and $\gamma \in \mathcal{O}_{h}$ is a generator of $\mathfrak{l}$. Since $f_{y}(r)=0 \bmod \mathfrak{l}$, then $f_{y}(r+\gamma X)=0 \bmod \mathfrak{l}$. If we assume that $f_{y}(r+\gamma X) \neq 0 \bmod \mathfrak{l}^{2}$, then we solve $f_{y}(r+\gamma X) / \gamma=0 \bmod \mathfrak{l}$ (the roots are in $\left.\mathcal{O}_{h} / \mathfrak{l}\right)$. A solution $s$ gives a lift $r+\gamma s$ modulo $\mathfrak{l}^{2}$ of $r$. Now let $v$ be the valuation at $\mathfrak{l}$ of the content of the polynomial $f_{y}(r+\gamma X)$. It means that $\operatorname{cont}\left(f_{y}(r+\gamma X)\right)=0 \bmod \mathfrak{l}^{v}$ and $v$ is the maximum. We can lift $r$ to many roots modulo ${ }^{v}$ :

$$
r+c_{1} \gamma+c_{2} \gamma^{2}+c_{3} \gamma^{3}+\ldots+c_{v-1} \gamma^{v-1} \quad\left(\bmod \mathfrak{l}^{v}\right)
$$

and $c_{i} \in \mathcal{O}_{h} / \mathfrak{l}$, that is, $c_{i}$ can take $\# \mathcal{O}_{h} / \mathfrak{l}=N(\mathfrak{l})$ values: there are $N(\mathfrak{l})^{v-1}$ roots above $r$. Algorithm 5.2 line 5 adds $v$ to the contribution of roots modulo $\mathfrak{l}$ and proceeds with $f_{v}=f_{y}(r+\gamma X) / \gamma^{v}$. At this point we know that $f_{y}$ has one root $r$ modulo $\mathfrak{l}$, in other words $m_{\mathfrak{l}, 1}^{\text {aff }}=\#\{r\}=1$, and this root lifts to $\left|\mathcal{O}_{h} / \mathfrak{l}\right|^{k-1}=N(\mathfrak{l})^{k-1}$ roots modulo $\mathfrak{l}^{k}$ for all $2 \leq k \leq v$, in other words, $m_{\mathfrak{l}, k}^{\text {aff }}=\left|\mathfrak{l} / \mathcal{O}_{h}\right|^{k-1}$. We need to count the number of roots modulo $\mathfrak{l}^{v+1}$, this is the number of roots $s$ of $f_{v}=f_{y}(r+\gamma X) / \gamma^{v}$ modulo $\mathfrak{l}$. Each root $s$ of $f_{v}$ modulo $\mathfrak{l}$ gives a lift of the root $r$ modulo $\mathfrak{l}^{v+1}$. Since

$$
\gamma^{v} f_{v}(X)=f(r+\gamma X)
$$

then a root of $f_{v}$ satisfies

$$
\gamma^{v} f_{v}(s)=f(r+\gamma s)
$$

and since $f_{v}(s)=0 \bmod \mathfrak{l}$, then

$$
f(r+\gamma s)=0 \bmod \mathfrak{l}^{v+1}
$$

and $f$ has $N(\mathfrak{l})^{v-1}$ roots modulo $\mathfrak{l}^{v+1}$ of the form

$$
r+s \gamma+c_{2} \gamma^{2}+\ldots+c_{v} \gamma^{v} \in \mathfrak{r}^{v+1}, \forall c_{i} \in \mathcal{O}_{h} / \mathfrak{l}
$$

If $f_{v}^{\prime}(s) \neq 0 \bmod \mathfrak{l}$ then the lifting process is over: we have $\iota=v+1$, the algorithm accounts for one more root $s_{i}$ modulo $\mathfrak{l}^{v+1}$ (that is, $m_{\mathfrak{l}, v+1}^{\text {aff }}=N(\mathfrak{l})^{v-1}$ ) and terminates, with $\sum_{k=v+1}^{\infty} m_{\mathfrak{l}, k}^{\text {aff }} / N(\mathfrak{l})^{k-1}=\sum_{k=v+1}^{\infty} N(\mathfrak{l})^{v-1} / N(\mathfrak{l})^{k-1}=1 /(N(\mathfrak{l})-1)$. The contributions of the roots modulo $\mathfrak{l}$, with $m_{\mathfrak{l}, 1}^{\text {aff }}=1, m_{\mathfrak{l}, k}^{\text {aff }}=N(\mathfrak{l})^{k-1}$ for
$1 \leq k \leq v$, and $m_{\mathfrak{l}, v}^{\text {aff }}=N(\mathfrak{l})^{v-1}$ finally is

$$
\begin{align*}
& \sum_{i=1}^{\iota} \frac{m_{\mathfrak{l}, i}^{\text {aff }}}{N(\mathfrak{l})^{i}+N(\mathfrak{l})^{i-1}}+\sum_{j=1}^{\infty} \frac{m_{\mathfrak{l}, \iota+1}^{\mathrm{aff}}}{N(\mathfrak{l})^{\iota+j}+N(\mathfrak{l})^{\iota+j-1}} \\
& =\frac{1}{N(\mathfrak{l})+1}\left(\sum_{k=1}^{v} \frac{m_{\mathfrak{l}, k}^{\mathrm{aff}}}{N(\mathfrak{l})^{k-1}}+\sum_{k=v+1}^{\infty} \frac{m_{\mathfrak{l}, v}^{\text {aff }}}{N(\mathfrak{l})^{k-1}}\right) \\
& \quad=\frac{1}{N(\mathfrak{l})+1}\left(\#\{r\}+\sum_{k=2}^{v} \frac{\#\left\{r+c_{1} \gamma+\ldots+c_{k-1} \gamma^{k-1}: \forall c_{i} \in \mathcal{O}_{h} / \mathfrak{l}\right\}}{N(\mathfrak{l})^{k-1}}\right. \\
& \left.+\sum_{k=v+1}^{\infty} \frac{\#\left\{r+s_{1} \gamma+\ldots+s_{k-v} \gamma^{k-v}+\ldots+c_{k-1} \gamma^{k-1}: \forall c_{i} \in \mathcal{O}_{h} / \mathfrak{l}, s_{i} \text { fixed }\right\}}{N(\mathfrak{l})^{k-1}}\right) \\
& =  \tag{5.1}\\
& \frac{1}{N(\mathfrak{l})+1}\left(1+\sum_{k=2}^{v} \frac{N(\mathfrak{l})^{k-1}}{N(\mathfrak{l})^{k-1}}+\sum_{k=v+1}^{\infty} \frac{N(\mathfrak{l})^{v-1}}{N(\mathfrak{l})^{k-1}}\right)=\frac{1}{N(\mathfrak{l})+1}\left(v+\frac{1}{N(\mathfrak{l})-1}\right)
\end{align*}
$$

```
Algorithm 5.1: average_val_homogeneous_coprime_TNFS \(\left(f_{y}, \operatorname{Disc}_{f_{y}}, \mathfrak{l}, N_{\mathrm{l}}, K_{h}, \mathcal{O}_{h}\right)\)
Input: Irreducible polynomial \(f_{y} \in \mathcal{O}_{h}[X]\), discriminant
    \(\operatorname{Disc}_{f_{y}}=\operatorname{Disc}\left(f_{y}\right) \in \mathcal{O}_{h}\), prime ideal \(\mathfrak{l} \in \mathcal{O}_{h}\), norm
    \(N_{\mathfrak{l}}=N(\mathfrak{l})=\#\left|\mathcal{O}_{h} / \mathfrak{l}\right|\), number field \(K_{h}\), maximal order \(\mathcal{O}_{h}\)
Output: \(\operatorname{val}_{\mathfrak{l}}\left(f_{y}\right)\)
if \(\left(\operatorname{Disc}_{f_{y}}+\mathfrak{l}\right)=\mathcal{O}_{h}\) then \(\quad \operatorname{Disc}_{f_{y}}\) and \(\mathfrak{l}\) are coprime
    return number_of_roots \(\left(f_{y}, \mathfrak{l}\right) /\left(N_{\mathfrak{l}}-1\right) \cdot N_{\mathfrak{l}} /\left(N_{\mathfrak{l}}+1\right)=n_{f_{y}, \mathrm{l}} N_{\mathfrak{l}} /\left(N_{\mathfrak{l}}^{2}-1\right)\)
else
                                    bad prime ideal
    if IsPrincipal \((\mathfrak{l})\) then there exists a generator \(\gamma\) of \(\mathfrak{l}\)
            \(\gamma \leftarrow\) Generator(l)
            \(v \leftarrow\) average_val_affine_TNFS_Pr \(\left(f_{y}, \mathfrak{l}, \gamma\right) \cdot N_{\mathfrak{l}} \quad\) affine roots
            if \(\operatorname{val}_{\mathfrak{l}}\left(\right.\) LeadingCoefficient \(\left.\left(f_{y}\right)\right) \geq 1\) then projective roots
                \(v \leftarrow v+\) average_val_affine_TNFS_Pr \(\left(\operatorname{Reverse}\left(f_{y}\right)(\gamma X), \mathfrak{l}, \gamma\right)\)
    else
                                    more complicated: two generators, \(\mathfrak{l}=\langle\delta, \gamma\rangle\)
            \((\delta, \gamma) \leftarrow\) Generators \((\mathfrak{l})\)
            \(v \leftarrow\) average_val_affine_TNFS \(\left(f_{y}, \mathfrak{l}, \delta, \gamma\right) \cdot N_{\mathfrak{l}}\)
            if \(\operatorname{val}_{l}\left(\right.\) LeadingCoefficient \(\left.\left(f_{y}\right)\right) \geq 1\) then
                \(v \leftarrow v+\) average_val_affine_TNFS_Bivariate(Reverse \(\left(f_{y}\right)\left(\delta X_{1}+\right.\)
                \(\left.\left.\gamma X_{2}\right), \mathfrak{l}, \delta, \gamma\right)\)
    \(v \leftarrow v /\left(N_{\mathfrak{l}}+1\right)\)
    return \(v\)
```


### 5.2 Recursive Lifting Modulo Non-Principal Ideals

Assume that $r$ is a multiple affine root of $f_{y}$ modulo $\mathfrak{l}$, and $\mathfrak{l}$ is not principal. We want to lift $r$ to a root modulo $\mathfrak{l}^{2}$. In this case, there is no generator $\gamma$ of $\mathfrak{l}$. However, we can easily obtain a pair of generators $(\delta, \gamma)$ of $\mathfrak{l}$. A lift of $r$ modulo $\mathfrak{l}^{2}$ can be expressed as $r+s_{1} \delta+s_{2} \gamma$, where $s_{1}, s_{2} \in \mathcal{O}_{h}$. We need to lift $r$ up to $\mathfrak{l}^{\iota}$ to obtain simple roots, for a certain $\iota$. First we compute

```
Algorithm 5.2: average_val_affine_TNFS_Pr \(\left(f_{y}, \mathfrak{l}, \gamma\right)\)
Input: Irreducible polynomial \(f_{y} \in \mathcal{O}_{y}[X]\), bad principal prime ideal \(\mathfrak{l}\) of
    generator \(\gamma\)
Output: Contribution of affine roots at bad prime ideal \(\mathfrak{l}\)
\(v \leftarrow \operatorname{val}_{\mathfrak{l}} \operatorname{cont}\left(f_{y}\right)\)
\(f_{v} \leftarrow f_{y} / \gamma^{v} \quad \gamma\) generator: \(\mathfrak{l}=\langle\gamma\rangle\)
for \(\bar{s}\) in \(\operatorname{Roots}\left(f_{v} \bmod \mathfrak{l}\right)\) do
    if \(\left(f_{v}^{\prime} \bmod \mathfrak{l}\right)(\bar{s}) \neq 0\) then
        \(v \leftarrow v+1 /\left(N_{\mathrm{l}}-1\right)\)
    else
        \(s \leftarrow \operatorname{lift}_{\mathcal{O}_{h}}(\bar{s})\)
        \(f_{2} \leftarrow f_{v}(s+\gamma X) \quad\) by construction, \(\operatorname{val}_{\mathfrak{l}}\left(\operatorname{cont}\left(f_{2}\right)\right) \geq 1\)
        \(v \leftarrow v+\) average_val_affine_TNFS_Pr \(\left(f_{2}, \mathfrak{l}, \gamma\right) / N_{\mathfrak{l}}\)
return \(v\)
```

$v=\operatorname{val}_{\mathfrak{l}} \operatorname{cont}\left(f_{y}\left(r+\delta X_{1}+\gamma X_{2}\right)\right)$. Instead of computing the roots of $f_{y}(r+\gamma X) / \gamma^{v}$, we compute the roots of the bivariate polynomial $f_{1}=f_{y}\left(r+\delta X_{1}+\gamma X_{2}\right) /\left(d \gamma^{v}\right)$ where $d \in \mathbb{Q}$ so that $f_{1}$ has integer coefficients (in $\mathcal{O}_{h}$ ) and $\operatorname{cont}\left(f_{1}\right)=1$. A root of $f_{1}$ modulo $\mathfrak{l}$ is a pair $\left(\overline{s_{1}}, \overline{s_{2}}\right)$ where $\overline{s_{j}} \in \mathcal{O}_{h} / \mathfrak{l}$. The solution $\left(\overline{s_{1}}, \overline{s_{2}}\right)$ can be lifted to $\left(s_{1}, s_{2}\right)$ where $s_{i} \in \mathcal{O}_{h}$, and one has $f_{1}\left(s_{1} \delta+s_{2} \gamma\right) \in \mathfrak{l}$, that is, $f_{1}\left(s_{1} \delta+s_{2} \gamma\right)=0 \bmod \mathfrak{l}$. Since $d \gamma^{v} f_{1}\left(X_{1}, X_{2}\right)=f_{y}\left(r+\delta X_{1}+\gamma X_{2}\right)$ where $d$ is coprime to $\ell$, we have

$$
d \gamma^{v} f_{1}\left(s_{1}, s_{2}\right)=f_{y}\left(r+\delta s_{1}+\gamma s_{2}\right)
$$

and since $f_{1}\left(s_{1}, s_{2}\right) \in \mathfrak{l}$ and $\gamma^{v} \in \mathfrak{l}^{v}$, then $\gamma^{v} f_{1}\left(s_{1}, s_{2}\right) \in \mathfrak{l}^{v+1}$ and

$$
f_{y}\left(r+\delta s_{1}+\gamma s_{2}\right) \in \mathfrak{l}^{v+1}
$$

At this point, the lifted root can be written $r+\left(s_{1} \delta+s_{2} \gamma\right)+r_{2} \mathfrak{l}^{2}+\ldots+r_{v}{ }^{v}$ modulo $\mathfrak{l}^{v+1}$, for any $r_{i}$. If $\partial f_{1} / \partial X_{1}\left(s_{1}, s_{2}\right) \neq 0 \bmod \mathfrak{l}$ or $\partial f_{1} / \partial X_{2}\left(s_{1}, s_{2}\right) \neq 0 \bmod \mathfrak{l}$ then the lifting process ends and the contribution of roots is the same as in (5.1). The corresponding algorithms are 5.3 and 5.4.

### 5.3 Experimental Results

We present the results obtained when computing $\alpha\left(f_{y}, h, B\right)$ for two pairs of polynomials $\left(f_{y}, h\right)$. The polynomials $h$ are $Y^{2}+5$ and $Y^{3}+15$ of class number 2 . The polynomials $f$ in $\mathbb{Z}_{y}[X]$ were generated with random coefficients, such that their discriminant has many small prime factors. Following [4, § 3.2.3 Table 3.1], we generated $10^{8}$ random vectors $\boldsymbol{a}, \boldsymbol{b}$ of coefficients in $[-A, A]$ and positive leading coefficient, of length the degree of $h$, such that the ideals made of $\boldsymbol{a}$ and $\boldsymbol{b}$ in the maximal order $\mathcal{O}_{h}$ are coprime. For each sample $(\boldsymbol{a}, \boldsymbol{b})$, we counted the valuation at all prime ideals $\mathfrak{l}$ above the primes $\ell \leq B=2000$ of the pseudo-norm (resultants), in other words we computed $\boldsymbol{a}(y) \in \mathbb{Z}_{y}, \boldsymbol{b}(y) \in \mathbb{Z}_{y}$, and

$$
\operatorname{val}_{\mathfrak{l}}\left(\operatorname{Res}\left(\boldsymbol{a}(y)+\boldsymbol{b}(y) x, f_{y}(x)\right)\right.
$$

and obtained the average frequencies over $10^{8}$ samples. When the theoretical valuation $\operatorname{val}_{\mathfrak{l}}\left(f_{y}\right)$ is smaller than $100 / N=10^{-6}$, sampling $10^{8}$ pairs is not

```
Algorithm 5.3: average_val_affine_TNFS \(\left(f_{y}(X), \mathfrak{l}, \delta, \gamma\right)\)
Input: Irreducible univariate polynomial \(f_{y}(X) \in \mathbb{Z}_{y}[X]\), bad non-principal
        prime ideal \(\mathfrak{l}\) of generators \((\delta, \gamma)\)
Output: Contribution of affine roots at bad prime ideal \(\mathfrak{l}\)
\(v \leftarrow \operatorname{val}_{\mathfrak{r}} \operatorname{cont}\left(f_{y}\right)\)
\(f_{v} \leftarrow f_{y} / \gamma^{v} \quad \gamma\) is not "the" generator: \(\mathfrak{l}=\langle\delta, \gamma\rangle\)
\(f_{v} \leftarrow f_{v} \cdot \operatorname{lcm}\left(\left[\operatorname{Denominator}\left(f_{v i}\right): f_{v i}\right.\right.\) in Coefficients \(\left.\left.\left(f_{v}\right)\right]\right)\)
    \(l \mathrm{~cm}\) is coprime to \(\ell\), and \(\gamma\) is a uniformising parameter
                now \(f_{v} \in \mathcal{O}_{h}[X]\) and \(\operatorname{val}_{\mathfrak{l}}\left(\operatorname{cont}\left(f_{v}\right)\right)=0\)
for \(\bar{s} \in \mathbb{F}_{\ell^{d_{l}}}\) in \(\operatorname{Roots}\left(f_{v} \bmod \mathfrak{l}\right)\) do
    if \(\left(f_{v}^{\prime} \bmod \mathfrak{l}\right)(\bar{s}) \neq 0\) then simple root, end of lifting
        \(v \leftarrow v+1 /\left(N_{\mathrm{l}}-1\right) \quad\) the lifting pattern stabilises, as in eq. (A.4)
    else multiple root, lifting one more step
        \(s \leftarrow \operatorname{lift}_{\mathcal{O}_{h}}(\bar{s}) \quad\) a lift in \(\mathcal{O}_{h}\) s.t. \(s=\bar{s} \bmod \mathfrak{l}\)
        \(f_{2} \leftarrow f_{v}\left(s+\delta X_{1}+\gamma X_{2}\right) \quad\) by construction, \(\operatorname{val}_{\mathfrak{l}}\left(\operatorname{cont}\left(f_{2}\right)\right) \geq 1\)
        \(v \leftarrow v+\) average_val_affine_TNFS_Bivariate \(\left(f_{2}, \mathfrak{l}, \delta, \gamma\right) / N_{\mathfrak{l}}\)
return \(v\)
```

```
Algorithm 5.4: average_val_affine_TNFS_Bivariate \(\left(f_{y}\left(X_{1}, X_{2}\right), \mathfrak{l}, \delta, \gamma\right)\)
Input: Irreducible bivariate polynomial \(f_{y}\left(X_{1}, X_{2}\right)\), bad non-principal prime
        ideal \(\mathfrak{l}\) of generators \((\delta, \gamma)\)
Output: Contribution of affine roots at bad prime ideal \(\mathfrak{l}\)
\(v \leftarrow \operatorname{val}_{\mathfrak{r}} \operatorname{cont}\left(f_{y}\right)\)
\(f_{v} \leftarrow f_{y} / \gamma^{v} \quad \gamma\) is not "the" generator: \(\mathfrak{l}=\langle\delta, \gamma\rangle\)
\(f_{v} \leftarrow f_{v} \cdot \operatorname{lcm}\left(\left[\right.\right.\) Denominator \(\left(f_{v i j}\right): f_{v i j}\) in Coefficients \(\left.\left.\left(f_{v}\right)\right]\right)\)
                        \(l \mathrm{~cm}\) is coprime to \(\ell\), and \(\gamma\) is a uniformising parameter
                                    now \(f_{v} \in \mathcal{O}_{h}\left[X_{1}, X_{2}\right]\) and \(\operatorname{val}_{\mathfrak{l}}\left(\operatorname{cont}\left(f_{v}\right)\right)=0\)
\(R \leftarrow\}\)
for \(\left(\overline{s_{1}}, \overline{s_{2}}\right) \in\left(\mathbb{F}_{\ell^{d_{\mathfrak{l}}}}\right)^{2}\) in \(\operatorname{Roots}\left(f_{v} \bmod \mathfrak{l}\right)\) do
    if \(\left(\frac{\partial f_{v}}{\partial X_{1}} \bmod \mathfrak{l}\right)\left(\overline{s_{1}}, \overline{s_{2}}\right) \neq 0\) or \(\left(\frac{\partial f_{v}}{\partial X_{2}} \bmod \mathfrak{l}\right)\left(\overline{s_{1}}, \overline{s_{2}}\right) \neq 0\) then simple root
        \(v \leftarrow v+1 /\left(N_{\mathfrak{l}}-1\right) \quad\) the lifting pattern stabilises
    else multiple root, lifting one more step
        \(\left(s_{1}, s_{2}\right) \leftarrow\left(\operatorname{lift}_{\mathcal{O}_{h}}\left(\overline{s_{1}}\right), \operatorname{lift}_{\mathcal{O}_{h}}\left(\overline{s_{2}}\right)\right) \quad\) a lift in \(\mathcal{O}_{h}\) s.t. \(s_{i}=\overline{s_{i}} \bmod \mathfrak{l}\)
        \(R \leftarrow R \cup\left\{\left(s_{1}, s_{2}\right)\right\} \quad f_{v}\left(s_{1} \delta+s_{2} \gamma\right)=0 \bmod \mathfrak{l}\)
Remove from \(R\) the duplicate pairs ( \(s_{1}^{\prime}, s_{2}^{\prime}\) ) where \(s_{1}^{\prime} \delta+s_{2}^{\prime} \gamma\) generates the same
    ideal in \(\mathcal{O}_{h}\) as another \(\left(s_{1}, s_{2}\right)\)
for \(\left(s_{1}, s_{2}\right) \in R\) do
    \(f_{2} \leftarrow f_{v}\left(s_{1}+\delta X_{1}, s_{2}+\gamma X_{2}\right) \quad\) by construction, \(\operatorname{val}_{\mathfrak{l}}\left(\operatorname{cont}\left(f_{2}\right)\right) \geq 1\)
    \(v \leftarrow v+\) average_val_affine_TNFS_Bivariate \(\left(f_{2}, \mathfrak{l}, \delta, \gamma\right) / N_{\mathfrak{l}}\)
return \(v\)
```

enough for a comparison. In the other cases, we obtain good confidence in our implementation: the ratio of experimental valuation and exact theoretical valuation is in $[0.99,1.01]$, in particular for the bad ideals and the projective ideals. Moreover, the proportion of pairs $(\boldsymbol{a}, \boldsymbol{b})$ producing coprime ideals is very close to $\zeta_{K_{h}}(2)\left(\right.$ precision $\left.10^{-4}\right)$.

### 5.3.1 Quadratic $h$, Monic $f$

We use $h=Y^{2}+5$ of class number 2 and $f_{y}=X^{4}-3 y X^{3}-(6 y+1) X^{2}-$ $(y+10) X-10 y$ where $y$ is a root in $\mathbb{C}$ of $h$. We present the results in Table 1. The experimental ratio of pairs co-prime ideals is 0.53895969 , and $\zeta_{K_{h}}(2)=$ 0.53892176 (computed with PARI-GP). Finally we compute $\alpha\left(h, f_{y}, 2000\right)=$ -1.432 (in base $e$ ), that is, the norms are $1.432 / \log (2)=2.066$ bits smaller compared to random integers of the same size.

| $N(\mathfrak{l})$ | $\mathfrak{l}$ | $\left\lvert\, \begin{gathered} \operatorname{val}_{r} \\ \operatorname{Disc}\left(f_{y}\right) \end{gathered}\right.$ | $\operatorname{val}_{\mathbf{r}}\left(f_{y}\right)$ | $\begin{gathered} 1 / N \sum_{\boldsymbol{a}, \boldsymbol{b}} \\ \operatorname{val}_{\mathbf{r}}(\operatorname{Res}( \\ \left.\left.\boldsymbol{a}+\boldsymbol{b} x, f_{y}\right)\right) \\ \hline \end{gathered}$ | ratio |
| :---: | :---: | :---: | :---: | :---: | :---: |
| bad ideals |  |  |  |  |  |
| 2 | $(2, y+1)$ | 4 | $4 / 3=1.3333333$ | 1.3333729 | 1.0000297 |
| 3 | $(3, y+1)$ | 2 | $0 \quad=0.0000000$ | 0.0000000 | 1.0000000 |
| 3 | $(3, y+5)$ | 1 | $1 / 4=0.2500000$ | 0.2499631 | 0.9998523 |
| 5 | $(5, y)$ | 2 | $5 / 6=0.8333333$ | 0.8333601 | 1.0000321 |
| 29 | $(29, y+13)$ | 1 | $1 / 30=0.0333333$ | 0.0333405 | 1.0002147 |
| 263 | $(263, y+28)$ | 1 | 197/17292 $=0.0113926$ | 0.0113707 | 0.9980793 |
| 487 | $(487, y+344)$ | 1 | $1 / 488=0.0020492$ | 0.0020496 | 1.0002048 |
| good ideals |  |  |  |  |  |
| 7 | (7, $y+3$ ) | 0 | $7 / 24 \quad=0.2916667$ | 0.2916396 | 0.9999071 |
| 7 | $(7, y+4)$ | 0 | $7 / 48=0.1458333$ | 0.1458752 | 1.0002874 |
| $19^{2}$ | (19) | 0 | $361 / 130320=0.0027701$ | 0.0027685 | 0.9994064 |
| 23 | (23, $y+8$ ) | 0 | $23 / 528=0.0435606$ | 0.0435682 | 1.0001746 |
| 29 | $(29, y+16)$ | 0 | $29 / 420=0.0690476$ | 0.0690197 | 0.9995954 |
| 41 | $(41, y+6)$ | 0 | $41 / 420=0.0976190$ | 0.0976229 | 1.0000399 |
| 41 | $(41, y+35)$ | 0 | $41 / 420=0.0976190$ | 0.0976069 | 0.9998754 |
| 43 | $(43, y+34)$ | 0 | $43 / 1848=0.0232684$ | 0.0232764 | 1.0003426 |
| 47 | $(47, y+29)$ | 0 | $47 / 1104=0.0425725$ | 0.0426022 | 1.0006992 |

Table 1: $\operatorname{val}_{\mathfrak{l}}\left(f_{y}\right)$ for ideals above primes $\ell<50$, and experimental value for a sampling of $N=10^{8}$ pairs of coprime ideals $(\boldsymbol{a}, \boldsymbol{b})$, for $h=Y^{2}+5$ and $f_{y}=X^{4}-3 y X^{3}-(6 y+1) X^{2}-(y+10) X-10 y$.

### 5.3.2 Cubic $h$, Non-Monic $f$

We use $h=Y^{3}+15$ of class number 2 and $f=\left(8 y^{2}-8 y-6\right) X^{4}-\left(11 y^{2}+\right.$ $11 y-1) X^{3}-\left(8 y^{2}-12 y-9\right) X^{2}-\left(6 y^{2}-10 y-9\right) X+9 y^{2}+6 y+11$ where $y$ is a root in $\mathbb{C}$ of $h$. We present the results in Table 2. The experimental ratio of pairs co-prime ideals is 0.55132143 , and $\zeta_{K_{h}}(2)=0.55133622$ (computed with PARI-GP). Finally we compute $\alpha\left(h, f_{y}, 2000\right)=-2.861$ (in base $e$ ), that is, the norms are $2.861 / \log (2)=4.127$ bits smaller compared to random integers of the same size.

We are now equipped with all the values, needed to plug in for the computation of the Murphy- $E$ value (Equation (4.5)). The computation of Murphy- $E$ value

| $N(\mathfrak{l})$ | $\mathfrak{l}$ | $\begin{array}{c}\operatorname{val}_{\mathfrak{l}} \\ \operatorname{Disc}\left(f_{y}\right)\end{array}$ | $\begin{array}{c}1 / N \sum_{\boldsymbol{a}, \boldsymbol{b}} \\ \operatorname{val}_{\mathfrak{l}}\left(f_{y}\right)\end{array}$ |  |  |  |  |  | ratio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left.\left.\boldsymbol{a}+\boldsymbol{b} x, f_{y}\right)\right)$ |  |  |  |  |  |  |  |  |  |$]$

Table 2: $\operatorname{val}_{\mathfrak{l}}\left(f_{y}\right)$ for bad and good (including projective) ideals above $\ell<50$, and experimental value for a sampling of $N=10^{8}$ pairs of coprime ideals $(\boldsymbol{a}, \boldsymbol{b})$, for $h=Y^{3}+15$ and $f=\left(8 y^{2}-8 y-6\right) X^{4}-\left(11 y^{2}+11 y-1\right) X^{3}-\left(8 y^{2}-12 y-\right.$ 9) $X^{2}-\left(6 y^{2}-10 y-9\right) X+9 y^{2}+6 y+11$.
for a given tuple of polynomials $\left(h, f_{y}, g_{y}\right)$ and a bound $B$, requires the evaluation of integral given in Equation (4.5), which is again an uphill task. In practice, we do not compute this integral, instead do simulations to compute the actual cost of TNFS for a given $\left(h, f_{y}, g_{y}\right)$. The value of $\left(h, f_{y}, g_{y}\right)$ which gives the minimum run time complexity is taken as the suitable tuple of polynomials for TNFS and corresponding cost is the estimated run time complexity of TNFS algorithm. The more details of how it is achieved is discussed in the Section 6 below.

## 6 Cost Estimation of TNFS through Simulations

In this section, we aim to estimate an accurate cost of solving the DLP using TNFS algorithm. We are given with the values of field characteristic $p$ and extension degree $n$. As explored in the papers [30, 6], the TNFS algorithm works best for the minimum possible value of $\kappa$. We choose $\kappa$ a nontrivial smallest factor of $n$ and $\eta$ as $n \div \kappa$. When $n$ is even, $\kappa$ is taken as 2 . Below we provide the details of our approach to estimating the cost of TNFS:

1. For a given $\eta$, we first generate all the irreducible polynomial $h(Y)$ 's of degree $\eta$ in $\mathbb{Z}[Y]$ having coefficients in $\{-1,0,+1\}$, degree equal to $\eta$ and which are also irreducible modulo $p$. These polynomials are generated
in such a way that the $d_{h}:=\# \operatorname{Aut}_{\mathbb{Q}}\left(K_{f}\right)$ is the largest possible. Since $d_{h} \mid \operatorname{deg}(h)$, we aim to have $d_{h}$ equal to $\eta$ in the best case. If the set of $h(Y)$ 's is empty, we increase the coefficient size i.e., $\|h\|_{\infty}=2$ and check again. In almost all the cases $\|h\|_{\infty}=1$ is sufficient (exceptions are for degree 2 and 3 ).
2. Corresponding to each $h(Y)$, we generate the pairs $\left(f_{y}(X), g_{y}(X)\right.$ )'s, using the best polynomial selection algorithms available. Thus we are left with many triplets $\left(h(Y), f_{y}(X), g_{y}(X)\right)$. Here again, we aim to generate $f_{y}(X)$ and $g_{y}(X)$ in such a way that $d_{f}:=\# \operatorname{Aut}_{K_{h}}\left(K_{f}\right)$ and $d_{g}:=$ \#Aut $_{K_{h}}\left(K_{g}\right)$ are largest possible. Ideally, we should rank them based on the Murphy- $E$ function and choose the one which is optimum. Since, it is very difficult to evaluate the Murphy- $E$ function, we compute the values of $\alpha\left(f_{y}, 1000\right)$ and $\alpha\left(g_{y}, 1000\right)$ for each triplets and rank them based on the values of $\alpha\left(f_{y}, 1000\right)+\alpha\left(g_{y}, 1000\right)$ and consider a few of them as a possible suitable polynomials. In practice, we consider 20 to 50 polynomial triplets based on sum of $\alpha$ values from lowest to highest, call them as good ones. With the GJP method, the choice of $f_{y}, g_{y}$ is very limited, only $h$ can vary.
3. For each of these triplets, we estimate the cost of the TNFS algorithm and take the one corresponding to the lowest cost. Estimating the cost of TNFS for a given tuple $\left(h, f_{y}, g_{y}\right)$ is again a complicated task. In the Section 6.1, we provide the details of how the cost of TNFS is estimated.

### 6.1 Cost Estimation

We assume the setup given in the Section 3. Suppose that we are given with the triplets $\left(h(Y), f_{y}(X), g_{y}(X)\right)$ along with $p, \eta$ and $\kappa$. The $\alpha$-values of $f_{y}(X)$ and $g_{y}(X)$ are also available with us. Further assume that $d_{h}:=\# \operatorname{Aut}_{\mathbb{Q}}\left(K_{h}\right)$, $d_{f}:=\#^{A u t_{K}}\left(K_{f}\right)$ and $d_{g}:=$ \#Aut $_{K_{h}}\left(K_{g}\right)$.

We now choose a factor base bound $B$ and a sieving bound $A$ (relative to $B$ ) and proceed as follows:

## Size of Factor Base

As pointed out in the paper [9], the size of factor base is

$$
\begin{equation*}
\# \mathcal{B}=\frac{B}{\log B}(2+o(1)) \tag{6.1}
\end{equation*}
$$

and we have also observed the same in our simulations. If we consider the existence of non-trivial automorphisms, the effective size of factor base is reduced to

$$
\begin{equation*}
\# \mathcal{B}=\frac{B}{d_{h} \cdot d_{f} \cdot \log B}+\frac{B}{d_{h} \cdot d_{g} \cdot \log B} . \tag{6.2}
\end{equation*}
$$

## Cost of Relation Collection

This is the sum of cost of sieving and cost of doing factorisation using the ECM. For a given sieving bound $A$, we sieve all the pairs $(a(y), b(y))$ where $\|a(y)\|_{\infty} \leq A$ and $\|b(y)\|_{\infty} \leq A$, so the volume of sieving space is $(2 A+1)^{2 \cdot \eta}$. More precisely, to avoid duplicate relations because of the equality $a(y)+b(y) x=-(-a(y)-b(y) x)$,
we restrict to positive leading coefficients $\operatorname{lc}(b)>0$. This is a usual trick in sieving: in classical NFS in dimension 2, we have $a \in[-A, A]$ and $b \in[1, A]$. For more details on sieving we refer to the paper [21]. It is not very easy to estimate the exact cost of sieving, but with the practical experience on the record discrete logarithm computations, the community tends to believe that it is of the order which is equal to $\log (\log (B))$ times the volume of sieving space.

$$
\begin{aligned}
\text { Cost of relation collection } & =\text { Cost of sieving }+ \text { Cost of ECM } \\
& =(2 A+1)^{2 \cdot \eta} / 2 \cdot \log (\log (B))+\text { Cost of ECM }
\end{aligned}
$$

The cost of ECM for a sieved tuple is approximately $L_{B}\left(\frac{1}{2}, \sqrt{2}\right)$ and we expect to get $O(2 B / \log (B))$ sieved tuples. So the cost of doing ECM is $L_{B}\left(\frac{1}{2}, \sqrt{2}\right)$. $O(2 B / \log (B))$. Thus the cost of relation collection is

$$
\begin{aligned}
& \text { Cost of relation collection } \\
& =(2 A+1)^{2 \cdot \eta} / 2 \cdot \log (\log (B))+\underbrace{L_{B}\left(\frac{1}{2}, \sqrt{2}\right) \cdot O(2 B / \log (B))}_{\text {negligible }} .
\end{aligned}
$$

The cost of relation collection can further be brought down in the presence of non-trivial automorphisms. This can be understood with the following example: Assume $\operatorname{gcd}(\operatorname{deg} h, n / \operatorname{deg} h)=\operatorname{gcd}(\kappa, \eta)=1$. Assume there is an automorphism $\sigma: X \mapsto-X$ in $K_{f}$ and $K_{g}$. We can obtain a factor two speed-up: applying $\sigma$ to $a(y)+b(y) X$ gives $a(y)-b(y) X$ and we can obtain for free its factorisation into smooth ideals by applying $\sigma$ to each factor of $a(y)+b(y) X$. To avoid processing $-a(y)+b(y) X$, we restrict the sieving to positive leading coefficients lc $(a)>0$. The sieving time is divided by 2 because we consider only $\operatorname{lc}(a) \in[1, A]$. We get for free the relation with $-a$.

In practice, with the suitable choice of polynomials, one can obtain a speedup by a factor of $(\# \operatorname{aut}(h) \operatorname{gcd}(\operatorname{deg}(f), \operatorname{deg}(g)))$ due to the automorphisms. Most of the time, we have $\# \operatorname{aut}(h)=1$ and $\operatorname{gcd}(\operatorname{deg}(f), \operatorname{deg}(g))=1$ or 2 . Thus the estimated cost of relation collection turns out to be

$$
\begin{equation*}
\text { Cost of relation collection }=\frac{(2 A+1)^{2 \cdot \eta} \cdot \log (\log (B))}{2 \cdot(\# \operatorname{aut}(h) \operatorname{gcd}(\operatorname{deg}(f), \operatorname{deg}(g)))} \tag{6.3}
\end{equation*}
$$

## Number of relations

To estimate the number of relations, we follow Murphy's approach to define the $E$ value (4.5), but we replace the integral sign by a sum over a large sample (in practice from $10^{5}$ to $10^{6}$ samples are needed to obtain enough accuracy). The algorithm 6.1 we obtain is also a refinement of [6]. The inputs to determine the number of relations are polynomials $f_{y}, g_{y}, h$ and $\alpha$-values $\alpha_{f}, \alpha_{g}$ computed in Section 4. The drawback is a slower computation time compared to Murphy's $E$ value defined for NFS.

$$
\begin{gather*}
\left.E\left(f_{y}, g_{y}, h, A, B, Q\right)=\sum_{\substack{\operatorname{coprime}\left(a \mathcal{O}_{h}, b \mathcal{O}_{h}\right), \operatorname{Coeff}(a) \in\{-A, A\}^{\operatorname{deg} h} \\
\operatorname{Coeff}(b) \in\{-A, A\}^{\operatorname{deg} h-1} \times\{0, A\}}}\right) \\
{\left[\rho\left(\frac{\log \left|\operatorname{Res}\left(a(y)-b(y) X, f_{y}(X)\right)\right|-Q+\alpha\left(f_{y}, h\right)}{\log (B)}\right)\right.} \\
\left.\cdot \rho\left(\frac{\log \left|\operatorname{Res}\left(a(y)-b(y) X, g_{y}(X)\right)\right|+\alpha\left(g_{y}, h\right)}{\log (B)}\right)\right]
\end{gather*}
$$

```
Algorithm 6.1: Monte-Carlo approximation of Murphy's \(E\) for TNFS (computes
an estimation of the number of relations)
Input: Valid polynomials \(f_{y}, g_{y}, h, \alpha_{f}, \alpha_{g}\), parameter \(A \in \mathbb{N}\), smoothness
        bounds \(B_{f}, B_{g}\), average special- \(q\) size \(Q, N \approx 10^{6}\)
Output: Yield estimate (number of relations)
\(P_{f g} \leftarrow 0\)
for \(n:=1\) to \(N\) do
    \(\boldsymbol{a} \leftarrow\) random vector in \(\{-A, A\}^{2 \operatorname{deg} h}\)
    \(\boldsymbol{b} \leftarrow\) random vector in \(\{-A, A\}^{2 \operatorname{deg} h-1} \times\{0, A\}\)
    if \(\operatorname{gcd}(\boldsymbol{a}, \boldsymbol{b}) \neq 1\) then \(\operatorname{gcd}\) of an array of integers
        continue
    \(\mathfrak{a} \leftarrow \boldsymbol{a} \mathcal{O}_{h}, \mathfrak{b} \leftarrow \boldsymbol{b} \mathcal{O}_{h}\)
    if the ideals \(\mathfrak{a}, \mathfrak{b}\) are not coprime \((\mathfrak{a}+\mathfrak{b} \neq 1)\) then
        continue
    \(N_{f} \leftarrow\left|\operatorname{Res}\left(h, \operatorname{Res}\left(f_{y}, \boldsymbol{a}-\boldsymbol{b} x\right)\right)\right|\)
    \(N_{g} \leftarrow\left|\operatorname{Res}\left(h, \operatorname{Res}\left(g_{y}, \boldsymbol{a}-\boldsymbol{b} x\right)\right)\right|\)
    \(u_{f} \leftarrow\left(\ln N_{f}-Q+\alpha_{f}\right) / \ln B_{f} ; p_{f} \leftarrow \rho\left(u_{f}\right)+(1-\gamma) \rho(u-1) / \ln N_{f}\)
    \(u_{g} \leftarrow\left(\ln N_{g}+\alpha_{g}\right) / \ln B_{g} ; p_{g} \leftarrow \rho\left(u_{g}\right)+(1-\gamma) \rho(u-1) / \ln N_{g}\)
    \(P_{f g} \leftarrow P_{f g}+p_{f} p_{g}\)
\(P_{f g} \leftarrow P_{f g} / N\)
\(w \leftarrow\) index of group of torsion units of \(\mathcal{O}_{h}\)
\(V \leftarrow(2 A+1)^{2 \operatorname{deg} h} /\left(2 w \zeta_{K_{h}}(2)\right)\)
return \(V \times P_{f g}\)
```

The choice of $A$ should be made in such a way that the number of relations should be greater than or equal to the size of factor base, given in the Equation 6.2 and this does ensure a successful linear algebra step.

## Cost of Linear Algebra

The cost of linear algebra is estimated using the number of relations from Alg. 6.1 and the size of factor base from Equation 6.2. The number of relations is further adjusted due to filtering. The filtering is the process of reducing the size of sparse system of linear equations for faster linear algebra.

We refer to $[24, \S B]$ about modelling the filtering step. We assume that the weight wt of the matrix is of 200 non-zero entries per row, and the filtering step reduces the size of the matrix by a constant factor flt. We agree that this is not
satisfying enough compared to the effort to define $\alpha$ and Murphy's $E$ for TNFS, and more work is needed in the future on this topic.

Computing the right kernel of a sparse matrix of $N$ rows can be efficiently performed with the block-Wiedemann algorithm. We refer to [29, Theorem 7] for results on the complexity of this algorithm. For a choice of parameters $n$ and $m$, typically $n=2$ and $m=4$, the algorithm is made of $n$ Krylov sequences of $(N / m+N / n)$ iterations (that is, smvp for products of a sparse matrix times a vector), and one sequence of Mksol of $N / n$ iterations ( smvp and vector additions). The total cost in terms of iterations of smvp is $n(N / m+N / n)+N / n=$ $N(1+n / m+1 / n)$. One multiplication of the sparse matrix times a vector costs the number of rows $N$ times the weight per row wt multiplications modulo $\ell$, that is, $N \mathrm{wt}$. The total number of multiplications modulo a large prime $\ell$ is $N^{2} \mathrm{wt}(1+n / m+1 / n)$ that we can approximate by $N^{2} \mathrm{wt}$.

Thus we end up having a sparse linear system of weight wt per row and the size (number of rows) equal to ( $\# \mathcal{B} \div f 1 \mathrm{t}$ ) and hence the estimated cost of linear algebra step performed with block-Wiedemann algorithm is

$$
\begin{equation*}
\text { Cost of Linear Algebra }=\text { cnst } \cdot \text { wt } \cdot(\# \mathcal{B} \div f l t)^{2}, \tag{6.5}
\end{equation*}
$$

where cnst is a constant representing the cost of a multiplication modulo $\ell$. To reflect the higher cost with larger $\ell$, we let cnst represents the machine word size of the prime modulo which the linear algebra is carried out.

The bounds $B$ and $A$ are chosen in such a way that the estimated cost of linear algebra and the estimated cost of relation collection turn out to be almost the same. The cost of individual discrete logarithm phase is very small in comparison to the other two steps. Hence the sum of the costs of linear algebra and relation collection steps are taken as the estimated cost of TNFS algorithm for the given parameters.

## 7 Some Simulation Results

### 7.1 BN and BLS-12 curves

We present now the experiments for BLS and BN curves. These curves are popular pairing-friendly curves in pairing-based cryptography. The target group of the pairing is a multiplicative subgroup of a finite field extension $\mathbb{F}_{p^{k}}$, and $k=12$ for these two families of curves. They are special because the prime $p$ is parameterised by a polynomial of degree 4 , resp., 6 , and tiny coefficients (Table 3). We run our STNFS simulation algorithm for parameters of curves available in public implementations and papers and report the seeds in Table 3. When there is no seed, we use the code enumerate_sparse_T.py from [24] and look for prime $p$ and $r$. The aim is to get machine-word aligned parameters $p$. We did not check if the curves were subgroup-secure and twist-secure except for BLS12-446. We detail the experiments for BN-382 and BLS12-381. The parameters for the other curves are summarised in Tables 4 (BN) and 6, 8 (BLS12) and the polynomials are reported in Tables 5, 7, 9.

For BN-382, the seed is $u=-\left(2^{94}+2^{76}+2^{72}+1\right)$ from [36]. We choose $h$ of degree 6 among the list of monic irreducible degree 6 polynomials of coefficients in $\{1,-1,0\}$. We set $a_{U, y}(X)=X^{2}-U y, g_{y}(X)=\operatorname{Res}_{U}\left(a_{U, y}(X), U-u\right)=X^{2}-u y$ and $f_{y}(X)=\operatorname{Res}_{U}\left(a_{U, y}(X), P_{\mathrm{BN}}(U)\right)=36 X^{8}+36 y X^{6}+24 y^{2} X^{4}+6 y^{3} X^{2}+y^{4}$.

| Curve parameters | $\log _{2} p$ seed for $p, r, t$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :---: | :---: |
| Barreto-Naehrig, $k=12, D=3, p+1-t=r, t^{2}-4 p=-D y^{2}$ |  |  |  |  |  |
| $p=36 x^{4}+36 x^{3}+24 x^{2}+6 x+1$ | $254-\left(2^{62}+2^{55}+1\right)$ | $[36]$ |  |  |  |
| $r=36 x^{4}+36 x^{3}+18 x^{2}+6 x+1$ | $382-\left(2^{94}+2^{76}+2^{72}+1\right)$ | $[36]$ |  |  |  |
| $t=6 x^{2}+1$ | $4462^{110}+2^{36}+1$ | $[36]$ |  |  |  |
| $y=6 x^{2}+4 x+1$ | $4622^{114}+2^{101}-2^{14}-1$ | $[6]$ |  |  |  |
| $c=1$ | $1022-2^{254}+2^{33}+2^{6}$ |  |  |  |  |
| Barreto-Lynn-Scott, $k=12, D=3, p+1-t=r c, t^{2}-4 p=-D y^{2}$ |  |  |  |  |  |
| $p=(x-1)^{2}\left(x^{4}-x^{2}+1\right) / 3+x$ | $381-\left(2^{63}+2^{62}+2^{60}+2^{57}+2^{48}+2^{16}\right)$ | $[13]$ |  |  |  |
| $r=x^{4}-x^{2}+1$ | $440-\left(2^{73}+2^{72}+2^{50}+2^{24}\right)$ | $[6]$ |  |  |  |
| $t=x+1$ | $442-\left(2^{73}+2^{72}+2^{71}-2^{48}+2^{12}\right)$ | $[6]$ |  |  |  |
| $y=(x-1)\left(2 x^{2}-1\right) / 3$ | 446 | $-\left(2^{74}+2^{73}+2^{63}+2^{57}+2^{50}+2^{17}+1\right)$ |  |  |  |
| $c=(x-1)^{2} / 3$ | $4552^{76}+2^{53}+2^{31}+2^{11}$ | $[3]$ |  |  |  |
|  | $461-2^{77}-2^{59}+2^{9},-2^{77}+2^{50}+2^{33}$ | $[6]$ |  |  |  |
|  | 1150 | $-2^{192}+2^{188}-2^{115}-2^{110}-2^{44}-1$ |  |  |  |

Table 3: Parameters of families BN and BLS with $k=12$ and $D=3$.

For each possible $h$, we run Algorithm 6.1 with $10^{5}$ samples to obtain an estimation of the total number of relations the polynomials $\left(h, f_{y}, g_{y}\right)$ would produce. We keep the best pair. Finally, with $h=Y^{6}+Y-1$ (see Table 7), we have $\alpha\left(f_{y}, h, 1000\right)=2.7086, \alpha\left(g_{y}, h, 1000\right)=1.1285$, and $1 / \zeta_{K_{h}}(2)=$ 0.9390. With parameter $A=577$ (inclusive bound on the coefficients of $\left.\boldsymbol{a}=\left[a_{0}, \ldots, a_{5}\right], \boldsymbol{b}=\left[b_{0}, \ldots, b_{5}\right]\right)$ one has a total relation collection space of $V_{0}=(2 A+1)^{12} / 2=2^{121.08}$ and a core-space (removing non-coprime pairs of ideals) of $V=V_{0} / \zeta_{K_{h}}(2)=2^{120.99}$. The smoothness bound $B=2^{63.481}$ induces a factor base of $\# \mathcal{F}_{f}+\# \mathcal{F}_{g}=2 \log \operatorname{Integral}(\mathrm{~B})=2^{59.0555}$. With these parameters, Algorithm 6.1 outputs a smoothness probability average of $2^{-61.4109}$, when multiplied by $V_{1}$, one gets Murphy's $E$ value to be $2^{59.5823}$ relations. We have slightly more relations than primes in the factor base. The time of relation collection is $V_{0} \log \log B=2^{122.0041}$ and the time of linear algebra is $\left\lceil\ell / 2^{64}\right\rceil \times 200 \times\left(\left(\# \mathcal{F}_{f}+\# \mathcal{F}_{g}\right) / 20\right)^{2}=2^{122.0001}$ according to eq. (6.5). Finally the total estimated cost is $2^{123}$. The other parameters for BN curves are presented in Table 4 and for BLS-12 curves in Tables 6 and 8.

We also ran the simulation for increasing sizes of $p$ without a particular sparse seed, to compare how STNFS scales for larger values. Since the prime $p$ is given by a polynomial of degree 4 for BN curves and 6 for BLS-12 curves, the choice of the degree of $h$ and the estimated costs differ. Figure 3 presents the data. For BN curves, $h$ has degree 6 up to $p$ of around 600 bits, and for larger values of $p, h$ of degree 4 provides a lower cost estimate. For BLS-12 curves, $h$ of degree 12 is the best for $p$ up to 320 bits, then degree 6 is better. We also plot the function $L_{p}(1 / 3,1.923) / 2^{8.2}$ which is the theoretical cost of NFS, assuming $o(1)=0.0$ which is of course false since actually $o(1)$ is unknown, and linearly re-scaled to match the latest record computation of 768 bits from [32]. In dashed line we plot the function $L_{p}(1 / 3,1.526) / 2^{4.5}$ for the theoretical cost of SNFS, with unknown $o(1)$ set to 0.0 and linearly re-scaled to fit the record computation for $p$ of 1024 bits from [17]. The source code is available at

```
https://gitlab.inria.fr/tnfs-alpha/alpha
```

$\longrightarrow$ Simul. in $\mathbb{F}_{p^{12}}$, BN, STNFS deg $h=6,4$
$\rightarrow$ Simul. in $\mathbb{F}_{p^{12}}$, BLS12, STNFS deg $h=12,6$
$-L_{p^{n}}^{0}(1 / 3,1.923) / 2^{8.2}$ (DL theoretical re-scaled DL-768 $\left.\leftrightarrow 2^{68.32}\right)$
---- $L_{p^{n}}^{0}(1 / 3,1.526) / 2^{4.5}$ (SNFS theoretical re-scaled SDL-1024 $\leftrightarrow 2^{64.4}$ )


Figure 3: Simulation of STNFS for increasing $p$ for BN and BLS12 curves using Algorithm 6.1 for $10^{5}$ samples.

| curve | Barreto-Naehrig |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $p$ (bits) | 254 | 382 | 446 | 462 | 1022 |
| $r$ (bits) | 254 | 382 | 446 | 462 | 1022 |
| $p^{k}$ (bits) | 3039 | 4575 | 5343 | 5535 | 12255 |
| $u$ (bits) | 63 | 95 | 111 | 115 | 254 |
| polynomials | STNFS | STNFS | STNFS | STNFS | STNFS |
| $\operatorname{deg} h$ | 6 | 6 | 6 | 6 | 4 |
| $\operatorname{deg} f_{y}$ | 8 | 8 | 8 | 8 | 12 |
| $\operatorname{deg} g_{y}$ | 2 | 2 | 2 | 2 | 3 |
| $\left\\|f_{y}\right\\|_{\infty}$ | 36 | 36 | 36 | 36 | 3644 |
| $\left\\|g_{y}\right\\|_{\infty}(\sim u)$ | $2^{62.01}$ | $2^{94.00}$ | $2^{110.00}$ | $2^{114.00}$ | $2^{254.00}$ |
| $1 / \zeta_{K_{h}}(2)$ | 0.9530 | 0.9390 | 0.9334 | 0.8844 | 0.9461 |
| $\alpha\left(f_{y}, h, 10^{3}\right)$ | 2.0239 | 2.7086 | 2.4156 | -0.6489 | 0.5359 |
| $\alpha\left(g_{y}, h, 10^{3}\right)$ | 2.4793 | 1.1285 | 1.8456 | 0.6647 | 2.3863 |
| $A$ | 172 | 577 | 970 | 1152 | 7372857 |
| $B$ | $2^{53.006}$ | $2^{63.481}$ | $2^{67.971}$ | $2^{69.405}$ | $2^{97.403}$ |
| av. $N_{f}$ (bits) | 407.49 | 489.46 | 526.06 | 542.85 | 1131.51 |
| av. $N_{g}$ (bits) | 461.84 | 674.34 | 780.71 | 807.99 | 1287.55 |
| av. $N_{f} \cdot N_{g}($ bits $)$ | 869.33 | 1163.80 | 1306.77 | 1350.84 | 2419.06 |
| av. $B$-smooth. Pr | $2^{-51.0592}$ | $2^{-61.4109}$ | $2^{-66.3912}$ | $2^{-67.2135}$ | $2^{-96.1975}$ |
| rel. col. space | $2^{100.17}$ | $2^{121.08}$ | $2^{130.07}$ | $2^{133.05}$ | $2^{189.51}$ |
| factor base | $2^{48.8480}$ | $2^{59.0555}$ | $2^{63.4444}$ | $2^{64.8481}$ | $2^{92.3481}$ |
| rels. obtained | $2^{49.0368}$ | $2^{59.5823}$ | $2^{63.5804}$ | $2^{65.6559}$ | $2^{93.2330}$ |
| total cost | $\mathbf{2}^{102}$ | $\mathbf{2}^{123}$ | $\mathbf{2}^{132}$ | $\mathbf{2}^{\mathbf{1 3 5}}$ | $\mathbf{2}^{191}$ |

Table 4: Summary of parameters and estimated data for the simulation of STNFS (Alg. 6.1, average over $10^{5}$ samples) for BN curves, $k=12$ and $D=3$.

| curve | polynomials |
| :--- | :--- |
|  | $h=Y^{6}+Y^{5}-Y^{2}-Y-1$ |
| BN-254 | $f_{y}=36 X^{8}+36 y X^{6}+24 y^{2} X^{4}+6 y^{3} X^{2}+y^{4}$ |
|  | $g_{y}=X^{2}-u y=x^{2}+4647714815446351873 y$ |
| BN-382 | $h=Y^{6}+Y-1$ |
|  | $f_{y}=36 X^{8}+36 y X^{6}+24 y^{2} X^{4}+6 y^{3} X^{2}+y^{4}$ |
|  |  |
| BN-446 | $h=Y^{6}-Y^{4}+Y^{3}-Y+1$ |
|  | $f_{y}=36 X^{8}+36 y X^{6}+24 y^{2} X^{4}+6 y^{3} X^{2}+y^{4}$ |
|  | $g_{y}=X^{2}-u y=x^{2}-1298074214633706907132692801781761 y$ |
| BN-462 | $h=Y^{6}+Y^{5}+Y^{3}+Y+1$ |
|  | $f_{y}=36 X^{8}+36 y X^{6}+24 y^{2} X^{4}+6 y^{3} X^{2}+y^{4}$ |
|  | $g_{y}=X^{2}-u y=X^{2}-20771722735339766972924978723274751 y$ |
| BN-1022 | $h=Y^{4}+Y-1$ |
|  | $f_{y}=36 X^{12}+36 X^{11}-372 X^{10}-414 X^{9}+1411 X^{8}+1828 X^{7}$ |
|  | $-2124 X^{6}-3644 X^{5}+277 X^{4}+2634 X^{3}+1608 X^{2}+396 X+36$ |
| $g_{y}=X^{3}-u X^{2}-(u-3) X-1, u=-2^{254}+2^{33}+2^{6}$ |  |

Table 5: Polynomials $h, f_{y}, g_{y}$ chosen to minimise the total estimated cost of STNFS. The simulation of STNFS of Algorithm 6.1 with $10^{5}$ samples produced the data of Table 4.

| curve | Barreto-Lynn-Scott |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $p$ (bits) | 381 | 446 | 461 | 461 | 1150 |
| $r$ (bits) | 255 | 299 | 309 | 308 | 768 |
| $p^{k}$ (bits) | 4569 | 5352 | 5525 | 5525 | 13799 |
| $u$ (bits) | 64 | 75 | 78 | 78 | 192 |
| polynomials | STNFS | STNFS | STNFS | STNFS | STNFS |
| $\operatorname{deg} h$ | 6 | 6 | 6 | 6 | 6 |
| $\operatorname{deg} f_{y}$ | 12 | 12 | 12 | 12 | 12 |
| $\operatorname{deg} g_{y}$ | 2 | 2 | 2 | 2 | 2 |
| $\left\\|f_{y}\right\\|_{\infty}$ | 2 | 2 | 2 | 2 | 2 |
| $\left\\|g_{y}\right\\|_{\infty}(\sim u)$ | $2^{63.71}$ | $2^{74.59}$ | $2^{77.00}$ | $2^{77.00}$ | $2^{191.91}$ |
| $1 / \zeta_{K_{h}}(2)$ | 0.9192 | 0.9333 | 0.9388 | 0.9390 | 0.9389 |
| $\alpha\left(f_{y}, h, 10^{3}\right)$ | 2.1788 | 1.9147 | 1.0472 | 2.2555 | 2.2555 |
| $\alpha\left(g_{y}, h, 10^{3}\right)$ | 0.9598 | 1.0647 | 2.1857 | 2.2899 | 2.3923 |
| $A$ | 686 | 969 | 1152 | 1088 | 32619 |
| $B$ | $2^{65.316}$ | $2^{68.219}$ | $2^{69.752}$ | $2^{69.241}$ | $2^{98.629}$ |
| av. $N_{f}$ (bits) | 724.89 | 760.82 | 787.52 | 771.10 | 1124.36 |
| av. $N_{g}$ (bits) | 497.04 | 568.13 | 586.01 | 583.26 | 1331.61 |
| av $N_{f} N_{g}$ (bits) | 1221.93 | 1328.95 | 1373.53 | 1354.35 | 2455.97 |
| av $B$-smooth Pr | $2^{-62.5660}$ | $2^{-66.2127}$ | $2^{-67.2722}$ | $2^{-666.8158}$ | $2^{-96.7408}$ |
| rel. col. space | $2^{124.08}$ | $2^{130.05}$ | $2^{133.05}$ | $2^{132.06}$ | $2^{190.92}$ |
| factor base | $2^{60.8480}$ | $2^{63.6871}$ | $2^{65.1871}$ | $2^{64.6871}$ | $2^{93.5556}$ |
| rels. obtained | $2^{61.3898}$ | $2^{63.7410}$ | $2^{65.6833}$ | $2^{65.1509}$ | $2^{94.0898}$ |
| total cost | $\mathbf{2}^{\mathbf{1 2 6}}$ | $\mathbf{2}^{132}$ | $\mathbf{2}^{\mathbf{1 3 5}}$ | $\mathbf{2}^{\mathbf{1 3 4}}$ | $\mathbf{2}^{193}$ |

Table 6: Summary of parameters and estimated data for the simulation of STNFS (Alg. 6.1, average over $10^{5}$ samples) for BLS-12 curves, $k=12$ and $D=3$.

| curve | polynomials |
| :---: | :---: |
| BLS-381 | $\begin{aligned} & h=Y^{6}-Y^{2}+1 \\ & f_{y}=X^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}+y^{2}-1 \\ & g_{y}=X^{2}-u y=X^{2}+15132376222941642752 y \end{aligned}$ |
| BLS-446 | $\begin{aligned} & h=Y^{6}-Y^{4}+Y^{3}-Y+1 \\ & f_{y}=X^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}+y^{4}-y^{3}+y-1 \\ & g_{y}=X^{2}-u y=X^{2}+28343567510342708887553 y \end{aligned}$ |
| BLS-461a | $\begin{aligned} & h=Y^{6}+Y^{5}+Y^{2}-Y-1 \\ & f_{y}=X^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}-y^{5}-y^{2}+y+1 \\ & g_{y}=X^{2}-u y=X^{2}+151116303912580950261248 y \end{aligned}$ |
| BLS-461b | $\begin{aligned} & h=Y^{6}+Y-1 \\ & f_{y}=X^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}-y+1 \\ & g_{y}=X^{2}-u y=X^{2}+151115726325920150061056 y \end{aligned}$ |
| BLS-1150 | $\begin{aligned} & h=Y^{6}+Y-1 \\ & f_{y}=X^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}-y+1 \\ & g_{y}=X^{2}-u y, u=-2^{192}+2^{188}-2^{115}-2^{110}-2^{44}-1 \end{aligned}$ |

Table 7: Polynomials $h, f_{y}, g_{y}$ chosen to minimise the total estimated cost of STNFS. The simulation of STNFS of Algorithm 6.1 with $10^{5}$ samples produced the data of Table 6 .

| curve | Barreto-Lynn-Scott |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $u$ | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $u_{5}$ |
| $p$ (bits) | 440 | 442 | 440 | 443 | 455 |
| $r$ (bits) | 295 | 296 | 295 | 297 | 305 |
| $p^{k}$ (bits) | 5280 | 5296 | 5280 | 5309 | 5453 |
| $u$ (bits) | 74 | 74 | 74 | 75 | 77 |
| polynomials | STNFS | STNFS | STNFS | STNFS | STNFS |
| $\operatorname{deg} h$ | 6 | 6 | 6 | 6 | 6 |
| $\operatorname{deg} f_{y}$ | 12 | 12 | 12 | 12 | 12 |
| $\operatorname{deg} g_{y}$ | 2 | 2 | 2 | 2 | 2 |
| $\left\\|f_{y}\right\\|_{\infty}$ | 2 | 2 | 2 | 2 | 2 |
| $\left\\|g_{y}\right\\|_{\infty}(\sim u)$ | $2^{73.58}$ | $2^{73.81}$ | $2^{73.58}$ | $2^{74.00}$ | $2^{76.00}$ |
| $1 / \zeta_{K_{h}}(2)$ | 0.8674 | 0.9370 | 0.8419 | 0.9650 | 0.9530 |
| $\alpha\left(f_{y}, h, 10^{3}\right)$ | 0.9004 | 2.2555 | 1.5192 | 0.5307 | 2.1440 |
| $\alpha\left(g_{y}, h, 10^{3}\right)$ | 0.9435 | 1.9999 | 2.1195 | 1.9002 | 1.9619 |
| $A$ | 969 | 969 | 1027 | 969 | 1027 |
| $B$ | $2^{68.219}$ | $2^{68.219}$ | $2^{68.730}$ | $2^{68.219}$ | $2^{68.730}$ |
| av. $N_{f}$ (bits) | 768.91 | 759.12 | 768.66 | 769.38 | 767.55 |
| av. $N_{g}$ (bits) | 562.48 | 562.13 | 563.56 | 564.94 | 576.71 |
| av $N_{f} N_{g}$ (bits) | 1331.39 | 1321.24 | 1332.22 | 1334.32 | 1344.26 |
| av $B$-smooth Pr | $2^{-66.0627}$ | $2^{-65.8500}$ | $2^{-66.1710}$ | $2^{-66.0711}$ | $2^{-66.5397}$ |
| rel. col. space | $2^{130.05}$ | $2^{130.05}$ | $2^{131.06}$ | $2^{130.05}$ | $2^{131.06}$ |
| factor base | $2^{63.6871}$ | $2^{63.6871}$ | $2^{64.1871}$ | $2^{63.6871}$ | $2^{64.1871}$ |
| rels. obtained | $2^{63.7853}$ | $2^{64.1123}$ | $2^{64.6398}$ | $2^{63.9306}$ | $2^{64.4499}$ |
| total cost | $\mathbf{2}^{\mathbf{1 3 2}}$ | $\mathbf{2}^{132}$ | $\mathbf{2}^{133}$ | $\mathbf{2}^{132}$ | $\mathbf{2}^{133}$ |

Table 8: The seeds and polynomials are listed in Table 9. The 455-bit parameter is from RELIC [3], the other parameters communicated by Zhaohui Cheng.

| curve | seed and polynomials |
| :--- | :--- |
| BLS-440a | $u_{1}=-0 \times 3000004000001000000 h=Y^{6}+Y^{4}+Y^{3}+Y-1$ |
|  | $f_{y}=X^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}-y^{4}-y^{3}-y+1$ |
|  | $g_{y}=X^{2}-u y=X^{2}+14167100574508859260928 y$ |
| BLS-442 | $u_{2}=-0 \times 37 f f f f f 000000001000 h=Y^{6}+Y-1$ |
|  | $f_{y}=X^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}-y+1$ |
|  | $g_{y}=X^{2}-u y=X^{2}+16528282408568781541376 y$ |
|  | $u_{3}=-0 \mathrm{x} 300000001 \mathrm{fffc} 010000 h=Y^{6}+Y+1$ |
|  | $f_{y}=X^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}-y-1$ |
|  | $g_{y}=X^{2}-u y=X^{2}+14167099450807891853312 y$ |
| BLS-443 | $u_{4}=0 \times 4000000 \mathrm{ffffffa80000} \mathrm{h=Y}^{6}-Y^{4}+2 Y^{3}-Y^{2}-Y+1$ |
|  | $f_{y}=X^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}+y^{4}-2 y^{3}+y^{2}+y-1$ |
|  | $g_{y}=X^{2}-u y=X^{2}-18889466212953551798272 y$ |
| BLS-455 | $u_{5}=0 \times 10000020000080000800 h=Y^{6}+Y^{5}-Y^{2}-Y-1$ |
|  | $f_{y}=x^{12}-2 y X^{10}+2 y^{3} X^{6}+y^{5} X^{2}-y^{5}+y^{2}+y+1$ |
|  | $g_{y}=X^{2}-u y=X^{2}-75557872733115725645824 y$ |

Table 9: Polynomials $h, f_{y}, g_{y}$ chosen to minimise the total estimated cost of STNFS. The simulation of STNFS of Algorithm 6.1 with $10^{5}$ samples produced the data of Table 8 .

### 7.2 Other curves: KSS16, KSS18, BLS24 curves

For KSS16, KSS18 and BLS24 curves, we obtain roughly the same results as in [6]. We present in Figure 4 the estimated cost of running STNFS for these curves for increasing sizes of $p$. We observe a slight drift of the estimated cost above 192 compared to the theoretical $L_{p^{k}}\left(1 / 3,(32 / 9)^{1 / 3}\right)$. It might be due to an underestimate in the cost of sieving or linear algebra.

In order to provide machine-word aligned parameters ( $p$ of bit-length $64 w-2$ ), we run the code from [24] to generate a 766 -bit $p$ for KSS16 and a 638 -bit $p$ for KSS18 curves. For BLS24, the paper [15] contains seeds for parameters with $p$ from 449 to 1119 bits, we took one of 509 bits.

| Curve parameters | $\log _{2} p$ | seed for $p, r, t$ |  |
| :---: | :---: | :---: | :---: |
| KSS, $k=16, D=4, p+1-t=r c, t^{2}-4 p=-D y^{2}$ |  |  |  |
| $p=\left(x^{10}+2 x^{9}+5 x^{8}+48 x^{6}+152 x^{5}+240 x^{4}+625 x^{2}+2398 x+3125\right) / 980$ |  |  |  |
| $r=\left(x^{8}+48 x^{4}+625\right) / 61250$ |  |  |  |
| $t=\left(2 x^{5}+41 x+35\right) / 35$ |  | $-2^{34}+2^{27}-2^{23}+2^{20}-$ |  |
| $c=(125 / 2)\left(x^{2}+2 x+5\right)$ |  | $2^{35}-2^{32}-2^{18}+2^{8}+1$ |  |
| $y=\left(x^{5}+5 x^{4}+38 x+120\right) / 70$ | 766 | $2^{78}-2^{76}-2^{28}+2^{14}+2^{7}$ |  |
| KSS, $k=18, D=3, p+1-t=r c, t^{2}-4 p=-D y^{2}$ |  |  |  |
| $p=\left(x^{8}+5 x^{7}+7 x^{6}+37 x^{5}+188 x^{4}+259 x^{3}+343 x^{2}+1763 x+2401\right) / 21$ |  |  |  |
| $r=\left(x^{6}+37 x^{3}+343\right) / 343$ |  | $2^{44}+2^{22}-2^{9}+2$ |  |
| $t=\left(x^{4}+16 x+7\right) / 7$ |  | $2^{80}+2^{77}+2^{76}-2^{61}-2^{5}$ |  |
| $c=(49 / 3)\left(x^{2}+5 x+7\right)$ |  | $-2^{85}-2^{31}-2^{26}+2^{6}$ |  |
| $y=\left(5 x^{4}+14 x^{3}+94 x+259\right) / 21$ | 1484 | $2^{186}-2^{75}-2^{22}+2^{4}$ | 6] |
| BLS, $k=24, D=3, p+1-t=r c, t^{2}-4 p=-D y^{2}$ |  |  |  |
| $\bar{p}=(x-1)^{2}\left(x^{8}-x^{4}+1\right) / 3+x$ |  | $-2^{32}+2^{28}-2^{23}+2^{21}$ |  |
| $r=x^{8}-x^{4}+1$ |  | $-2^{51}-2^{28}+2^{11}-1$ |  |
| $t=x+1$ |  | $-2^{56}-2^{43}+2^{9}-2^{6}$ | 6] |
| $y=(x-1)\left(2 x^{4}-1\right) / 3$ | 1022 | $2^{102}+2^{100}-2^{10}+2^{7}+2^{2}$ |  |
| $c=(x-1)^{2} / 3$ | 1032 | $-2^{103}-2^{101}+2^{68}+2^{50}$ | [6] |

Table 10: Parameters of families KSS16, KSS18 and BLS24, and seeds.

### 7.3 Recommendations

For efficiency reasons, it is better to choose parameter sizes that fit the machineword size of the hardware (usually 32 or 64 -bit words). We present in Table 15 the simulation results obtained for parameters that match the 128 and 192 bit security level and where the bit-length of $p$ is a multiple of 64 , minus 2 bits (for lazy-reduction compatibility).

For 128 bits of security, BN and BLS12 curves with $p$ of 448 bits is a good option. For implementations using lazy modular reduction, one can prefer 446-bit parameters that offer the same security. KSS16 and KSS18 parameter sizes are constrained by the size of $r$ that should be 256 bits to provide 128 bits of security on the curve. In this case $p$ is 330 -bit long for KSS16 and 348-bit long for KSS18 curves. For 192 bits of security, our error margin increases and the estimated cost should not be considered as a precise and exact cost. KSS16 curves of $p$ of 768 bits, KSS18 curves where $p$ is 640 -bit long, and BLS24 curves where $p$ is 512 -bit

| - Simul. in $\mathbb{F}_{p^{16}}$, KSS16, STNFS $\operatorname{deg} h=16$ |
| :--- |
| - |
| - Simul. in $\mathbb{F}_{p^{18}}$, KSS18, STNFS $\operatorname{deg} h=18,9$ |
| - Simul. in $\mathbb{F}_{p^{24}}$, BLS24, STNFS $\operatorname{deg} h=24$ |
| $-L_{p^{n}}^{0}(1 / 3,1.923) / 2^{8.2}$ (DL theoretical re-scaled DL-768 $\left.\leftrightarrow 2^{68.32}\right)$ |
| $---L_{p^{n}}^{0}(1 / 3,1.526) / 2^{4.5}$ (SNFS theoretical re-scaled SDL-1024 $\left.\leftrightarrow 2^{64.4}\right)$ |



Figure 4: Simulation of STNFS for increasing $p$ for KSS16, KSS18 and BLS24 curves using Algorithm 6.1 for $10^{5}$ samples. As a comparison, the complexity of NFS-DL and SNFS-DL scaled with recent record computations (2017) are given, but we stress that the simulation is not scaled.

| curve | KSS-16 |  | KSS-18 |  |  | BLS-24 |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ (bits) | 330 | 766 | 348 | 638 | 676 | 318 | 509 | 559 |
| $r$ (bits) | 257 | 605 | 256 | 474 | 502 | 256 | 409 | 449 |
| $p^{k}$ (bits) | 5280 | 12255 | 6257 | 11556 | 12161 | 7621 | 12202 | 13403 |
| $u$ (bits) | 34 | 78 | 45 | 81 | 86 | 32 | 52 | 57 |
| polynomials | STNFS | STNFS | STNFS | STNFS | STNFS | STNFS | STNFS | STNFS |
| $\operatorname{deg} h$ | 16 | 16 | 18 | 9 | 9 | 24 | 24 | 24 |
| $\operatorname{deg} f_{y}$ | 10 | 10 | 8 | 16 | 16 | 10 | 10 | 10 |
| $\operatorname{deg} g_{y}$ | 1 | 1 | 1 | 2 | 2 | 1 | 1 | 1 |
| $\left\\|f_{y}\right\\|_{\infty}$ | 1492 | 1492 | 453 | 1767 | 1767 | 2 | 2 | 2 |
| $\left\\|g_{y}\right\\|_{\infty}(\sim u)$ | $2^{33.99}$ | $2^{77.58}$ | $2^{44.00}$ | $2^{80.25}$ | $2^{85.00}$ | $2^{31.91}$ | $2^{51.00}$ | $2^{56.00}$ |
| $1 / \zeta_{K_{h}}(2)$ | 0.9906 | 0.9914 | 0.91 | 0.9427 | 0.9798 | 0.97 | 0.95 | 0.98 |
| $\alpha\left(f_{y}, h, 10^{3}\right)$ | 2.0113 | 0.6609 | 2.1259 | 2.4426 | 2.6773 | 2.8417 | 2.9878 | 2.5452 |
| $\alpha\left(g_{y}, h, 10^{3}\right)$ | 1.9487 | 2.1842 | 2.3048 | 1.4246 | 2.4999 | 2.1136 | 1.8235 | 2.1615 |
| $A$ | 10 | 32 | 9 | 810 | 909 | 5 | 8 | 9 |
| $B$ | $2^{72.30}$ | $2^{99.27}$ | $2^{78.08}$ | $2^{98.93}$ | $2^{100.45}$ | $2^{82.66}$ | $2^{98.52}$ | $2^{102.48}$ |
| av. $N_{f}$ (bits) | 890 | 1156 | 782 | 1571 | 1597 | 1002 | 1154 | 1185 |
| av. $N_{g}$ (bits) | 612 | 1336 | 868 | 904 | 950 | 853 | 1326 | 1450 |
| av $N_{f} N_{g}$ (bits) | 1503 | 2492 | 1650 | 2475 | 2547 | 1855 | 2480 | 2635 |
| av $B$-smooth Pr | $2^{-71.69}$ | $2^{-96.57}$ | $2^{-74.69}$ | $2^{-96.69}$ | $2^{-98.18}$ | $2^{-80.67}$ | $2^{-96.83}$ | $2^{-100.35}$ |
| rel. col. space | $2^{139.55}$ | $2^{191.72}$ | $2^{151.92}$ | $2^{190.93}$ | $2^{193.92}$ | $2^{165.05}$ | $2^{195.20}$ | $2^{202.90}$ |
| factor base | $2^{67.687}$ | $2^{94.19}$ | $2^{73.35}$ | $2^{93.85}$ | $2^{95.35}$ | $2^{77.85}$ | $2^{93.44}$ | $2^{97.35}$ |
| rels. obtained | $2^{67.850}$ | $2^{94.33}$ | $2^{73.35}$ | $2^{93.85}$ | $2^{95.70}$ | $2^{77.85}$ | $2^{93.44}$ | $2^{97.35}$ |
| total cost | $\mathbf{2}^{141}$ | $\mathbf{2}^{194}$ | $\mathbf{2}^{151}$ | $\mathbf{2}^{193}$ | $\mathbf{2}^{196}$ | $\mathbf{2}^{161}$ | $\mathbf{2}^{193}$ | $\mathbf{2}^{\mathbf{2 0 1}}$ |

Table 11: Summary of parameters and estimated data for the simulation of STNFS (Alg. 6.1, average over $10^{5}$ samples) for KSS-16, KSS-18 and BLS-24 curves.

| curve | polynomials |
| :---: | :---: |
| $\begin{aligned} & \text { KSS16 } \\ & 330 \end{aligned}$ | $\begin{aligned} h= & Y^{16}-Y^{10}+Y^{6}+Y^{5}-1 \\ f= & X^{10}-8 X^{9}+32 X^{8}-88 X^{7}+230 X^{6}-416 X^{5}+508 X^{4} \\ & -632 X^{3}+1378 X^{2}+628 X+1492 \\ g_{y}= & X-u=X+17052993534 \end{aligned}$ |
| $\begin{aligned} & \text { KSS16 } \\ & 766 \end{aligned}$ | $\begin{aligned} h= & Y^{16}+Y^{13}-Y^{3}+Y-1 \\ f= & X^{10}-8 X^{9}+32 X^{8}-88 X^{7}+230 X^{6}-416 X^{5}+508 X^{4} \\ & -632 X^{3}+1378 X^{2}+628 X+1492 \\ g= & X-226673591177742701838466 \end{aligned}$ |
| $\begin{aligned} & \text { KSS18 } \\ & 348 \end{aligned}$ | $\begin{aligned} & h=Y^{18}+Y^{10}+Y^{8}+Y^{2}+1 \\ & f=X^{8}-11 X^{7}+49 X^{6}-75 X^{5}-42 X^{4}+123 X^{3}+453 X^{2}+315 X+63 \\ & g=X-17592190238212 \end{aligned}$ |
| KSS18 638 | $\begin{aligned} h= & Y^{9}-Y^{6}-Y^{4}+Y^{3}-1 \\ f= & X^{16}-11 X^{15}+57 X^{14}-152 X^{13}+280 X^{12}-483 X^{11} \\ & +1076 X^{10}-451 X^{9}+1767 X^{8}-451 X^{7}+1076 X^{6}-483 X^{5} \\ & +280 X^{4}-152 X^{3}+57 X^{2}-11 X+1 \\ g= & X^{2}-1435597095942163676512258 X+1 \end{aligned}$ |
| KSS18 676 | $\begin{aligned} h= & Y^{9}+Y^{4}-Y^{2}-Y-1 \\ f= & X^{16}-11 X^{15}+57 X^{14}-152 X^{13}+280 X^{12}-483 X^{11} \\ & +1076 X^{10}-451 X^{9}+1767 X^{8}-451 X^{7}+1076 X^{6}-483 X^{5} \\ & +280 X^{4}-152 X^{3}+57 X^{2}-11 X+1 \\ g= & x^{2}+38685626227668135805190078 X+1 \end{aligned}$ |
| $\begin{aligned} & \text { BLS24 } \\ & 318 \end{aligned}$ | $\begin{aligned} & h=Y^{24}+Y^{16}-Y^{4}-Y^{2}-1 \\ & f=X^{10}-2 X^{9}+X^{8}-X^{6}+2 X^{5}-X^{4}+X^{2}+X+1 \\ & g=X+4032557057 \end{aligned}$ |
| $\begin{aligned} & \text { BLS24 } \\ & 509 \end{aligned}$ | $\begin{aligned} & h=Y^{24}+Y^{15}-Y^{11}-Y^{2}-1 \\ & f=X^{10}-2 X^{9}+X^{8}-X^{6}+2 X^{5}-X^{4}+X^{2}+X+1 \\ & g=X+2251800082118657 \end{aligned}$ |
| $\begin{aligned} & \text { BLS24 } \\ & 559 \end{aligned}$ | $\begin{aligned} & h=Y^{24}+Y^{17}-Y^{12}-Y^{5}+1 \\ & f=X^{10}-2 X^{9}+X^{8}-X^{6}+2 X^{5}-X^{4}+X^{2}+X+1 \\ & g=X+72066390130949696 \end{aligned}$ |

Table 12: Polynomials $h, f_{y}, g_{y}$ chosen to minimise the total estimated cost of STNFS. The simulation of STNFS of Algorithm 6.1 with $10^{5}$ samples produced the data of Table 11.

| field | curve | $p$ <br> bits | $r$ <br> bits | $p^{k}$ <br> bits | $\mathbb{F}_{p^{k}}$ <br> security | $\operatorname{deg} h$ | NFS variant |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| targeted 128-bit security level |  |  |  |  |  |  |  |
| $\mathbb{F}_{p^{12}}$ | BN | 311 | 311 | 3732 | 128 | 4 | TNFS |
| $\mathbb{F}_{p^{12}}$ | BN | 383 | 383 | 4596 | 128 | 6 | STNFS |
| $\mathbb{F}_{p^{12}}$ | BLS12 | 384 | 256 | 4608 | 140 | 4 | TNFS |
| $\mathbb{F}_{p^{12}}$ | BLS12 | 384 | 256 | 4608 | 132 | 6 | STNFS |
| $\mathbb{F}_{p^{18}}$ | KSS18 | 342 | 256 | 6156 | 160 | 6 | TNFS |
| $\mathbb{F}_{p^{18}}$ | KSS18 | 342 | 256 | 6156 | 170 | 9 | STNFS |
| $\mathbb{F}_{p^{24}}$ | BLS24 | 320 | 256 | 7680 | 172 | 6 | TNFS |
| $\mathbb{F}_{p^{24}}$ | BLS24 | 320 | 256 | 7680 | 202 | 12 | STNFS |
| targeted 192-bit security level |  |  |  |  |  |  |  |
| $\mathbb{F}_{p^{12}}$ | BN | 847 | 847 | 10164 | 192 | 3 | TNFS |
| $\mathbb{F}_{p^{12}}$ | BN | 1031 | 1031 | 12372 | 192 | 6 | STNFS |
| $\mathbb{F}_{p^{12}}$ | BLS12 | 847 | 566 | 10164 | 192 | 3 | TNFS |
| $\mathbb{F}_{p^{12}}$ | BLS12 | 1147 | 766 | 13764 | 192 | 6 | STNFS |
| $\mathbb{F}_{p^{18}}$ | KSS18 | 512 | 384 | 9216 | 194 | 3 | TNFS |
| $\mathbb{F}_{p^{18}}$ | KSS18 | 597 | 443 | 10746 | 192 | 9 | STNFS |
| $\mathbb{F}_{p^{24}}$ | BLS24 | 480 | 386 | 11520 | 203 | 6 | TNFS |
| $\mathbb{F}_{p^{24}}$ | BLS24 | 480 | 386 | 11520 | 214 | 12 | STNFS |

Table 13: Menezes-Sarkar-Singh recommendations from [33, Table 5], without constants (conservative).

| field | curve | $p$ <br> bits | $r$ <br> bits | $p^{k}$ <br> bits | $\mathbb{F}_{p^{k}}$ <br> sec | $h$ <br> deg | $A$ | $B$ | $\log _{2}$ <br> $N_{f}$ | $\log _{2}$ <br> $N_{g}$ |
| :--- | :--- | ---: | ---: | ---: | :--- | ---: | :--- | ---: | ---: | ---: |
| $\mathbb{F}_{p^{12}}$ | BN | 462 | 462 | 5535 | 131.3 | 6 | 1098 | $2^{74.2}$ | 557.0 | 808.9 |
| $\mathbb{F}_{p^{12}}$ | BLS12 | 461 | 309 | 5525 | 131.8 | 6 | 1169 | $2^{73.5}$ | 791.2 | 584.8 |
| $\mathbb{F}_{p^{16}}$ | KSS16 | 330 | 257 | 5280 | 139.0 | 16 | 12 | $2^{80.0}$ | 920.4 | 628.9 |
| $\mathbb{F}_{p^{16}}$ | KSS16 | 339 | 263 | 5411 | 140 |  |  |  |  |  |
| $\mathbb{F}_{p^{18}}$ | KSS18 | 348 | 256 | 6257 | 152.4 | 18 | 11 | $2^{82.5}$ | 842.7 | 875.3 |
| $\mathbb{F}_{p^{18}}$ | KSS18 | 676 | 502 | 12161 | 204.9 | 18 | 34 | $2^{108.9}$ | 1114 | 1642 |
| $\mathbb{F}_{p^{18}}$ | KSS18 | 1484 | 1108 | 26705 | 257.13 | 9 | 11747 | $2^{137.7}$ | 2185 | 1928 |
| $\mathbb{F}_{p^{24}}$ | BLS24 | 559 | 449 | 13403 | 203.72 | 24 | 9 | $2^{109.8}$ | 1295 | 1460 |
| $\mathbb{F}_{p^{24}}$ | BLS24 | 1032 | 827 | 24760 | 260.9 | 24 | 23 | $2^{138.5}$ | 1522 | 2619 |

Table 14: Barbulescu-Duquesne recommendations. The norms for KSS16-330 and KSS18-348 were the same ( 920.4 and 628.9), for KSS18 we deduced the exact value from $\rho\left(\log _{2} N_{f} / 82.5\right)=2^{-36.21}$ and $\rho\left(\log _{2} N_{g} / 82.5\right)=2^{-38.33}$.

| field | curve | $p$ <br> bits | $r$ <br> bits | $p^{k}$ <br> bits | $\mathbb{F}_{p^{k}}$ <br> sec | $h$ <br> deg | $A$ | $B$ | $\log _{2}$ | $\log _{2}$ |
| :--- | :--- | ---: | ---: | ---: | ---: | :---: | :---: | :---: | ---: | ---: |
|  | BN | 446 | 446 | 5343 | 132 | 6 | 970 | $2^{68}$ | 489.46 | 674.34 |
| $\mathbb{F}_{p^{12}}$ | BN | 1022 | 1022 | 12255 | 191 | 4 | 7372857 | $2^{97.4}$ | 1132 | 1288 |
| $\mathbb{F}_{p^{12}}$ | BLS12 | 446 | 299 | 5352 | 132 | 6 | 968 | $2^{68.2}$ | 760.75 | 568.25 |
| $\mathbb{F}_{p^{12}}$ | BLS12 | 1150 | 768 | 13799 | 193 | 6 | 32619 | $2^{98.6}$ | 1124 | 1332 |
| $\mathbb{F}_{p^{16}}$ | KSS16 | 330 | 257 | 5280 | 141 | 16 | 10 | $2^{72.3}$ | 890 | 612 |
| $\mathbb{F}_{p^{16}}$ | KSS16 | 766 | 605 | 12255 | 194 | 16 | 32 | $2^{99.3}$ | 1156 | 1336 |
| $\mathbb{F}_{p^{18}}$ | KSS18 | 348 | 256 | 6257 | 152 | 18 | 9 | $2^{78.1}$ | 786 | 868 |
| $\mathbb{F}_{p^{18}}$ | KSS18 | 638 | 474 | 11556 | 193 | 9 | 810 | $2^{98.9}$ | 1571 | 904 |
| $\mathbb{F}_{p^{24}}$ | BLS24 | 318 | 256 | 7621 | 162 | 24 | 5 | $2^{82.6}$ | 1007 | 854 |
| $\mathbb{F}_{p^{24}}$ | BLS24 | 509 | 409 | 12202 | 193 | 24 | 8 | $2^{98.5}$ | 1151 | 1326 |

Table 15: Our simulation results.
long offer a 192-bit security level (we obtained an estimation between $2^{191}$ and $\left.2^{196}\right)$. BN curves of 1024 -bit $p$ and BLS12 curves of 1152 -bit $p$ also offer 192 bits of security according to our experiments, and this matches [33] (Table 13). Our estimation is not precise enough to be confident for a recommendation at the 256 -bit security level. In particular, a model of the filtering step that matches the practical experiments of records computations is needed. Moreover, a model of the matrix density would be required.

## 8 Summary

In this paper, we have proposed an extension for the concept of Murphy's $\alpha$ function to the case of TNFS algorithm and which have helped us to refine the work of Barbulescu and Duquesne and to provide a better way to estimate the runtime of the algorithm. We have further provided an open source implementation of our approach for estimating the runtime of the TNFS algorithm for a range of finite fields coming from the elliptic curves suggested to be used in the pairing based cryptography.
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## A Implementation of $\alpha$ for NFS in cado-nfs

We briefly describe the implementation of $\alpha$ in cado-nfs [41]. The history (from July 2008) can be obtained with the command git show 1deffd89 from the git repository. A SageMath code is written in cado-nfs/polyselect/alpha.sage and the C code in cado-nfs/polyselect/auxiliary.c. The files makefb.sage and makefb.c in cado-nfs/sieve/ contain functions to compute explicitly roots of univariate polynomials modulo $\ell^{k}$ for a fixed $k$, while the alpha functions implicitly compute the number of roots modulo $\ell^{k}$. According the cado-nfs team, the authors and contributors of this code are S. Bai, P. Gaudry, G. Hanrot, E. Thomé, and P. Zimmermann. The two main algorithms are A. 1 and A.2. Algorithm A. 1 returns $\operatorname{val}_{\ell}(f)$ as defined in Section 4, given by Equation 4.8:

$$
\operatorname{val}_{\ell}(f)=\frac{n_{\ell}^{\mathrm{sim}}}{\ell+1} \frac{\ell}{\ell-1}+\sum_{i=1}^{\iota} \frac{m_{\ell, i}^{\mathrm{aff}}+m_{\ell, i}^{\mathrm{pro}}}{(\ell+1) \ell^{i-1}}+\frac{m_{\ell,,+1}^{\mathrm{aff}}+m_{\ell, \iota+1}^{\mathrm{pro}}}{(\ell+1) \ell^{\iota}} \frac{\ell}{\ell-1}
$$

where $n_{\ell}^{\text {sim }}$ is the number of simple roots of $f \bmod \ell$, and $m_{\ell, i}^{\text {aff }}, m_{\ell, i}^{\text {pro }}$ are the number of multiple affine, resp., projective roots of $f$ modulo $\ell^{i}$. One needs to compute precisely the number of roots of $f$ modulo $\ell, \ldots, \ell^{\iota+1}$. Note that we use the word root to denote the elements $r$ of $\mathbb{Z} / \ell^{k} \mathbb{Z}$ s.t. $f(r)=0 \bmod \ell^{k}$. When $\ell \mid \operatorname{Disc}(f)$, then it is possible to have more $r$ s than the degree of $f$.

Here is a sketch of the lifting process. Let $r$ be a root of $f$ modulo $\ell$, and $f^{\prime}(r)=0$, so that $r$ is a multiple root. Assume the simplest case where there is only one multiple root $r\left(n_{\ell}^{\text {sim }}=0\right.$, the number of multiple affine roots is $m_{\ell, 1}^{\text {aff }}=1$, and there is no projective root, $m_{\ell, 1}^{\text {proj }}=0$ ). We want to know $\iota$ and lift $r$ modulo $\ell^{2}, \ell^{3}, \ldots, \ell^{\ell}$.

Since $\ell \mid f(r)$, then $\ell \mid f(r+\ell X)$. Solving $f(r+\ell X) / \ell=0 \bmod \ell$ for $X \in$ $[0, \ell-1]$ gives lifts $r+\ell s$ of $r$ modulo $\ell^{2}$. Since $f(r+\ell X)=f(r)+f^{\prime}(r) \ell X \bmod \ell^{2}$ and $f^{\prime}(r)=0 \bmod \ell$, then $f(r+\ell X)=f(r) \bmod \ell^{2}$ and $r$ lifts to roots modulo $\ell^{2}$ if and only if $\ell^{2} \mid f(r)$. To generalise this process, we need Lemma 5.

```
Algorithm A.1: average_valuation_homogeneous_coprime( \(\left.f, \operatorname{Disc}_{f}, \ell\right)\)
Input: Irreducible polynomial \(f\), \(\operatorname{discriminant~} \operatorname{Disc}_{f}=\operatorname{Disc}(f)\), prime \(\ell\)
Output: \(\operatorname{val}_{\ell}(f)\)
if \(\left(\operatorname{Disc}_{f} \bmod \ell\right) \neq 0\) then
    return number_of_roots \((f, \ell) \cdot \ell /\left(\ell^{2}-1\right)=n_{f, \ell} \ell /\left(\ell^{2}-1\right)\)
else bad prime
    \(v \leftarrow\) average_valuation_affine \((f, \ell) \cdot \ell \quad\) affine roots
    \(v \leftarrow v+\) average_valuation_affine(Reverse \((f)(\ell X), \ell) \quad\) proj. roots
    \(v \leftarrow v /(\ell+1)\)
    return \(v\)
```

```
Algorithm A.2: average_valuation_affine \((f, \ell)\)
Input: Irreducible polynomial \(f\), prime \(\ell\)
Output: Contribution of affine roots
\(v \leftarrow \operatorname{val}_{\ell} \operatorname{cont}(f) \quad\) content of \(f: \operatorname{gcd}\) of coefficients
\(f_{v} \leftarrow f / \ell^{v}\)
for \(\bar{r} \in \operatorname{Roots}\left(f_{v} \bmod \ell\right)\) do
    if \(\left(f_{v}^{\prime} \bmod \ell\right)(\bar{r}) \neq 0\) then
        \(v \leftarrow v+1 /(\ell-1)\)
    else
        \(r \leftarrow \operatorname{lift}_{\mathbb{Z}}(\bar{r})\)
        \(f_{2} \leftarrow f_{v}(r+\ell X) \quad\) by construction, \(\ell \mid \operatorname{cont}\left(f_{2}\right)\)
        \(v \leftarrow v+\) average_valuation_affine \(\left(f_{2}, \ell\right) / \ell\)
return \(v\)
```

Lemma 5. Let $f(X)$ be a monic irreducible polynomial in $\mathbb{Z}[X]$ and let $r$ be a multiple root of $f$ modulo a prime $\ell$, that is $f^{\prime}(r)=0 \bmod \ell$, where $f^{\prime}(X)$ is the formal derivative of $f(X)$. Let $v=\operatorname{val}_{\ell}(\operatorname{cont}(f(r+\ell X)))$. We have $v \geq 1$. If $v \geq 2$, then r lifts to $\ell^{v-1}$ roots modulo $\ell^{v}$.

Proof of Lemma 5. First expand the formula

$$
\begin{equation*}
f(r+\ell X)=g_{0}+g_{1} X+g_{2} X^{2}+\ldots+g_{d} X^{d} \tag{A.1}
\end{equation*}
$$

where $g_{i} \in \mathbb{Z}$. By definition, the content of $f(r+\ell X)$ is the gcd of the coefficients $g_{i}$ and since we set $v=\operatorname{val}_{\ell} \operatorname{cont}(f(r+\ell X))$, then $\ell^{v}$ divides each $g_{0}, g_{1}, \ldots, g_{d}$ and $f(r+\ell X)$ is identically 0 modulo $\ell^{v}$. Let us replace $X$ by $a=a_{1}+a_{2} \ell+$ $a_{3} \ell^{2}+\ldots+a_{v-1} \ell^{v-2}$ in Eq. (A.1):

$$
\begin{equation*}
f(r+\ell a)=g_{0}+g_{1} a+g_{2} a^{2}+\ldots+g_{d} a^{d}=0 \bmod \ell^{v} \tag{A.2}
\end{equation*}
$$

and this shows that the root $r$ lifts to $\ell^{v-1}$ roots modulo $\ell^{v}$.
The initial call to algorithm A. 2 with input $f, \ell$ in our setting has cont $(f)=1$ so $v=\operatorname{val}_{\ell}(\operatorname{cont}(f))=0$ and $f_{v}=f$, and since we assumed that there is only one multiple root $r$, then the execution arrives at line 8 where $f_{2}=f(r+\ell X)$, then at line 9 and the algorithm is called (recursively) with the input $\left(f_{2}=f(r+\ell X), \ell\right)$.

We now concentrate on this second run of Alg. A. 2 with inputs $f_{2}$ and $\ell$. Let $v$ be the valuation at $\ell$ of the content of $f_{2}=f(r+\ell X)$, in other words,
$\ell^{v} \mid \operatorname{cont}(f(r+\ell X))$. According to Lemma 5, we can lift $r \bmod \ell$ to $\ell^{v-1}$ roots modulo $\ell^{v}$ of the form

$$
\begin{equation*}
r+c_{1} \ell+c_{2} \ell^{2}+c_{3} \ell^{3}+\ldots+c_{v-1} \ell^{v-1} \quad\left(\bmod \ell^{v}\right) \tag{A.3}
\end{equation*}
$$

where $c_{i} \in[0, \ell-1]$ can take $\ell$ values, so there are $\ell^{v-1}$ roots above $r$. This means that the number of affine roots modulo $\ell^{i}$ is $m_{\ell, i}^{\text {aff }}=\ell^{i-1}$ for $i$ from 1 to $v$, and $\sum_{i=1}^{v} m_{\ell, i}^{\text {aff }} / \ell^{i-1}=v$. Algorithm A. 2 line 9 adds $v$ to the contribution of roots modulo $\ell$ and calls itself with the new inputs $f_{2}=f_{v}(r+\ell X), \ell$ (this is recursive).

Let us set a break-point at line 9 . We know that $f$ has one root modulo $\ell$ : $m_{\ell, 1}^{\text {aff }}=\#\{r\}=1$, and this root lifts to $\ell^{k-1}$ roots modulo $\ell^{k}$ for all $2 \leq k \leq v$ : $m_{\ell, k}^{\text {aff }}=\ell^{k-1}$. We need to count the number of roots modulo $\ell^{v+1}$, and this corresponds to the number of roots $s$ of $f_{v}$. Here we need Lemma 6 .

Lemma 6. Let $f$ be an irreducible polynomial in $\mathbb{Z}[X]$ and $r$ a multiple root of $f$ modulo a prime $\ell$, that is, $f^{\prime}(r)=0 \bmod \ell$. Let $v=\operatorname{val}_{\ell}(\operatorname{cont}(f(r+\ell X)))$ and $f_{v}=f(r+\ell X) / \ell^{v}$. The root r lifts to $\ell^{v-1}$ roots modulo $\ell^{v+1}$ of the form $r+s \ell+a_{2} \ell^{2}+a_{3} \ell^{3}+\ldots+a_{v} \ell^{v}$ where $a_{i} \in[0, \ell-1]$ and $s$ is a root of $f_{v}(X)$ modulo $\ell$. If $f_{v}(X)$ has no root modulo $\ell$ then $r$ does not lift modulo $\ell^{v+1}$.

Proof of Lemma 6. Write

$$
\ell^{v} f_{v}(X)=f(r+\ell X)
$$

hence by Lemma 5 , for any $a=a_{1}+a_{2} \ell+a_{3} \ell^{2}+\ldots+a_{v-1} \ell^{v-2}$, we have $\ell^{v} f_{v}(a)=f(r+\ell a)=0 \bmod \ell^{v}$. We want to lift this equation modulo $\ell^{v+1}$. Since $\ell^{v}$ divides $\ell^{v} f_{v}(X)$, to lift $r$ from $\ell^{v}$ to $\ell^{v+1}$, we only need to solve $f_{v}(X)=0 \bmod \ell$. Let $s$ be a root of $f_{v}(X)$ modulo $\ell$ if any. Then

$$
\ell^{v} \underbrace{f_{v}(s)}_{=0 \bmod \ell}=f(r+\ell s)=0 \bmod \ell^{v+1}
$$

but one can also replace $s$ by any element $s+a \ell=s+\ell\left(a_{2}+a_{3} \ell+\ldots+a_{v} \ell^{v-2}\right)$ and obtain an equality modulo $\ell^{v+1}$ :

\[

\]

and since $s+a \ell=s \bmod \ell$, then $f_{v}(s+a \ell)=0 \bmod \ell$, and $f(r+\ell(s+a \ell))=$ $0 \bmod \ell^{v+1}$. This shows that there are $\ell^{v-1}$ roots of $f$ modulo $\ell^{v+1}$ of the form

$$
r+s \ell+a_{2} \ell^{2}+a_{3} \ell^{3}+\ldots+a_{v} \ell^{v}
$$

where $a_{i} \in[0, \ell-1]$ and $f_{v}(s)=0 \bmod \ell$. If $f_{v}(X)=0$ has no solution modulo $\ell$, then $r$ does not lift modulo $\ell^{v+1}$.

According to Lemma 6, each root $s$ of $f_{v}$ corresponds to a lift of the root $r$ modulo $\ell^{v+1}$, and $f$ has $\ell^{v-1}$ roots modulo $\ell^{v+1}$ of the form

$$
r+s \ell+c_{2} \ell^{2}+\ldots+c_{v-1} \ell^{v-1}+c_{v} \ell^{v} \quad\left(\bmod \ell^{v+1}\right)
$$

In other words, solving $f(r+\ell X)=0 \bmod \ell$ fixed the variable $c_{1}$ in Eq. (A.3). If $f_{v}^{\prime}(s) \neq 0 \bmod \ell$ then the lifting process is over: $\iota=v+1$, the algorithm accounts for the contribution of one more root $s$ modulo $\ell^{v+1}\left(m_{\ell, v+1}=\ell^{v-1}\right)$ and terminates, with $\sum_{k=v+1}^{\infty} m_{\ell, k} / \ell^{k-1}=\sum_{k=v+1}^{\infty} \ell^{v-1} / \ell^{k-1}=1 /(\ell-1)$. The contributions of the roots modulo $\ell$, with $n_{\ell}=0, m_{\ell, 1}=1, m_{\ell, k}=\ell^{k-1}$ for $1 \leq k \leq v$, and $m_{\ell, v}=\ell^{v-1}$ is finally

$$
\begin{align*}
& \operatorname{val}_{\ell}(f)=\frac{1}{\ell+1}\left(\sum_{k=1}^{v} \frac{m_{\ell, k}}{\ell^{k-1}}+\sum_{k=v+1}^{\infty} \frac{m_{\ell, v+1}}{\ell^{k-1}}\right)= \\
& \frac{1}{\ell+1}\left(\#\{r\}+\sum_{k=2}^{v} \frac{\#\left\{r+c_{1} \ell+\ldots+c_{k-1} \ell^{k-1}: c_{i} \in[0, \ell-1]\right\}}{\ell^{k-1}}\right. \\
& \left.+\sum_{k=v+1}^{\infty} \frac{\#\left\{r+s_{1} \ell+\ldots+s_{k-v} \ell^{k-v}+\ldots+c_{k-1} \ell^{k-1}: c_{i} \in[0, \ell-1], s_{i} \text { fixed }\right\}}{\ell^{k-1}}\right) \\
& \quad=\frac{1}{\ell+1}\left(1+\sum_{k=2}^{v} \frac{\ell^{k-1}}{\ell^{k-1}}+\sum_{k=v+1}^{\infty} \frac{\ell^{v-1}}{\ell^{k-1}}\right)=\frac{1}{\ell+1}\left(v+\frac{1}{\ell-1}\right) \quad \text { (A.4) } \tag{A.4}
\end{align*}
$$

This explains line 5 of Algorithm A.2, and $\iota=v+1$.
Finally we have the following Lemma 7.
Lemma 7. Let $f(X)$ and $r$ as above, and $v=\operatorname{val}_{\ell}(\operatorname{cont}(f(r+\ell X))), f_{v}=$ $f(r+\ell X) / \ell^{v}$. Let $s$ be a root of $f_{v}$ modulo $\ell$. Then

1. if $f_{v}^{\prime}(s) \neq 0 \bmod \ell$ then the lifting process stabilises, and the number of roots of $f$ modulo $\ell^{k}$ for $k>v$ is constant and equals $\ell^{v-1}$.
2. if $f_{v}^{\prime}(s)=0 \bmod \ell$ then the lifting process of Lemma 5 and Lemma 6 can be applied recursively with $f$ replaced by $f_{v}$.

Numerical example. Let $f=X^{5}+12 X^{3}+12 X^{2}-11 X+8$ be an irreducible monic polynomial of $\mathbb{Z}[x], \operatorname{Disc}(f)=2^{9} \cdot 3^{5} \cdot 5^{3} \cdot 19 \cdot 23$, and $\alpha(f, 2000)=0.511$. We compute the number of (affine) roots of $f$ modulo $\ell \in\{2,3,5\}$.

Let $\ell=2$. Then $f=X^{5}+X=X(X+1)^{4}(\bmod 2)$ and $f^{\prime}(X)=X^{4}+1=$ $(X+1)^{4} \bmod 2$. The polynomial $f$ has one simple root $r=0$ and one multiple root $r=1$ of multiplicity 4 , modulo $2: n_{2,1}=1, m_{2,1}=1$. The simple root $r=0$ will lift to one root modulo $2^{k}$ for any $k$, and $n_{2, k}=1$. The recursive formula $f_{i+1}=f_{i}(r+2 X) / 2$ can be used to obtain a lift. For instance, $f_{1}=f(0+2 X) / 2=X(\bmod 2)$ has root 0 . Then $f_{2}=f_{1}(0+2 X) / 2=X$ $(\bmod 2)$ has again root $0 ; f_{3}=f_{2}(0+2 X) / 2=X+1(\bmod 2)$ has root 1 . We deduce that $f\left(0+0 \cdot 2+0 \cdot 2^{2}+1 \cdot 2^{3}\right)=0\left(\bmod 2^{4}\right)$.

The root $r=1$ requires more care. We have $f(1)=22=0 \bmod 2$. Let us compute $f(1+2 X)=2\left(16 X^{5}+40 X^{4}+88 X^{3}+116 X^{2}+54 X+11\right), v=$ $\operatorname{val}_{2} \operatorname{cont}(f(1+2 X))=1$ and set $f_{1}(x)=f(1+2 X) / 2$. Now $f_{1}(X)=1 \bmod 2$ has no root modulo 2 , and the lifting process ends. It means that $f(X)$ has no root modulo 4 above the root 1 . Finally $n_{2, k}=1$ and $m_{2, k}=0$ for any $k \geq 2$. We apply the formula with $\ell=2$ and $v=1$ :

$$
\operatorname{val}_{2}(f)=\frac{n_{\ell}}{\ell+1} \frac{\ell}{\ell-1}+\frac{1}{\ell+1}\left(\sum_{k=1}^{v} \frac{m_{\ell, k}}{\ell^{k-1}}+\sum_{k=v+1}^{\infty} \frac{m_{\ell, v+1}}{\ell^{k-1}}\right)=\frac{2}{3}+\frac{1}{3}=1
$$

| 8 |  | 16 | 1 |
| :---: | :---: | :---: | :---: |
| 1 |  | 8 | 1 |
| 0 |  |  | 1 |
| 1 |  | 4 | 1 |
| 0 |  | 2 | 2 |
| 1 | 1 | 2 | 2 |
| 0 | 1 |  |  |
| simple | mult. | $2^{k}$ | $n_{2, k}$ |
| root | root |  |  |

Figure 5: Lifting pattern modulo $2^{k}$.

The lifting pattern is sketched in Fig. 5.
Let $\ell=3$. Here is the pattern of roots $\bmod 3^{i}$, for any $c_{i}$ in $[0, \ell-1]$ :

$$
\begin{array}{ll}
3 \mid f(2) & n_{3}=1 \\
3^{2} \mid f\left(2+3 c_{1}\right) & n_{3^{2}}=3 \\
3^{3} \mid f\left(2+0 \cdot 3+3^{2} c_{2}\right) & n_{3^{3}}=3 \\
3^{4} \mid f\left(2+0 \cdot 3+3^{2} c_{2}+3^{3} c_{3}\right) & n_{3^{4}}=9 \\
3^{5} \mid f\left(2+0 \cdot 3+1 \cdot 3^{2}+3^{3} c_{3}+3^{4} c_{4}\right) & n_{3^{5}}=9 \\
3^{6} \nmid f & n_{3^{6}}=0
\end{array}
$$

More precisely, $f(X)=X^{5}+X+2 \bmod 3$ has one root $f(2)=0 \bmod 3$ with multiplicity 2 , and $f^{\prime}(X)=2 X^{4}+1=-\left(X^{2}+1\right)(X+1)(X+2) \bmod 3$. We have $f(2)=162=2 \cdot 3^{4}$ and $3^{2} \mid f(2+3 X)$. It means that the root $r=2 \bmod \ell$ lifts to any root $r=2+3 s \bmod \ell^{2}$. Since $3^{2} \mid f(2+3 X)$, we set $f_{2}(X)=f(2+3 X) / 3^{2}$, and $f_{2}(x)=2 X^{2} \bmod 3$ has one root $f_{2}(0)=0 \bmod 3$ with multiplicity 2. Again $3^{2} \mid f_{2}(0+3 X)$, wet set $f_{3}(X)=f_{2}(0+3 X) / 3^{2}$ and $f_{3}(X)=2 X^{2}+2 X+2 \bmod 3$ has one root $f_{3}(1)=0 \bmod 3$ with multiplicity 2 . Finally $3 \mid f_{3}(1+3 X)$, we set $f_{4}=f_{3}(1+3 X) / 3$ and $f_{4}=2 \bmod 3$ has no root modulo 3 . We apply the formula with $\ell=3$ :

$$
\operatorname{val}_{3}(f)=\frac{1}{3+1} \sum_{k=1}^{5} \frac{m_{3, k}}{3^{k-1}}=\frac{1}{4}\left(\frac{1}{1}+\frac{3}{3}+\frac{3}{3^{2}}+\frac{9}{3^{3}}+\frac{9}{3^{4}}\right)=25 / 36
$$

The lifting pattern is sketched in Fig. 6.


Figure 6: Lifting pattern modulo $3^{k}$.
Let $\ell=5$ and compute the roots of $f$ modulo $5^{i}$. First $f(X)=X^{5}+2 X^{3}+$ $2 X^{2}+4 X+3 \bmod 5$ has one root $f(3)=0 \bmod 5$ with multiplicity 3 . Since
$5^{2} \mid f(3+5 X)$, we set $f_{2}(X)=f(3+5 X) / 5^{2}$ and $f_{2}(X)=3 X+1 \bmod 5$ has one root $f_{2}(3)=0 \bmod 5$ with multiplicity 1 , the lifting process ends (Fig. 7). We count the roots as follows, where $c_{i}, s_{i} \in[0,4], c_{i}$ takes any value and $s_{i}$ is fixed:

$$
\begin{array}{ll}
5 & f(3) \\
5^{2} \mid f\left(3+5 c_{1}\right) & n_{5}=1 \\
5^{3} \mid f\left(3+3 \cdot 5+5^{2} c_{2}\right) & n_{5^{2}}=5 \\
\vdots & n_{5^{3}}=5 \\
5^{k} \mid f\left(3+3 \cdot 5+s_{2} \cdot 5^{2}+\ldots+s_{k-2} \cdot 5^{k-2}+c_{k-1} \cdot 5^{k-1}\right) & \vdots \\
n_{5^{k}}=5
\end{array}
$$

We apply the formula with $\ell=5$ :

$$
\operatorname{val}_{5}(f)=\frac{1}{5+1}\left(\sum_{k=1}^{3} \frac{m_{5, k}}{5^{k-1}}+m_{5,3} \sum_{k=4}^{\infty} \frac{1}{5^{k-1}}\right)=\frac{1}{6}\left(\frac{1}{1}+\frac{5}{5}+\frac{5}{5^{2}}+5 \frac{1}{100}\right)=\frac{3}{8}
$$



Figure 7: Lifting pattern modulo $5^{k}$.

## B Application: Counting the Number of Roots

Implicitly, the algorithms A. 1 and A. 2 count the number of roots of $f$ modulo $p^{k}$ until the pattern stabilises. We can easily modify the algorithms to count explicitly $n_{p^{k}}$ : these are Algorithms B. 1 and B.2. It is also possible to change the Algorithms of Section 5 to count the number of roots of polynomials modulo prime ideals.

```
Algorithm B.1: no_roots_f_mod \(\left(f, \operatorname{Disc}_{f}, \ell, k\right)\)
Input: Irreducible polynomial \(f\), discriminant \(\operatorname{Disc}(f)\), prime \(\ell\), integer \(k>0\)
Output: \(n_{\ell^{k}}\) number of roots of \(f\) modulo \(\ell^{k}\)
if \((\operatorname{Disc}(f) \bmod \ell) \neq 0\) then
    return number_of_roots \((f, \ell)\)
else bad prime
    \(n_{\ell^{k}}^{\text {aff }} \leftarrow\) no_roots_f_mod_rec \((f, \ell, k) \quad\) affine roots
    \(n_{\ell^{k}}^{\text {pro }} \leftarrow 0\)
    if leading_coefficient \((f)=0 \bmod \ell\) then
        \(n_{\ell^{k}}^{\text {pro }} \leftarrow 1\)
        if \(k \geq 2\) then
            \(n_{\ell^{k}}^{\text {pro }} \leftarrow\) no_roots_f_mod_rec \((\operatorname{Reverse}(f)(\ell X) / \ell, \ell, k-1)\) proj. roots
    return \(n_{\ell^{k}}^{\text {aff }}+n_{\ell^{k}}^{\text {pro }}\)
```

```
Algorithm B.2: no_roots_f_mod_rec \((f, \ell, k)\)
Input: Irreducible polynomial \(f\), prime \(\ell\), positive integer \(k\)
Output: \(n_{\ell^{k}}(f)\)
\(v \leftarrow \operatorname{val}_{\ell} \operatorname{cont}(f) ; f_{v} \leftarrow f / \ell^{v} \quad\) content of \(f:\) gcd of coefficients
if \(v \geq k\) then \(n_{\ell^{k}}=\ell^{k}\)
else if \(k=1\) then \(n_{\ell^{k}}=\# \operatorname{Roots}\left(f_{v} \bmod \ell\right)\)
else
    \(n_{\ell^{k}}=0\)
    for \(\bar{r} \in \operatorname{Roots}\left(f_{v} \bmod \ell\right)\) do
        if \(\left(f_{v}^{\prime} \bmod \ell\right)(\bar{r}) \neq 0\) then simple root, end of lifting
            \(n_{\ell^{k}} \leftarrow n_{\ell^{k}}+\ell^{v} \quad\) the lifting pattern stabilises, eq. (A.4)
        else multiple root, lifting one more step
            \(r \leftarrow \operatorname{lift}_{\mathbb{Z}}(\bar{r}) \quad\) a lift in \(\mathbb{Z}\) s.t. \(r=\bar{r} \bmod \ell\)
                \(f_{2} \leftarrow f_{v}(r+\ell X) / \ell \quad\) by construction, \(\ell \mid \operatorname{cont}\left(f_{2}\right)\)
        \(n_{\ell^{k}} \leftarrow n_{\ell^{k}}+\ell^{v} *\) no_roots_f_mod_rec \(\left(f_{2}, \ell, k-v-1\right)\)
return \(n_{\ell^{k}}\)
```

