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Abstract. The aim of white-box cryptography is to protect a secret key in a white-
box environment in which an adversary has full control ability over the computer’s
execution process and the running environment. In order to solve the issues of lower
security in static white-box algorithm and inconvenient application in traditional
dynamic white-box algorithm, it is proposed that a white-box block cipher scheme
based on dynamic library named WBCD. In this scheme, look-up tables and affine
transformations are used to construct dynamic white-box library, which ensure that
the different look-up tables can be used for each round of encryptions. In order to
illustrate the effectiveness of WBCD, it is designed a novel white-box mechanism
(WBDL) based on dynamic library, ,which adopt MDS matrix. In this mechanism,
different round-keys have been employed to implement encryption by randomly
selecting look-up tables in each round of operations. According to the analysis, WBDL
mechanism can resist differential attack, linear attack, BGE attack and side channel
energy attack against SM4. After being calculated and tested, WBDL mechanism
requires 466.914KB of memory to store the look-up tables, maximum differential
probability(MDP) of each round is 2−26, maximum linear probability(MLP) of each
round is 2−25.61, the encryption speed can reach to 0.273×10−3 Gbps, and decryption
speed can achieve 0.234×10−3 Gbps. Our mechanism has better security and working
efficiency, which can be used in mobile communication security and digital payment
security.

Keywords: white-box cryptography; dynamic white-box; SM4; look-up table; affine
transformation

1 Introduction

It is of great security significance to design secure and efficient white-box cryptographic
algorithms. Therefore the ultimate purpose of applying the white-box cipher is to resist
the white-box attack and provide effective security protection [1] . Since the concept was
proposed, there have been two main branches for the research and construction of white-box
cryptographic algorithms. The first strategy is to transform the standard cryptographic
algorithm into white-box cryptographic algorithms, which can be used in the white-box
attack environment [2] .The research results are mainly focused on block cipher algorithms.
The second branch is to innovate the structure to construct a new white-box cryptography
algorithm [3] . Including the constructions based on ASASA structure and its derivative
structure, lightweight white-box encryption scheme and so on [3] .
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1.1 White-box Related Work
In 2002, Chow et al. proposed the concept of white-box attack context WBAC [1] . It
assumed that the attacker had completely controlled over the user’s device terminal and
owned special permission to monitor, observe and change the running process arbitrarily and
internal data of the program. The attacker could get entire key under this circumstance. But
Chow [2] also gave the countermeasures, he decomposed the cipher algorithm into multiple
steps, and inserted some random mixing bijections into each step as fuzzy processing. He
proposed the first white-box AES algorithm (Advanced Encryption Standard) [1] and the
first white-box DES algorithm [2]. By using a set of key-dependent look-up tables. Later,
Billet et al. [4] used BGE attack and Jacob et al. [5] used injection fault attack to extract
the key successfully.

In 2006, Julien et al. [6] applied the idea of obfuscation to the design of white-box AES
algorithm and proposed a method of white-box construction, the security of this approach
due to polynomial. In 2009, Yaying Xiao and Xuejia Lai [7] proposed an improved algorithm
for Chow’s white-box AES algorithm, this improved algorithm broke the boundary of each
round and recombined the operation steps, increased the time complexity of BGE attack.
However, in 2010, Mulder et al. [8] cracked the Bringer’s white-box AES algorithm by
using algebraic analysis. In 2012, Mulder et al. [9] used linear/affine equivalent algorithm
to crack the Xiao-Lai’ white-box AES algorithm.

In 2010, Park et al.[10] proposed the concept of dynamic white-box cryptography, which
used a specific mode with dual-key acceleration to speed up the calculation operations, so
that the key could be updated in real time.In 2011, Karroumi [11] proposed a white-box AES
algorithm with double keys, and the complexity of BGE attack was 291.In 2013, Lepoint
et al. [12] broke Karroumi’s white-box AES algorithm. In 2014, Rui Luo [13] proposed
an improved white-box AES algorithm in which each look-up table contained a two-byte
round key. In 2016, Baek et al. [14] introduced an idea to obfuscate two 128-bit algorithms
simultaneously with 256-bit input/output encoding. In 2016, Sasdrich et al. [15] proposed
the implementation of white-box AES algorithm in reconfigurable hardware platform and
evaluated their method under the assumption of a grey box attacking situation, however,
experiments showed that their method could not resist side channel attack (SCA) attacks.
In 2016, Kunpeng Baiet al [16] proposed a white-box implementation scheme for SM4
algorithm based on look-up tables, which could protect large linear encoding from being
counteracted. In 2017,Banik et al. [17] proposed a zero-difference enumeration (ZDE)
attack, then, they designed a method to protect the white-box binary files under ZDE
attack. In 2018, Tao XU et al. [18] constructed one white-box algorithm by using the
method of obfuscating round boundaries. In 2018, Tao Xu et al. [19] proposed a white-box
AES algorithm based on substitution and linear transformation, which could resist existing
typical attacks.

In recent years, the research on the white-box of existing algorithms is not limited to
block cipher algorithms. In 2017, Jie Zhou et al. [20] designed a software implementation
method for white-box SM2 algorithm based on Chinese Remainder Theorem, which
effectively protected the security of private key storage and reduced the storage space
for calculation. In 2018, Dawu Gu et al. [21] described the implementation method of
white-box SM2 algorithm in the digital signature scenario, which could ensure the security
of the signature private key. In 2018, Debiao He et al. [22] published the white-box
implementation method for SM9 digital signature, which could protect the private key of
SM9’s signature under the white-box attacks. In 2019, Bock [23] described new methods
for evaluating the security of white-box implementations, which did not require extra
look-up tables.

All of the above white-box algorithms were transformed from the respective standard
cipher algorithms. However, in recent years, many researchers have developed new white-
box cryptographic algorithms by designing novel and independent white-box cryptographic
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structures.
In 2014, Alex Biryukov et al.[3] proposed a white-box algorithm based on the structure

of Affine-Sbox, in which the key was encapsulated in a table in ASASA, however, this
structure was attacked by Minaud et al. [24] and Dinur et al. [25].In 2015, Biryukov
and Khovratovich [26] showed that the structures such as ASASASAS and SASASASAS
could be attacked by decomposition algorithms if the block’s length l and the box’s size
S satisfied the condition s2 <= l. In 2015, Bogdanov and Isobe [27] proposed a special
white-box scheme, they used the Feistel network and implemented the loop function. In
2017, Yang Shi et al. [28] proposed a lightweight white-box scheme, in which the encryption
and decryption algorithms were based on a substitution-permutation network composed
of random secure components. In 2016 and 2017, Jihoon Cho et al. proposed the mixed
white-box scheme [29] and the WEM scheme respectively [30]. In 2017, Tingting Lin [31]
proposed a new scheme based on non-equilibrium Feistel network and the structure of
ASASASASASA, which had higher white-box diversity and white-box confusion.

With the deepening of research, the application field of white box passwords has
gradually expanded. In 2015, Yang Shi et al. [32] proposed a lightweight white-box
symmetric encryption algorithm for wireless sensor network, which incorporated several
important steps of SM4 algorithm into the look-up tables by applying random mixed
bijections. In 2018, Lu Zhou et al. [33] proposed a lightweight white-box block cipher
for the internet of things. In 2019, Şengel et al. [34] developed a mobile payment system
based on the white-box algorithm to protect consumers’ digital cash and the confidentiality
of their transaction information.

Based on the analysis about these academic literatures, the static white-box crypto-
graphic algorithms with definitive secret key have been researched for a long time, the
static white-box library will have to be updated regularly when it is being used, and its
security also is lower. So, the dynamic white-box cryptographic algorithms are getting
more and more concerns these years. However, the design and implementation for ordinary
dynamic white-box cryptographic algorithms are complicated, and it is also inconvenient
to use them in real information system. In order to solve these issues, we abandon the
traditional concept on initial key in the static white-box cryptographic algorithms, a novel
dynamic white-box block cipher scheme is proposed, which is easier to implement on
software platform than the ordinary dynamic white-box algorithms.

1.2 MDS matrix

The MDS matrix can reach the upper bound of the number of branches, and it can
effectively resist differential analysis and linear analysis, which is a common tool for
constructing linear diffusion layers of block ciphers [35]. In 2003, literature [36] proposed
that MDS matrices that are easy to implement can be searched from special matrices such
as cyclic shift matrix, Cauchy matrix, and Hadamard matrix. In the 1990s, literature [37]
and literature [38] proposed the idea and construction method of designing MDS matrices
by using Cauchy matrix, but the number of MDS matrices that can be constructed is not
many, that is, when the matrix series is given, this Both methods can only construct one or
a few MDS matrices. In 2010, literature [39] based on the construction method of Cauchy
matrix and Hadamard matrix gave a kind of construction method of Cauchy-Hadamard
matrix. In 2016, Sarkar et al. [40] used a special structure matrix, Toeplitz matrix, to
construct a 4∗4MDS matrix on the finite field F24 and F28 , XORs reached the optimal
results at that time. In 2017, Jean et al. [41] presented a new XORs calculation method.
The new calculation method does not consider the use of temporary registers. This is
easier to implement in practical applications and can reduce the XORs of the matrix.
Using the new XORs calculation method, literature [42] constructed a multi-dimensional
MDS circulant matrix with XORs superior to the known optimal results at that time.
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1.3 Our Contributions
The contributions in our article include:

(1) WBCD is proposed. We propose a white-box block cipher scheme based on dynamic
library named WBCD. We abandon the concept of the traditional initial key in static
white-box cryptosystem. Look-up tables and affine transformations are used to construct
dynamic white-box library, which ensure that the different look-up tables can be used for
each round of encryptions. By using Hadamard-type MDS matrices, both the security and
computing efficiency have been improved.

(2) WBDL is designed and tested. In order to show the effectiveness of WBCD, we
design a white-box mechanism (WBDL) based on the dynamic library. In this mechanism,
different round-keys are employed to implement encryption by randomly selecting look-up
tables in each round of operations. According to the analysis, WBDL mechanism can resist
differential attack, linear attack, BGE attack and side channel energy attack against SM4.
After being calculated and tested, the encryption speed in WBDL can reach 0.268× 10−3

Gbps.The maximum differential probability MDP is 2−26 = 32/231the maximum linear
probability MLP is 2−25.61(= 84 · 2−32). Our mechanism has better security and working
efficiency.

1.4 Organization
The structure of this article is as follows: In the first section, we introduce the background
and development situation of the white-box cryptography, the basic knowledge of static
white-box and dynamic white-box is introduced in the second section. Afterwards, in
the third section, the WBDL mechanism is introduced, the correctness of encryption and
decryption processes in WBDL is validated. We conduct a comprehensive analysis for
WBDL mechanism in the fourth section. The last section is the summary and prospect.

2 Preliminaries
2.1 Symbol description

Table 1: Symbol description

Symbol Symbolic meaning

+ Add on real field

− Sub on real field

× Multiplication on real field⊕
Add on finite field (modulo 2 addition)

· Multiplication on finite field
n−1
⊕
i=0

ai Addition summation of n elements on finite fields

AT Transposition of matrix A

◦ Synthesis of invertible affine transformation
operations

E Identity matrix
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2.2 Static and dynamic white-box analysis
The implementation of white-box cryptography can be divided into two types: static
white-box and dynamic white-box. Both static white-box and dynamic white-box are
generated by standard cryptographic algorithms processed by white-box. On the one hand,
the secret keys in the static white-box are combined with the nonlinear transformation
in the cryptography algorithm to form a number of look-up tables, then, these look-up
tables will be uniformly stored to form the white-box library[7]. At this time, the keys
are a fixed part in the look-up tables, and the user can directly input the plaintext in the
static white-box library for encryption and decryption. On the other hand, the keys in
the dynamic white-box are separable from the look-up tables[43]. The comparison of the
static white-box and dynamic white-box is shown in Figure 1.

Figure 1: Comparison of static white-box and dynamic white-box

(1)Static white-box
In the static white-box cipher algorithms, the white-box library can be built by the keys
processed by white-box cryptography, the white-box library has specific encryption and
decryption functions, which can protect the security of the original keys effectively under
the white-box attack environment. By regenerating the white-box library, the keys in the
static white-box can be updated.

In 2002, Chow et al. first proposed the white-box AES scheme. The main idea was to
transform the AES algorithm into a series of independent look-up tables, and they used
the combination of internal and external encoding to hide the keys.

Xiao-Lai’s white-box SM4 scheme[7]was a white-box construction based on the SM4
algorithm. Its plaintext length and key length were both 128 bits, and the ciphertext
length was also 128 bits. Furthermore, the encryption process consisted of 32 rounds
of iterative operations and reverse order transformations. Each round of operation was
divided into three parts: Part 1, Part 2 and Part 3. The overall structure of Xiao-Lai’s
white-box SM4 scheme was shown in Figure 2.The network coding was adopted, the output
encoding of the previous transformation was counteracted by the input encoding of the
next transformation. So, the input scrambling codes and output scrambling codes were
needed before and after each transformation. Moreover, the input/output scrambling codes
of transformation were used to form a look-up table, which the keys would be hidden in it.

In general, the first part performed three affine transformations and two XOR operations,
the second part performed four 8-bit to 32-bit look-up tables and three XOR operations,
and the third part performed two affine transformations and one XOR operation. In this
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way, the affine transformations were used to generate the input/ output encoding, and the
keys were hidden in the look-up tables. Even if the cryptanalyst could read the computer
memory, it was nearly impossible to obtain the key information.

Figure 2: Xiao-Lai’s static white-box structure

(2)Dynamic white-box
In the dynamic white-box algorithms, it is unnecessary to update secret keys after the
dynamic white-box library being generated, which is a highlighted strongpoint compared
with static white-box, the original keys were transformed into the white-box keys by the
white-box cryptography technology. The attacker cannot obtain any useful information
about the original keys by analyzing the white-box keys[10].

In a dynamic white-box, the white-box library files can be obtained through a com-
bination parameter in commands from library file, and the white-box key files can be
obtained through a combination parameter in commands from key file. It becomes very
easier to update the secret keys by the encryption operation according to the white-box
library file and the decryption operation with the white-box key file. Moreover, there is no
need to update the white-box library file when updating the keys, of course, the dynamic
white-box is also functionally compatible with the static white-box[43].

In dynamic white-box, the look-up table’s source file can be generated dynamically
and randomly according to the certain generation rules, thereby it should ensure that
every look-up table’s source files generated by each library files are different from each
other, and the white-box library files generated by each keys are also different. When
the keys are updated, the server only needs to send a changeable look-up table related to
the particular key, the space occupancy will become very small. According to the user’s
business requirements and data processing ability, different encryption intensity can be
configured flexibly, and the key updating mode is also more flexible and efficient.
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2.3 SM4 algorithm
(1)Encryption/decryption process

The SM4 algorithm encryption/decryption process consists of 32 iteration operations and
1 reverse order transformation.

Define the reverse order transformation as:R(A0, A1, A2, A3) = (A3, A2, A1, A0),Ai ∈
Z32

2 ,i = 0,1,2,3.
Assuming that the input of plaintext m is (X0, X1, X2, X3) ∈ (Z32

2 )4,the output of
ciphertext is (Y0, Y1, Y2, Y3) ∈ (Z32

2 )4,and the round key is rki ∈ Z32
2 ,i = 0,1,2,3...31.and

the white-box key files can be obtained through a combination parameter in commands
from key file.

Xi+4 = F (Xi, Xi+1Xi+2Xi+3rki) = Xi ⊕ T (Xi+1 ⊕Xi+2 ⊕Xi+3 ⊕ rki),i = 0,1,2,3...31.

(Y0, Y1, Y2, Y3) = R(X32, X33, X34, X35) = (X35, X34, X33, X32).

Where F is a round function and T is a synthetic permutation.
The structure of decryption transformation is the same as that of encryption transfor-

mation, the only difference is the order of using round keys. The order of encryption key
is (rk0, rk1, ..., rk31) , and decryption key is (rk31, ..., rk1, rk0) .

(2)Round function F

The SM4 algorithm uses a non-linear iterative structure and performs cryptographic
operations in units of words. The round function is F (Xi, Xi+1Xi+2Xi+3rki) = Xi ⊕
T (Xi+1 ⊕ Xi+2 ⊕ Xi+3 ⊕ rki),where (Xi, Xi+1Xi+2Xi+3) ∈ (Z32

2 )4 are the input and
rki ∈ Z32

2 are the round key, and an iterative operation is a round of transformation, as
shown in Figure 3.

Figure 3: Schematic diagram of SM4 algorithm round function

The synthetic permutation T : Z32
2 → Z32

2 in SM4 algorithm is a reversible transforma-
tion, which is composed of nonlinear transformation τ and linear transformationL,T (·) =
L(τ(·)) . Synthetic permutation T plays a role of confusion and diffusion in SM4 operation.

1©Non-linear transformation τ
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The nonlinear transformation τ consists of 4 parallel S boxes. Let input be A =
(a0, a1, a2, a3) ∈ (Z8

2 )4 and output be B = (b0, b1, b2, b3) ∈ (Z8
2 )4, then (b0, b1, b2, b3) =

τ(A) = (Sbox(a0), Sbox(a1), Sbox(a2), Sbox(a3))
2© Linear transformation L

The output of the nonlinear transformation τ is the input of the linear transformation
L. Let the input be B ∈ (Z32

2 ) and the output be C ∈ (Z32
2 ), then C = L(B) = B⊕ (B ≪

2)⊕ (B ≪ 10)⊕ (B ≪ 18)⊕ (B ≪ 24).

(3)Key expension encipherment

The round key of the above encryption algorithm is generated by the encryption key
through a key expansion algorithm. The SM4 algorithm key expansion process is shown in
Figure 4.

Assuming that the encryption key is MK = (MK0,MK1,MK2,MK3),MKi ∈
(Z32

2 ),Ki ∈ (Z32
2 ),i = 0,1,...31,and the round key is rki ∈ (Z32

2 ) , the method for generating
the round key is:

1© (K0,K1,K2,K3) = ((MK0)⊕ (FK0), (MK1)⊕ (FK1), (MK2)⊕ (FK2), (MK3)⊕
(FK3));

2© rki = Ki+4 = Ki ⊕ T ′(Ki+1 ⊕Ki+2 ⊕Ki+3 ⊕ CKi);

Where, the transformation T ′ is basically the same as that in the round function F of
the encryption algorithm, except that the linear transformation L therein becomes L′ ,
which is expressed as follows:

L′(B) = B ⊕ (B ≪ 13)⊕ (B ≪ 23)
The value of the system parameter FK is expressed in hexadecimal:
FK0 = (a3b1bac6), FK1 = (56aa3350), FK2 = (677d9197), FK3 = (b27022dc)
The fixed parameter CK is valued according to the following method CKi = (cki,0, cki,1

,cki,2cki,3) ∈ (Z8
2 )4, Let cki,j be the j-th byte of CKi(i = 0, 1, ..., 31; j = 0, 1, 2, 3),cki,j =

(4i+ j)× 7mod(256) .

2.4 MDS matrix
Differential analysis and linear analysis are the most effective attack methods for block
cipher algorithms. The minimum value of the sum of the input differential and output
differential non-zero active bits of the diffusion layer is called the number of differential
branches of the diffusion layer. The minimum value of the sum of 0 active bits is the
number of linear branches of the diffusion layer, which can be used to give a bound on
the number of S-boxes for block cipher activities, and then to measure the ability of the
cryptographic algorithm to resist differential analysis and linear analysis. Therefore, the
number of branches is an index to measure the diffusion performance of a diffusion layer.
The larger the number of branches, the better the diffusion effect and the higher the safety.

Maximum distance separable(MDS) matrices has the largest number of branches, the
best diffusion effect, better resistance to differential analysis and linear analysis, and
the highest safety. It is widely used in SM4, AES, CLEFIA , Twofish, FOX and other
block cipher algorithms in the diffusion layer design. The MDS matrices in the design
of common diffusion layers are generally cyclic matrices, Hadamard matrices, Cauchy
matrices, Cauchy-Hadamard (C-H) and other types of matrices. According to reference
[44], through the different indicators of the number of elements, the generation efficiency,
the performance of various platforms, and the ability to match these four indicators,
the summaries of the above four types of matrix generation conditions and engineering
applicability summary, the results are as following Table 2.
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Figure 4: Key expension encipherment

Table 2: Comparison of conditions and performance of 4th order MDS matrix generation

Number of
different
elements

Generation
efficiency

Achieve
performance

Involutorial

Cir 3� n� 4 good great N

Had n = 4 good great Y

Cau n� 4 great poor Y
C-H n = 4 good good Y

(level: great> good> poor)

If the circulant matrix is an MDS matrix, the matrix must not be coincident. Therefore,
the application of the circulant matrix has limitations; the Cauchy matrix is not conducive
to the implementation of the algorithm on various platforms due to the large Hamming
weight of the matrix elements. It is not commonly used in algorithm design; Hadamard
matrix element Hamming weight is small, and it can be the MDS matrix of the coincidence,
which has the characteristics of easy realization. Therefore, this paper uses Hadamard
type MDS matrix.

The definition of Hadamard matrix is as followsA = (ai,j)2m×2m is the 2m× 2m matrix
on GF(2m), if ai,j = a0,i+j(0 ≤ i, j ≤ 2m − 1)then A is called a Hadamard matrix on the
finite field GF(2n), and is abbreviated as A = Had(a0,0, a0,1, ...a0,2m−1).

The Hadamard matrix has the following properties [45]:

Property 1: Necessary and sufficient condition
2m−1

⊕
i=0

a0,i 6= 0for the invertibility of the
2m order Hadamard matrix on the finite field GF(2n).

Property 2:The inverse matrix of the Hadamard type MDS matrix on the finite field
GF(2n) is also the Hadamard type MDS matrix.

Property 3:The necessary and sufficient condition for the 4th order Hadamard matrix



10 WBCD: White-box Block Cipher Scheme Based on Dynamic Library

on the finite field GF(2n) to be an MDS matrix is
3∏
i=0

a0,i 6= 0,
3
⊕
i=0

a0,i 6= 0 and a0 · a3 6=

a1 · a2,a0 · a1 6= a2 · a3,a0 · a2 6= a1 · a3 and ai 6= ai(i 6= j)(0 ≤ i, j ≤ n− 1) .
Property 4:The necessary and sufficient condition of 2m order Hadamard matrix on

finite field GF(2n) is the involutory matrix
2m−1

⊕
i=0

a0,i = 1 .
Property 5:The necessary and sufficient conditions for the 4th order Hadamard matrix

on the finite field GF(2n) to be a coincident MDS matrix are
3∏
i=0

a0,i 6= 0,
3
⊕
i=0

a0,i 6= 1 and

a0 · a3 6= a1 · a2,a0 · a1 6= a2 · a3,a0 · a2 6= a1 · a3 and ai 6= ai(i 6= j)(0 ≤ i, j ≤ n− 1) .
Proof of property 4 is as follows:
It is known that A is a Hadamard matrix, so

A ·A = (
2m−1

⊕
i=0

a2
0,i)E = (

2m−1

⊕
i=0

a0,i)2E

.
The necessary and sufficient condition for matrix A to be coincidence is A ·A = E , so

(
2m−1

⊕
i=0

a0,i)2 = 1

.
Equivalent to

2m−1

⊕
i=0

a0,i = 1

.

3 WBDL Design
WBCD can be applied to many types of block cipher algorithms, in order to show the
effectiveness of this scheme, the white-box mechanism (WBDL) is designed by using
dynamic library.

3.1 WBDL mechanism
The basic thought of WBDL mechanism can be described as following. Each round in
SM4 algorithm is divided into three parts, and the crucial second part is transformed into
the dynamic look-up tables, which are confused by the reversible affine transformation
as the input scrambling code and the output scrambling code. In order to prevent the
attacker from obtaining the secret key, we hide the key information in the dynamic look-up
tables. The whole mechanism can be transformed into the process of calculating affine
transformations and look-up tables, which has been shown in Figure 5.

The structure of encryption round-function in WBSM4 mechanism has been shown
in Figure 4, the scrambling codes are all in the form of reversible affine transformation,
and its mathematical expression is:Pi(x) = l[Pi](x)⊕ c[Pi].where Pi represents an affine
transformation, l[Pi] is an invertible matrix, which is the linear part of Pi ,c[Pi] is a column
vector, which is the constant term of Pi.Due to the existence of the MDS matrix, any
input difference will nonlinearly affect all states after one round. In this paper, in order
to increase the ability to resist differential analysis and linear analysis in each round, the
linear part of the affine transformation adopts involution Hadamard type MDS matrix.
The matching matrix can ensure the consistency of the decryption structure and the
encryption structure, while reducing the storage space.
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Figure 5: Overall structure of WBDL mechanism

The first part is to calculate X.
X = X ′i+1⊕X ′i+2⊕X ′i+3 = E−1

ri ◦P
−1
i+1(Xi+1)⊕E−1

ri ◦P
−1
i+2(Xi+2)⊕E−1

ri ◦P
−1
i+3(Xi+3)

Pi+j(x) = Ai+j(x)⊕ ai+j
Where ◦ represents the synthesis of reversible affine transformation operations,Pi+j

and Eri are all invertible affine transformations, Ai+j is 32 × 32 invertible matrix on
GF (2),ai+j is a constant with 32bit; Eri = diag(Eri0, Eri1, Eri2, Eri3), Eri0, Eri1, Eri2,
Eri3 are 8-bit to 8-bit invertible affine transformations on GF (2); Because of Pi+j and
Eri being selected randomly and with secret status, we only save one 32bit to 32bit affine
transformation, which is denoted by Mi+j = E−1

ri ◦ P
−1
i+j .

The second part is to change X with 32bit to Y with 32bit through the ri-th look-up
table.

There are n white-box look-up tables in the dynamic white-box library in the WBDL
mechanism, and the white-box tables can be named as table 0, table 1, table 2. . . table
n-1. In the i-th round, the input value is Xi+2 , Xi+3 , and the selection factor (SF) for
look-up table is Hi , they can perform XOR operation to get Wi

Wi = Xi+2 ⊕Xi+3 ⊕Hi

Where, Wi is 32bit. In WBDL, we adopt n=37. For instance, the first 8 bits of Wi is
11000001, then ri can be obtained by the following formula.

ri = 11000001 mod n = (128 + 64 + 1) mod 37 = 8
Where, ri is the first 8 bits of (Wi mod n). Then, the No.8 look-up table will be used

in this round.
The third part is to calculate Xi+4.

Xi+4 = X ′′i ⊕ Y ′ = Pi+4 ◦ P−1
i (Xi)⊕ P ′i+4 ◦Q−1

ri (Y )
Where Qri is selected randomly as a 32bit to 32bit invertible affine transformation,
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which is employed as the output encoding of the look-up tables. P ′i+4(x) = Pi+4(x)⊕C ′i+4,
P ′i+4 is also an invertible affine transformation and it will be partially counteracted by Pi+4
in the next round.Because of P ′i+4 and Qri being selected randomly and with secret status,
it is saved that two 32 bit affine transformations, which are denoted by Ci = P ′i+4 ◦Q−1

ri ,
Di = Pi+4 ◦ P−1

i .

Figure 6: The workflow of encryption round-function

The work flow of decryption round-function in WBDL mechanism is shown in Figure 7,
the structure of decryption transformation is similar to that of encryption transformation.
The only difference is the order in which look-up tables WBDL used.

3.2 Verification of the correctness of WBDL scheme decryption
To start with, we will introduce the property of invertible affine transformation.

The form of invertible affine transformation can be denoted as P (x) = l[P ](x)⊕ c[P ] ,
then the inverse transformation of this affine transformation is:P−1(x) = (l[P ])−1(x) ⊕
(l[P ])−1 · c[P ] .

The correctness of the above property can be proved as follows:
Supposing the affine transformation B is B(x) = (l[P ])−1(x)⊕ (l[P ])−1 · c[P ],then,

B ◦ [P ]−1(x) = B(l[P ](x))⊕ c[P ]
= (l[P ])−1(l[P ](x)⊕ c[P ])⊕ (l[P ])−1 · c[P ]
= (l[P ])−1 · l[P ](x)⊕ (l[P ])−1 · c[P ]⊕ (l[P ])−1 · c[P ]
= (l[P ])−1 · l[P ](x)⊕ ((l[P ])−1 · c[P ]⊕ (l[P ])−1 · c[P ])
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Figure 7: The workflow of decryption round-function

= E(x) + E(x)
= E(x)

Where, ◦ is regarded as the synthesis of reversible affine transformation operations, ·
represents matrix multiplication, E represents the unit matrix.

From the uniqueness of affine transformation, we can calculate that the inverse trans-
formation of invertible affine transformation P is B.

P−1(x) = (l[P ])−1(x)⊕ l[P ]−1 · c[P ]
Because l[P ] is a match (l[P ])−1 = l[P ], thus P−1(x) = (l[P ])(x)⊕ l[P ] · c[P ]
Next, we prove the decryption’s correctness in WBDL mechanism.
(1) The decryption correctness of each round.
In each round, Xi+4 is calculated by the following formula:

Xi+4 = X ′′i ⊕ Y ′ = Pi+4 ◦ P−1
i (Xi)⊕ P ′i+4 ◦Qr

−1
i (Y )

According to the above definition:

P ′i+4(x) = Pi+4(x)⊕ c′i+4

It can be deduced :

Xi+4 = Pi+4 ◦ P−1
i (Xi)⊕ P ′i+4 ◦Q−1

ri (Y )⊕ c′i+4

Then:
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Xi+4 ⊕ c′i+4 = Pi+4 ◦ P−1
i (Xi)⊕ Pi+4 ◦Q−1

ri (Y )
= Pi+4 · (P−1

i (Xi)⊕Q−1
ri (Y ))

It will be calculated:

P−1
i (Xi)⊕Q−1

ri (Y ) = P−1
i+4 ◦ (Xi+4 ⊕ c′i+4)

= P−1
i+4 ◦Xi+4 ⊕ P−1

i+4 ◦ c′i+4

From the above properties, the following result should be got:

P−1
i (Xi)⊕Q−1

ri (Y ) = (P ′i+4)−1(Xi+4)

Through the calculation:

P−1
i (Xi) = (P ′i+4)−1(Xi+4)⊕Q−1

ri (Y )

The result can be obtained:

Xi = Pi ◦ (P ′i+4)−1(Xi+4)⊕ Pi ◦Q−1
ri (Y )

The decryption correctness of each round in WBDL mechanism can is proved by the
above process.

(2) The overall decryption correctness of WBDL mechanism.
The data transform in the encryption process in WBDL mechanism is as follows:

(X0, X1, X2, X3)
↓

(X1, X2, X3, X4)
↓
...

(X32, X33, X34, X35)
↓

(X35, X34, X33, X32)

(X35, X34, X33, X32) = (Y0, Y1, Y2, Y3)

The data transform in the decryption process in WBDL mechanism is as follows:

(Y0, Y1, Y2, Y3) = (X35, X34, X33, X32)

(X35, X34, X33, X32)
↓

(X34, X33, X32, X31)
↓
...

(X3, X2, X1, X0)
↓

(X0, X1, X2, X3)

The last step in encryption and decryption process is reversed, so D(E(X0,X1,X2,X3))
=(X0,X1, X2,X3). It can be seen that the WBDL mechanism is reversible, that is, the
whole decryption process in WBDL mechanism is correct.
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3.3 Design of WBDL dynamic white-box Library
There are n look-up tables being applied in the dynamic white-box library in WBDL
mechanism.

Firstly, three initial keys with 128bit are selected randomly:
k0 = (MK0,MK1,MK2,MK3), k1 = (MK4,MK5,MK6,MK7) ,
k2 = (MK8,MK9,MK10,MK11),
Next, these three initial keys are expanded by using the key expansion algorithm in

standard SM4 algorithm to output 96 round-keys with 32bit. Then 69 round-keys are
randomly selected from these 96 round-keys, of which 37 round-keys are used to generate
37 look-up tables, and these 37 round-keys are renamed as (rk0, rk1, ..., rk36), another
32 round-keys are used as selection factors (SF) of look-up tables, and these 32 SFs are
renamed as (H1, H2, ...,H31).

Then, as shown in Figure 8, in order to form n look-up tables, we encode the original
T transform after inputting X = X ′i+1 ⊕ X ′i+2 ⊕ X ′i+3 = (a0, a1, a2, a3) with 32bit and
round-key rkh(h = 0, 1, ..., 36) with 32bit. In WBDL mechanism, the round-keys are
combined with the S-box, S-box will also be hidden in the look-up tables. Setting up:

rkh = (rkh,0, rkh,1, rkh,2, rkh,3) h = 0, 1, ..., 36

And supposing

Shj(x) = Sbox(x⊕ rkh,j) h = 0, 1, ..., 36 j = 0, 1, 2, 3

Each Shj is related to the round-keys. Because the S-box in the standard SM4 algorithm
is S box is public, the cryptanalyst still could get the key information when he gets Shj ,
so it is necessary to scramble Shj , the scrambling method can be denoted by the following
expression:

Y = Qh(T (Eh(X)⊕ rkh)) =
Qh(L(Sh0(Eh0(a0)), Sh1(Eh1(a1)), Sh2(Eh2(a2)), Sh3(Eh3(a3))))

Where, L represents the linear transformation of T transformation in SM4 algorithm,
which is a 32× 32 invertible matrix on GF (2).Eh0, Eh1, Eh2, Eh3 are 8bit to 8bit invertible
affine transformations on GF (2), which is used as the input encoding of the look-up tables.
And Qh is a 32bit to 32bit invertible affine transformations on GF (2), which is encoded as
the output of the look-up tables.

By using the above round-keys with n=37, we can generate the look-up tables with
n=37. These look-up tables are all 32bit to 32bit transformations, and the size of these
look-up tables is 232×37 .Such large look-up tables are not suitable for practical white-box
cipher application; therefore, it can be split that one big look-up table into four small
look-up tables as following.

Recording the value of X = (a0, a1, a2, a3) as (zh0, zh1, zh2zh3) after the transformations
of Ehj and Shj ,thus, aj and zhj(j = 0, 1, 2, 3) are one-to-one correspondence.

Y = Qh ◦L ·


zh0
zh1
zh2
zh3

 = l[Qh] ·
(
L ·


zh0
zh1
zh2
zh3


)
⊕ c[Qh] = (Rh0, Rh1, Rh2, Rh3) ·


zh0
zh1
zh2
zh3

⊕ c[Qh]

= (Rh0 · zh0)⊕ (Rh1 · zh1)⊕ (Rh2 · zh2)⊕ (Rh3 · zh3 ⊕ c[Qh])
= vh0, vh1, vh2, vh3
Where, Rhj(j = 0, 1, 2, 3) is a 32× 8 invertible matrix on GF (2), it can be seen from

the above formulas, vhj and zhj(j = 0, 1, 2, 3) are also one-to-one correspondence, further
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aj and vhj(j = 0, 1, 2, 3) are one-to-one correspondence, thus the whole transformation
can be divided into four 8bit to 32bit look-up tables.

Therefore, in actual application, the process of transforming the 32bit X from a look-up
table to the 32bit Y can be converted into the process of four look-up tables and four
XOR operations.

Figure 8: Generation process of dynamic white box library

4 Comprehensive analysis

4.1 Security Analysis
(1) Differential Cryptanalysis

Differential attack is to analyze the key with the greatest possibility by analyzing and
comparing whether the difference of the corresponding ciphertext has increased after the
specific plaintext encryption and transformation.One of the performance indicators of the
S-box, the differential uniformity, can specifically determine the strength of a cryptographic
algorithm against differential attacks.

δs = 1
2n max

α∈Fn2
α6=0

max
β∈Fm2

{X ∈ Fn2 : S(X ⊕ α)− S(X) = β} |

Where δs is called the differential uniformity of the S box. In general, the smaller the
differential uniformity of the S box in a cryptographic algorithm, the stronger the ability to
resist differential attacks. If the value is 0, the S box is called a differential active box. It
can be found that the maximum differential probability of the S box of the SM4 algorithm
is2−6 , and the maximum differential probability of the S box of the scheme in this paper
is also 2−6.

We analyze the differential properties of each round function of the WBDL mechanism.
Given the input difference a and the output difference b, the differential probability of the
function f is defined as [42].

DP (a, b) = {(v, u)|u⊕ v = a and f(v)⊕ f(u) = b}
Where v, u ∈ {0, 1}32.The maximum differential probability(MDP) bounds are as

follows:

Pr( nln2
2n−1lnn ≤ MDP< n

2n−1 ) ≈ 1

Therefore, the maximum differential probability(MDP) of each round of the WBDL
mechanism is 2−26 = 32/231
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(2) Linear Cryptanalysis.

The basic method of linear attack is that the attacker knows the plaintext, and the existing
expression A[i, j, · · ·, k] = A[i]⊕A[j]⊕ · · · ⊕A[k]. It is assumed that both the plaintext
packet length and the cipher text packet length are n bits, and the key packet length is m
bits. Remember that the plaintext group is P [1], P [2], · · ·, P [n], the cipher text group is
C[1], C[2] · · · C[n], , and the key group is K[1],K[2], · · ·,K[m]. Then the goal of linear
cryptanalysis is to find effective linear equations of the following form:

P [i1, i2, · · ·, ia]⊕ C[j1, j2, · · ·, jb] = K[k1, k2, · · ·kc],where 1 ≤ a ≤ n, 1 ≤ b ≤ n, 1 ≤ c ≤ m

If the probability of satisfying an equation p is the largest, the equation is said to be the
most efficient linear approximation. After obtaining some effective linear approximations,
the maximum likelihood law method is used to improve the attack efficiency. Let N denote
the plaintext number, and T be the plaintext number that makes the left side of the
equation 0. If T > N/2, then:

K[k1, k2 · ··, kc] =
{

0 p > 1
2

1 p < 1
2

if T<N/2 , then let K[k1, k2, · · ·kc] =
{

0 p > 1
2

1 p < 1
2

Thus we can get a linear equation about the key bits. Repeat the above process for
different plaintext ciphertext pairs to obtain a set of linear equations about the key, thereby
determining the key bit.

The nonlinearity of the boolean function f(x) can be used to express the ability to
resist linear attacks, and it is related to the core device of the block cipher algorithm, the
S box. The greater the non-linearity of the S-box, the stronger the resistance to linear
attacks and the greater the security strength of the entire algorithm.

The nonlinearity of the S box is defined as: let S(X) = (f1(x), f2(x), · · ·, fm(x)) : Fn2 →
Fm2 be a multi-output function, then

Ns = min
l ∈ Ln

0 6= u ∈ Fm2
l ∈ Ln

0 6= u ∈ F2

(u · S(X), L(X))

is the nonlinearity of S(X) . Where Ln represents the entire set of n-ary affine functions,
and dH(f, l)represents the hamming distance between f and l. The non-linearity of the S-
box is the arbitrary linear combination of output bits and the minimum Hamming distance
of all affine functions related to the input. It can be found that the S-box nonlinearity of
the SM4 algorithm is 112, and the S-box nonlinearity of the scheme in this paper is also
112.

Now we analyze the linear nature of the 32bit to 32bit permutation of the round function
of the WBDL mechanism. Given the input mask and the output mask β, α, β ∈ {0, 1}32

,

the function f: {0, 1}32 → {0, 1}32linear approximation (α, β) related definitions from [42].

Cor = 2−nin{x∈{0,1}−nin |α·x⊕β·f(x)=0}−{x∈{0,1}−nin |α·x⊕β·f(x)=1} .

The linear probability LP of (α, β) is defined as Cor. For fixed-key block ciphers, the
maximum linear probability MLP normal distribution is average ≈ (1.38 · 2n− ln(1.38 ·
2n) + 1) · 2−nand standard deviation ≈ 2.6× 2−n.

Then the maximum linear probability MLP of each round function of the WBDL
mechanism is 2−25.61(= 84 · 2−32).

(3) White-box diversity

White-box diversity is used to measure the number of all possible distinct constructions
with the look-up tables, which depends on the number of input/output scrambling encoding
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and the number of scrambling encoding’s steps. If the look-up table has n steps, and
each step has ci kinds of choices, then the white-box diversity of this look-up table is∏
ci. Because different input/output scrambling encoding and secret keys may generate

the same look-up table, the value of the white-box diversity could be much larger than
the actual number of look-up tables. Theoretically, the larger the value of the white-box
diversity, the harder it is for the cryptanalyst to analyze the input/output scrambling
encoding and the key information hidden in the look-up tables[7].

The number Nm(n) of m-order invertible matrices on Zn can be calculated by the
following theorem.

Theorem[46]: Let n ≥ 2 be an integer,n = pr1
1 p

r2
2 ...p

rs
s be the approximate factor of

n, and ri ≥ 1 p1, p2, ..., ps be the mutual prime number, then Nm(n) =
z∏
i=1

m−1∏
j=0

(pmi −

pji )p
(ri−1)m2

i . Therefore, the number of m-order invertible matrices on GF (2) is:Nm(n) =
m−1∏
j=0

(2m − 2j)

According to the above formula, we can calculate that, the number of 8-order invertible
matrices on GF (2) is about 262, the number of 16-order invertible matrices is about 2254,
and the number of 32-order invertible matrices is about 2922.

In WBDL, the estimated value of white-box diversity is as shown in Table 3.

Table 3: White-box diversity in WBDL

Part White-box diversity

Part 1 (2922 × 232)3 × (262 × 28)3 = 23142

Part 2 37× (262 × 28)4 × 232 × (2922 × 232) = 37× 21266

Part 3 (2922 × 232)3 × 232 = 22894

(4) White-box ambiguity

White-box ambiguity is a measuring indicator that how many different constructors can it
produce the same look-up table in one white-box algorithm implementation. The larger
of white-box ambiguity’s value, the more input-output encoding methods in the look-up
table, the more difficult for inferring the hidden codes and keys[7].

In WBDL, white-box ambiguity is estimated as shown in Table 4.

Table 4: White-box ambiguity in WBDL

Part White-box ambiguity

Part 1 (262 × 28)4 = 2280

Part 2 37× (262 × 28)4 × 232 = 37× 2312

Part 3 (2922 × 232)× 232 = 2986

Based on the analysis, WBDL, the scheme in [7] and the scheme in [47] can resist the
BGE attack. From Table 5, the white-box diversity and the white-box ambiguity in WBDL
are better than that of in [7] and [47].That is, the WBDLmechanismhas better security.
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Table 5: Comparison of white-box diversity/ambiguity

Scheme part White box diversity White box ambiguity

[7] part 1 23142 2280

[47] part 1 23402 2540

WBDL part 1 23142 2280

[7] part 2 21266 2312

[47] part 2 21256 2572

WBDL part 2 37× 21266 37× 2312

[7] part 3 22894 2986

[47] part 3 22894 2986

WBDL part 3 22894 2986

(5)Resistance to BGE attack

The BGE attack is an attack method proposed by Billet, Gilbert, and Ech-Chatbi, its can
obtain key within a time complexity of O(230).

The main idea of BGE attack is as follows:
Due to the local security and diversity of the white-box design, it is difficult to obtain

the key information by attacking the separate look-up table. However, by combining
multiple look-up tables, the complete AES cryptography algorithm can be obtained, thus
that the look-up tables corresponding to four input blocks and four output blocks in each
round of operation can be obtained. This is due to the reciprocal relationship between the
output scrambling code and the input scrambling code.

If r is used to represent the transformation of the white-box AES r-th wheel, Inr
denotes the input scrambling code of the r-th wheel, and Outr represents the output
scrambling code of the r-th wheel, then Outr = (Inr+1)−1, thus the white-box AES
round-up look-up table is combined in together, the internal encoding will be offset, leaving
only the effect of the external encoding, and then by analyzing the algebraic structure
that makes up the look-up table, the key information can be obtained. Although the BGE
attack method is proposed for the white-box AES designed by Chow et al., the nature of
the white-box algorithm based on the look-up table method to construct the block cipher
algorithms is similar to the construction method, thus we design the WBDL white-box
based on the look-up table. The algorithm should also consider whether it can resist BGE
attacks when conducting security assessments.

One of the most important reasons why the BGE attack method can break Chow’s
white box AES is that its output scrambling code for each round and the input scrambling
code for the next round are reciprocal, and can be combined when adjacent lookup tables
are combined. Cancel each other out.In the WBDL mechanism,Outr 6= (Inr+1)−1 , there
is a constant difference between them, but the cryptanalyst cannot know it, nor can it be
obtained from a lookup table or affine transformation.

In the WBDL mechanism,Pi+j(x) = Ai+j(x)⊕ ai+j , P ′i+4(x) = Pi+4(x)⊕ c′i+4. Com-
bining the lookup table in the second part of the WBDL mechanism, part of the affine
transformation in part three, and part of the affine transformation in the first part of the
next round, we can get: Qi and its inverse completely cancel, P−1

i+4 and P ′i+4 cancel There
is still a constant left A−1

i+4 · c′i+4. This constant is randomly selected when we select the
scrambling parameter, and the cryptanalyst cannot know it, and thus cannot calculate the
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key information hidden in the lookup table. Therefore, the WBDL mechanism can resist
BGE attacks.

(6) Anti side channel energy attack method for SM4 cipher round function output

Side-channel attacks such as SCA attacks and DCA attacks usually focus and target
cryptographic implementations. According to the analysis of literature [16], if the white
box algorithm has only internal encoding , it is not enough to resist attacks like SCA and
DCA. For WBDL algorithm, in order to ensure the integrity of encoding and decoding,
we introduce the concept of external encoding, that is, the input encoding added before
the first round of input and the output encoding added after the last round. The external
coding not only increases white box diversity and white box ambiguity, but also successfully
resists SCA attacks and DCA attacks when the internal coding successfully resists BGE
attacks.

In 2015, Zhibo Du et al. designed a side channel energy attack method for the output
of SM4 cryptographic wheel function. They chose the plaintext or ciphertext input, so one
byte of (Xi+1 ⊕Xi+2 ⊕Xi+3) is a random number and the other bytes are the same fixed
number. At the outset, they first attacked the bytes of the wheel key and fixed numbers in
the linear transformation, using the side channel energy attack method. Afterward, they
attacked all other fixed numbers in the linear transformation, and performed corresponding
operations on the attacked data to obtain the round-keys rki , where i = 0, 1, 2, 3. Finally,
according to the first four round-key, rk0 , rk1,rk2 andrk3 ,the initial key could be
calculated reversely through the key expansion algorithm.

The WBDL scheme uses the obfuscation scrambling code in the form of reversible affine
transformation to scrambling the input of Xi+1⊕Xi+2⊕Xi+3 into X ′i+1⊕X ′i+2⊕X ′i+3 =
E−1
ri ◦P

−1
i+1(Xi+1)⊕E−1

ri ◦P
−1
i+2(Xi+2)⊕E−1

ri ◦P
−1
i+3(Xi+3). This side channel attack can not

attack the bytes of wheel key and the fixed number in linear transformation, so the WBDL
scheme can resist this side channel energy attack against the output of SM4 cryptographic
wheel function.

Table 6: Comparison of resistance against existing attacks.

Implementation BGE
attack

MGH
attack

De
Mulder et
al. attack

Lin–Lai
attack

SCA
attack

The Xiao–Lai
AES[7]

Y / N N /

HadThe Xiao–Lai
SM4[7]

Y / N N /

Karroumi’s
AES[11]

Y N / / /

Luo-Lai-You
AES[13]

Y / Y / /

Bai Kunpeng
SM4[16]

Y Y Y Y N

Tao Xu AES[18] Y Y Y Y /

Our WBDL Y Y Y Y Y

It is shown in Table 6 that compares security property of WBDL with other white-box
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implementations,where “Y” means that the implementation can resist the attack, and “N”
means that the implementation cannot resist the attack. “/” mean that no previous work
shows whether the implementation can resist the attack or not.

4.2 Analysis of space occupation
WBDL is a white-box algorithm based on look-up tables, which can be implemented by
affine transformation and look-up tables. Therefore this mechanism will occupy additional
space which could be measured by the times of look-up tables, XOR operations and affine
transformations. There are three parts in each round of process. The first part includes
three affine transformations and two XOR operations. The second part includes four
look-up tables and five XOR operations. The third part includes two affine transformations
and one XOR operations. The whole WBDL mechanism needs 128 look-up tables, 160
affine transformations with 32bit to 32bit and 256 XOR operations.

The analysis of space occupation with 32 rounds in WBDL mechanism is shown in
Table 7.

Table 7: Space occupancy in WBDL

Part Space occupancy (bit)

Part 1 34× 37× (32× 32 + 32) = 1328448

Part 2 37× 4× (32× 28) = 1212416

Part 3 32× (32× 32 + 32) + 32× 37× (32× 32 + 32) = 1284096

Therefore, the entire space occupied in the WBDL mechanism is:

1328448 + 1212416 + 1284096 = 3824960bit = 478120B = 466.914KB

Table 8: Execution components comparison

Scheme Occupancy space Number of table
look-ups

Number
of XORs

Number of affine
transformation

SM4-128 544B 0 256 64

AES-128 4352B 0 300 0

[1] 752KB 3104 0 0

[7] 148.625KB 128 192 160

[47] 16.012MB 64 128 160

WBDL 466.914KB 128 256 160

By analyzing the data in Table 8, in terms of the occupied space, we can see that,
scheme [1] is 752KB, scheme [7] is 148.625KB, scheme [47] is 16.012MB, and WBDL
mechanism is only 466.914KB, which is 62.29% of [1], 3.14 times of [7], only 2.85% of
[47]. In terms of the number of look-up tables, we can see that, there are only 128 times
in WBDL, which is 2.06% of [1], the same as [7]. Moreover, there are 256 times XOR
operations and 160 times affine transformations in WBDL.

Generally compared with other related algorithms, WBDL mechanism has a slight
reduction in efficiency, resource utilization and other practical performance; however, it
can meet the practical application in view of its better security and convenience.
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4.3 Efficiency analysis

Many input/output encoding, look-up tables and invertible affine transformations have
been used in WBDL mechanism. The execution efficiency of these operations in the
program has an important impact on the running speed of the entire scheme. The actual
test environment is Intel Core i7 processor, 8GB memory, Windows 7 64bit operating
system, and the execution software is Microsoft Visio studio 2010.

As mentioned in Section 2.4, this paper uses the Hadamard-type MDS matrix of the
coincidence. In this paper, the 4 ∗ 4 matrix [x8 + x7 + x6 + x+ 1] designed by literature
[42], the irreducible polynomial is, and the matrix is Had(x−2 + x2 + x+ 1).

In the design of the diffusion layer of the block cipher algorithm, due to the overall
requirements of the algorithm, engineering applicability and other requirements, it is
usually desirable that the diffusion layer of the algorithm has some good cryptographic
properties, such as the smaller matrix element Hamming weight sum, matrix The match.
Our selection criteria for effective MDS matrices are different from the widely studied
lightweight hardware implementation field: in software, the cost of changing at any position
is high, which means that the matrix has a small coefficient, but a high theoretical XOR
count can be As a result, SIMD implementation is more efficient. It can be seen from the
property 5 in section 2.4 that the first row matrix elements of the Hadamard matrix on
the finite field must be different from each other. Therefore, there is at most one "01" in
each row of matrix elements, which limits the implementation of the algorithm on various
platforms. Compared with cyclic matrices, Hadamard matrices are at a disadvantage in
terms of implementation performance, but Hadamard MDSs can be coincident. We put 34
matching Hadamard MDS matrices in the appendix.

We test the encryption and decryption speed for the WBDL mechanism, the results
are shown in Figure 9.

Figure 9: Speed test of encryption and decryption

It can be seen that the average encryption time of WBDL mechanism is 476.778us for
128bit data, and the average decryption time is 586.414us for 128bit ciphertext. After
calculation, the average encryption rate of WBDL mechanism is 0.268× 10−3 Gbps, and
the average decryption rate is 0.218× 10−3 Gbps.

In order to illustrate the working performance of WBDL further, the comparison of
encryption speed with other research achievements can be presented as Table 9. Although
the test platforms are different, it is obvious that WBDL has very fast encryption speed.
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Table 9: Comparison of encryption speed

Scheme Processor Memory Operating system Speed of encryption

WBDL core i7 8GB windows 7 0.268× 10−3Gbps

[47] core i3 4GB windows 7 3.475× 10−6Gbps

5 Conclusion
We propose a novel effective dynamic white-box block cipher scheme named WBCD.
Through the key expansion function in the block cipher algorithm, multiple initial keys
selected are converted into multiple round-keys. Then, a number of white-box look-up
tables will be generated by the round-keys which are randomly selected by a specific rule;
hence, the dynamic encryption and decryption white-box library is built. In the WBCD
scheme, the selection of the look-up tables in each round depends on the intermediate
variables and the selection factors. This scheme can be applied to many kinds of block
ciphers, such as SM4 algorithm.

In order to present the effectiveness of WBCD, the white-box SM4 mechanism (WBDL)
based on the dynamic white-box library is designed, which adopt MDS matrix. In the
WBDL mechanism, each round of SM4 algorithm is divided into three parts, and the
crucial second part is transformed into the dynamic look-up tables, which are confused
by the reversible affine transform as input scrambling code and output scrambling code.
Then the correctness of WBDL mechanism is also proved.

WBDL mechanism has higher security. On the one hand, WBDL mechanism inherits
the advantages of block cipher, which can resist differential attacks, such as linear attack,
BGE attack and side channel energy attack against SM4.On the other hand, the white-
box diversity, white-box ambiguity and other indicators are not lower than the previous
mechanism.

Through the analysis of space occupation and working efficiency, the WBDL mechanism
has better running speed compared with the standard SM4 algorithm and other related
achievements. Much more specifically, the WBDL mechanism is more practical, which can
be used in mobile communication security and digital payment security in the future.
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