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Abstract. There are lots of applications of inner-product functional
encryption (IPFE). In this paper, we consider two important extensions
of it. One is to enhance IPFE with access control such that only users
with a pre-defined identity are allowed to compute the inner product,
referred as identity-based inner-product functional encryption (IBIPFE).
We formalize the definition of IBIPFE, and propose the first adaptive-
secure IBIPFE scheme from Decisional Bilinear Diffie-Hellman (DBDH)
assumption. In an IBIPFE scheme, the ciphertext is related to a vector
x and a new parameter, identity ID. Each secret key is also related to a
vector y and an identity ID’. The decryption algorithm will output the
inner-product value {x,y) only if ID = ID’.

The other extension is to make IBIPFE leakage resilient. We consider
the bounded-retrieval model (BRM) in which an adversary can learn at
most | bits information from each secret key. Here, [ is the leakage bound
determined by some external parameters, and it can be set arbitrarily
large. After giving the security definition of leakage-resilient IBIPFE, we
extend our IBIPFE scheme into a leakage-resilient IBIPFE scheme in the
BRM by hash proof system (HPS).

Keywords: Identity-based access control - Inner-product functional en-
cryption - Bounded-retrieval model - Hash proof system

1 Introduction

Functional encryption (FE) [11,42] is a cryptographic primitive that addresses
the “all-or-nothing” issue of traditional Public key encryption (PKE). FE allows
users with secret keys to learn specific functional values of the encrypted data.
Roughly speaking, in an FE scheme, given a ciphertext of x, a user who holds
secret key sk for function f can only learn f(x) and nothing else. Further,
FE is the most general form of encryption. Identity-based encryption (IBE) [10,
29,44, 46], Attribute-based encryption (ABE) [32,47] and Predicate encryption
(PE) [45] are considered as special cases of FE.

FE schemes for general functionalities (such as general circuits, Turing ma-
chines) have been proposed in many works [7,28,30,31,48]. But they have to rely
on impractical and not well studied assumptions such as indistinguishability ob-
fuscation (IO) or multilinear maps. Attacks were found for some constructions
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of IO and multilinear maps [8,14,15,17]. Tt is not clear if these FE schemes,
based on IO and multilinear maps, are secure or not.

From 2005, researchers started to focus on giving FE schemes more restricted
functionalities with security guaranteed by simple and well studied assump-
tions [1-3,9,51]. [1] first proposed FE schemes for inner-product (IPFE), which
were proved selective-secure under DDH and LWE assumptions. [3] improved its
work to achieve adaptive-secure under DDH, LWE and Composite residuosity
hardness assumptions. In IPFE schemes, given an encryption of vector & and
a secret key sky based on a vector y, the decryption algorithm will output the
inner-product value (z,y).

IPFE has numerous applications, such as computing the weighted mean. It
is important to make it more powerful and secure. First, we consider adding
access control to it. Similar to IBE, we can allow users specify an identity ID in
their ciphertext ct(p ). Each secret key sk(ips 4 is also related to an identity
ID'. The decryption algorithm with input ctp,z) and skqpr 4) will output the
inner-product (x,y) only if ID = ID'. We call it identity-based inner-product
functional encryption (IBIPFE). There is only one work [23] that considers such
identity-based access control of FE. They proposed an unbounded inner-product
functional encryption scheme with identity-based access control as a byproduct
without giving the formal descriptions of the definitions. And the scheme is only
proven to be selective-secure in the random oracle model.

1.1 Owur contributions

As the first contribution of our work, in Section 3, we formalize the IND-security
definition! of IBIPFE, and give the first adaptive-secure IBIPFE scheme under
the DBDH assumption. As another benefit, our security proof is simpler than
the security proof in the selective case [23]. We use the fact that the master
secret key is known to the reduction at any time, then it can handle secret key
queries without knowing the challenge messages in advance. Actually, IBIPFE
can be viewed as a variation of functional encryption as follows:

(x,y), If ID=1ID'
1, otherwise

F((IDv :L‘), (IDlvy)) = {
Both the plaintext and the key consist of 2 parts: an identity and a vector. So
the IND-security states that the adversary who can query the secret keys for
a set of (ID,y) cannot distinguish which of the challenge messages (ID*, zq)
or (ID*, &) was encrypted under the condition that: For all pairs (ID,y) have
been queried, it must hold that F((ID*, x),(ID,y)) = F((ID*,z),(ID,y)).

! Unlike traditional PKE, the simulation-based security is not always achievable for
FE [42]. So Indistinguishability-based security (IND-security) is widely used in FE
research. Generally speaking, IND-security states that the adversary who has the
secret keys for functions { fi}ic; cannot distinguish which of the challenge messages
xo or x1 was encrypted under the condition that for all i € [n], fi(zo) = fi(z1).
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The main difference between selective-IND-security and adaptive-IND-security
is: in the adaptive-IND-security game, the adversary is given the master public
key at the beginning and chooses the challenge messages after the first round of
secret key queries. While in the selective-IND-security game, the adversary has
to decide the challenge messages before the generation of master public key and
master secret key.

In Sections 4 and 5, we further enhance the security of IPFE by allowing an
adversary to learn some information about the secret keys, i.e. leakage-resilience.
We extend our IBIPFE scheme under the bounded-retrieval model (BRM) [18,
24], one of the most widely used models in leakage-resilient cryptography. It
states that our scheme can be proven secure even if an adversary can obtain [
bits from a secret key sk, where [ is the leakage bound and is decided by external
factors. So in the security definition of leakage-resilient IBIPFE, in addition to
secret key query, the adversary can make leakage query, in which the adversary
chooses a pair (ID,y) and a leakage function f*, and the challenger will reply
with f*(skqp,y)) as long as the bit-length of output is at most [. The adversary
can know all secret keys in the form skp,.) by making secret key query when
ID # ID* (ID* is the challenge identity). Thus, the key issue in the leakage
query is the queries on the challenge identity ID*. Also, the BRM requires that
all efficiency parameters other than the secret key size (such as public key size,
encryption time, decryption time and even master secret key size) only depend
on the security parameter, and not the leakage bound I.

Our leakage-resilient IBIPFE scheme and its security proof build on hash
proof system (HPS). [5,39] showed how to use an HPS to construct leakage-
resilient PKE and IBE schemes. An HPS can be viewed as a key encapsulation
mechanism (KEM) with specific structure. A KEM allows a sender that knows
the public key, to securely agree on randomness k with a receiver possesses the
secret key, by sending an encapsulation ciphertext. A KEM consists of a key
generation algorithm to generate public key and secret key, an encapsulation
algorithm to generate a pair of ciphertext and encapsulated key, and a decapsu-
lation algorithm which uses the secret key to recover the encapsulated key from
a ciphertext.

An HPS is a KEM with the following properties: (1) It includes an invalid-
encapsulation algorithm to generate invalid ciphertexts. And the invalid cipher-
texts are computationally indistinguishable from those valid ciphertexts gener-
ated by a valid-encapsulation algorithm. (2) The output of decapsulation algo-
rithm with input a fixed invalid ciphertext and a secret key is related to the
random numbers used to generate the invalid ciphertext and the secret key. The
main benefit of using HPS to construct encryption scheme is that, when proving
the security, after switching the valid ciphertext into invalid ciphertext in the
first step, we can argue the leakage using information-theoretic analysis.

However, existing HPS schemes such as IB-HPS [5] cannot be applied to
our cases. When we build an encryption scheme from an HPS scheme, we usu-
ally use the encapsulated key as a mask to hide the plaintext in the encryption
algorithm, and recover the plaintext from the ciphertext by running the decap-
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sulation algorithm to get the encapsulated key. When we apply it to IBIPFE, if
the decapsulation algorithm of the underlying HPS still outputs the encapsulated
key directly, then the decryption of IBIPFE will reveal the plaintext vector, other
than only an inner-product value. (Recall that IBIPFE requires that the decryp-
tion result only reveals an inner-product value and nothing else. ) In order to
guarantee the security of resulting IBIPFE scheme, modifications are necessary.
We first develop the notion Identity-based inner-product hash proof system (IBIP-
HPS), which can yield an IBIPFE scheme. Different from other HPS schemes, in
an IBIP-HPS scheme, the decapsulation algorithm with input a ciphertext ctip
and a secret key sk(ip 4y will only output an inner-product value of y and the
encapsulated key k when ID = ID’, and nothing else. Now, we can get a secure
IBIPFE from IBIP-HPS very easily, by simply using the encapsulated key as a
one-time pad to encrypt a plaintext vector.

Next, we briefly introduce a key property of IBIP-HPS: Leakage-smoothness.
Leakage-smoothness states that the distribution of encapsulated key derived
from an invalid ciphertext and a set of secret keys is almost uniform over the
key space, even if the adversary can learn at most !’ bits information from the
secret keys, where I’ is a pre-determined leakage bound. Then, we move our focus
from the leakage-resilience of IBIPFE to the leakage-smoothness of IBIP-HPS
by proving the following theorem:

Theorem 1 (informal). Given a leakage-smooth IBIP-HPS with leakage bound
U, which satisfies the efficiency requirements of the BRM, we can obtain a
leakage-resilient IBIPFE with leakage bound [ = % in the BRM, where n is
the length of vectors.

Now our goal is to design a I’-leakage-smooth IBIP-HPS, which meets the
efficiency requirements of the BRM. To make it simple, we would like to design an
IBIP-HPS scheme from simple assumptions, regardless the requirements of the
leakage-smoothness and efficiency. We build an IBIP-HPS 1I; from our IBIPFE
scheme II. The main challenge is that, the key generation algorithm in IT is
deterministic, while in IBIP-HPS, the secret key should be generated randomly.
We first choose a random number 2z and define a new vector y* by concatenating
y and z. After that, we get the secret key by running the key generation algorithm
of IT with input the new vector y*. Thus, the secret key is related to the random
number z. Then, we study the O-universality of the decapsulation algorithm,
where the 0-universality ensures that it is unlikely that any two distinct secret
keys for the same pair (ID, y) will decapsulate a ciphertext to the same value. The
formal definition of O-universality is given in Definition 10. Now, we show that
we can convert IT; into a I’-leakage-smooth IBIP-HPS that allows for arbitrarily
large leakage-bounds I’. We prove a theorem here:

Theorem 2 (informal). Given an O-universal IBIP-HPS II,, we can get a
U'-leakage-smooth IBIP-HPS I for arbitrarily large leakage bound I'. And Il
meets the efficiency requirements of the BRM.

To handle arbitrarily large leakage bound ', [5] used a leakage amplification
method, which can be viewed as parallel-repetition with small public key size.
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However, it cannot be applied to our cases here. In IB-HPS, the output of the
decapsulation is already the encapsulated key, then the leakage-smoothness of
their scheme can be proved directly from the O-universality by leftover-hashing
lemma, [40]. Thus the only thing they need to do is to amplify the leakage bound
while meeting the efficiency requirements of the BRM. However, in IBIP-HPS,
the output of the decapsulation is only an inner-product value between the
encapsulated key and the vector in the secret key. In order to determine an
encapsulated key, we need at least n secret keys for n linear independent vectors.
Thus, we cannot find the relation between leakage-smoothness and universality
very easily, which is one of the most challenging part in our work.

Although the leakage amplification method cannot be applied directly, there
are some ideas we can borrow. We introduce a key-size parameter m, which gives
us flexibility in the size of secret key and will depend on the desired leakage
bound I’. And also, due to the efficiency requirements, the encapsulation will
choose only target on a small subset from {1,...,m}, and show that the size of
the subset (denote by t) is independent of I’. Then, recall that we need n secret
keys to recover one encapsulated key. In order to finish the proof of leakage-
smoothness, the key generation will take an invertible n x n matrix Y as input
and the encapsulation algorithm will output n ciphertexts which shares the same
encapsulated key.

In the proof, we use a similar idea with approximately universal hashing
defined in [5], where we only insist that two secret keys generated by running
the key generation algorithm with the same input Y which are different enough
are unlikely to result in a same encapsulated key. Then we obtain the leakage-
smoothness by applying a variant of leftover-hash lemma, and show our scheme
meets the efficiency requirements of the BRM by giving a lower bound of ¢, which
is independent of the leakage bound [’.

In summary, we do the followings:

- Formalize the definitions of IBIPFE and give an adaptive-IND-secure IBIPFE
scheme II from DBDH assumption.

- Propose the definition of IBIP-HPS and desired properties. Then, we give an
IBIP-HPS construction II; based on our adaptive-secure IBIPFE scheme IT.

- Construct a leakage-smooth IBIP-HPS I15 from II; for arbitrarily large leakage
bound ', while IT, still satisfies the efficiency requirements of the BRM.

- Build a leakage-resilient IBIPFE scheme II5 in the BRM from I75.

1.2 Related works: Leakage-resilient cryptography

Due to the advancement of side channel attacks [33-36], traditional crypto-
graphic model, where an adversary can know nothing about the secret values,
becomes insufficient. Leakage-resilient cryptography was proposed to formalize
the security guarantees when the adversary can obtain some information of the
secret values. Lots of leakage models were proposed to measure what and how
much information of secrets the adversary can learn.

[38] introduced the first leakage model: only computation leaks information.
In this model, a function of only the bits accessed is leaked when the crypto-
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graphic system is called each time. Many cryptographic schemes were proposed
under this model, such as stream ciphers [26,43] and signature schemes [27].
However, a famous type of side-channel attacks, cold-boot attack [33] was pro-
posed and was not captured by this model, where all memory contents can leak
information, regardless of whether it is accessed.

Relative-leakage model was proposed for these attacks. In this model, an
adversary can learn a proportion of secret values. And also, there are many
schemes were proposed under this model, such as PKE schemes [4, 39], IBE
scheme [16]. After that, Bounded-retrieval model was introduced by [18,24]. In
this model, the amount of information can be leaked is bounded by a leakage
bound [, where [ is decided by an external parameter. And it requires that the
efficiency of the system, except the length of secret key, should be independent
of the leakage bound [. Many schemes [5, 13,25, 41, 52] were proposed under
this model. Then, Auziliary inputs model was proposed by [21]. In this scheme,
an adversary can learn an auxiliary input h(s) of secret values s subject to the
condition that it is computationally hard to find s from h(s). Many works [19,49]
proposed different kinds of cryptographic systems under this model.

As another line of work, Continual leakage model was introduced by [12,20].
This model considers the setting that there is a notion of time periods and secret
values will be updated at the end of each time period. Here, an adversary can
only learn a bounded amount of information in each time period, but it can learn
an unbounded amount of information in all time periods. [37,49,50] proposed
many cryptographic systems under this model.

2 Preliminaries

Notations. Let [n] denote the set {1,...,n}. For vectors  and y, let x||y be
their concatenation. For a set S, define Ug as the uniform distribution over S.
Similarly, for an integer v € N, let U, be the uniform distribution over {0, 1}".

2.1 Functional Encryption (FE)

We give the definition of FE and its indistinguishable security. Following [11],
we define functional encryption scheme for functionality F.

Definition 1 (FE scheme). A functional encryption scheme for functionality
F consists of 4 PPT algorithms: (Setup, KeyGen, Encrypt, Decrypt). The algo-
rithms have the following syntaz.

— Setup(1*): It takes the security parameter \ as input, and produces the mas-
ter public key mpk and the master secret key msk. The following algorithms
implicitly include mpk as input.

— KeyGen(msk, k): It uses the master secret key msk and key k € K to sample
a secret key sky.

— Encrypt(x): It uses the master public key mpk and a message x € X to
generate a ciphertext ct,.
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— Decrypt(sky, cty): It takes a ciphertext ct, and a secret key sk, as input and
outputs F(k,x)

We require that a FE scheme satisfies the following properties:
Correctness. For any (mpk, msk) generated by Setup(1?), any k¥ € K and
x € X, we have:

sky < KeyGen(msk, k)

Pr
ct, < Encrypt(mpk, z), + = Decrypt(cty,sky)

F(k,z) #~ < negl(A) .

Indistinguishable security. We define the indistinguishable security game,
parameterized by a security parameter A as the game between an adversary A
and a challenger in table 1. The advantage of an adversary A in the indistin-

guishable security game is defined by Advgg:hND()\) = |Pr[A wins] — %|.

Table 1: FE-IND())

Setup: The challenger computes (mpk, msk) < Setup(1*) and sends mpk to the adversary
A.

Query 1: The adversary A can adaptively ask the challenger for the following queries:
Secret key query: On input k € IC, the challenger replies with sky.

Challenge: The adversary A chooses two vectors xg,z1 € X subject to the restriction
that for all k that the adversary have make the secret key query in Query 1, it holds
that F(k,z0) = F(k,z1). The challenger chooses b < {0,1} uniformly at random and
computes ctp < Encrypt(mpk, x) and gives ct;, to the adversary A.

Query 2: The adversary can make secret key query for arbitrary k as long as F(k,zo) =
]'-(k, Tl ) .

Output: The adversary A outputs a bit b’ € {0,1} and wins if ¥’ = b.

Definition 2 (IND-secure FE). A FE scheme is IND-secure, if (1) it sat-
isfies the correctness, and (2) the advantage of any PPT adversary A in the
indistinguishable security game is Advgg:iND(/\) = negl(A).

Inner-product functionality. In this paper, we are interested in the inner-
product functionality over the field Z,, defined in [1]. It is a family of functionali-
ties with vector space V consisting of vectors in Z, of length n: for any y,xz € V,
the functionality F(y,x) = (y, x).

2.2 Bilinear groups
Our construction relies on the widely-used technique: bilinear map.

Definition 3 (Bilinear map). Let G1, Gy and Gr be cyclic groups of order
p. Define function e : Gy X Go — Gr. Then e is an efficient computable (non-
degenerate) bilinear map if it is:
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1. Bilinear: Ya,b € Zy, (z1,x2) € G1 x G, e(z$,28) = e(w1,22)% .

2. Non-degenerate: e does not map all pairs in Gy x Go to the identity in Gr.

3. Efficiently computable: There’s an efficient algorithm to compute any of the
function value of e.

Let g; be the generator of G;, for each i € {1,2,T}. Given an efficient com-
putable (non-degenerate) bilinear map e, by definition we have e(g1,¢92) = gr.
We will use a generator which on input 1%, it will efficiently return (G, Go, p, g1, g2, €)
satisfying the above description.
[10] introduce an assumption for the case when G; = Gg, and it has been
adapted to asymmetric setting in [23]. We use the latter one and give the defi-
nition.

Definition 4 (Decisional Bilinear Diffie-Hellman Assumption). The De-
cisional Bilinear Diffie-Hellman Assumption(DBDH) Assumption in the asym-
metric case is, given (G1,Ga,p, g1, g2, €) returned by our generator, no PPT ad-
versary can distinguish between the two following distributions with non-negligible

advantage: <9?,911)»9(21,9§a9%>7 <glllvgll)ag(21aggvg’%bc>: where aaba ¢, q are Sampled

from Zy,.

2.3 Entropy, extractors and hashing

We introduce the definition of min-entropy which measures the worst-case pre-
dictability of a random variable. Further, for a randomized function f, let f(x;r)
be the unique output of f for input x, with random coins r. For simplicity, we
will write f(z) to denote a random variable for the output of f(z;7) over the
random coins 7.

Definition 5. The min-entropy of a random variable X is Hoo(X) := — log(
max, Pr[X = z]).
A generalized version from [22] is called the average conditional min-entropy:

.. (X|Z): = —log (Ezez [mgxPr X = 2|2 = Z]D ~ _log (E%Z |:2—HOC(X\Z:z):|) ’

where Z is another random variable.

Lemma 1 (Lemma 2.2 in [22]). Let X,Y,Z be random variables where Z
takes on values in a set of size at most 21, Then Hoo (X|(Y, Z)) > Hoo (X, Y)|2)—

1>H(X|Z)— 1. In particular, Hayo (X|Y) > Hoo (X) — L.

Statistical distance and FExtractors. For two random variables X,Y, we can
define the statistical distance between them as SD(X,Y) := 13 |Pr[X =
z] — Pr[Y = z]|. If SD(X,Y) < € then we write X =, Y. Further, if SD(X,Y)
is negligible, we write X ~ Y. An extractor [40] can be used to extract uniform
randomness out of a weakly-random variable which is only assumed to have
sufficient min-entropy.
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Definition 6. An efficient randomized function Ext : {0,1}* — {0,1}" is
a (B, €)-extractor if for all X,Z such that X is distributed over {0,1}* and
H. (X|Z) > 8, we get (Z,R,Ext(X;R)) ~. (Z,R,U,) where R is a random
variable for the coins of Ext.

Definition 7 (p-Universal Hashing). A family H, consisting of (determin-
istic) functions h : {0,1}* — {0,1}", is p-universal hash family if for any
x1 # x9 € {0,1}%, we have Pryy[h(x1) = h(x2)] < p.

[40] states that universal hash functions are good extractors in the following
leftover-hash lemma.

Lemma 2 (Leftover-Hash Lemma [40]). Assume that the family H of func-
tions h : {0,1}* — {0, 1} is p-universal hash family. Then the random extractor
Ext(xz; h) = h(zx), where h is uniform over H, is an (B, €)-extractor as long as:

B>v+2log(l/e) —1,p < 277(1 + €%) .

Also, we say that e is efficiently computable if given the description of e we are
able to obtain a polynomial time algorithm for computing e.

3 Adaptive-secure IBIPFE scheme

3.1 Definitions

Identity-based inner-product functional encryption. Firstly, we give
the definition of IBIPFE as follows: An IBIPFE scheme consists of 4 PPT al-
gorithms just like IBE and IPFE: (Setup, KeyGen, Encrypt, Decrypt). The algo-
rithms have the following syntax. 2
— Setup(1*, 1): Tt takes the security parameter A and n as input, and produces
the master public key mpk and the master secret key msk. The following
algorithms implicitly include mpk as input.
— KeyGen(msk, ID, y): It uses the master secret key msk, an identity ID € ZD
and a vector y € V with length n to sample a secret key sk(p ).
— Encrypt(ID, «): This is the encryption algorithm. It uses ID € ZD and « € V
to output a ciphertext ct(1D,x)-
— Decrypt(ct(ip,z), skp’ y)): This is the decryption algorithm(deterministic).
It takes a ciphertext and a secret key as input and outputs the inner product:
(x,y) if ID = 1D,

Here, we define a function F : (ZD,V) x (ZD,V) — IP, where

If ID=1ID’
F((ID, ), (ID'y)) = {f” j
, otherwise

2 Here, let ID be the identity space, V be the vector space, and ZP be the inner-
product value space.
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Correctness. Given msk, mpk from Setup(1*,1%), any ID € ZD, and z,y € V,
we have:

sk(ip,y) < KeyGen(msk, ID,y), ct(ip z) + Encrypt(ID, x)

Pr
v = Decrypt(ct(ip,a), sk(p,y))

(z,y) #v < negl(A) .

Indistinguishable security. We define the indistinguishable security game,
parametrized by a security parameter A\, a parameter of vector length n, as the
game between an adversary A and a challenger C in Table 2.

Table 2: IBIPFE-IND(A, n)

Setup: The challenger computes (mpk, msk) < Setup(1*,1") and sends mpk to the ad-
versary.

Query 1: The adversary A adaptively queries C with (ID,y) € ZD x V. And the challenger
C responds with sk(ip ).

Challenge: The adversary A chooses an challenge identity ID* € ZD and two messages
@o, 1 € V subject to the condition that for all (ID,y) A has queried in Query 1, it must
hold that F((ID*,x¢), (ID,y)) = F((ID*,21), (ID, y))

Query 2: The adversary A adaptively queries C with (ID,y) as long as
F((ID*, z0), (ID, y)) = F((ID*,z1), (ID, y)).

Output: The adversary A outputs a bit ¥’ € {0,1} and wins if ¥’ = b.

Note: F((ID*, x0), (ID,y)) = F((ID*, z1), (ID, y)) holds if and only if (1) ID # ID*,
or (2) ID = ID* and (@0, y) = (1, y).

Definition 8 (Adaptive-IND-secure IBIPFE). An IBIPFE scheme is adaptive-
IND-secure, if (1) it satisfies the correctness, and (2) the advantage of any ad-
missible PPT adversary A in the indistinguishable security game is: Adv}]g}ggg:jND()\7 n) =

negl(\).

3.2 Adaptive-IND-secure IBIPFE scheme

Now, we present our adaptive-IND-secure IBIPFE scheme I1. Here we set ZP =
Ly, V =7 and ID = {0,1}!°sP~18" Also, the set [n] can be seen as the set
of all non-zero (0, 1)-strings with length logn (i.e. {0,1}°8™ \ 0'°¢™). For any
i € [n] and ID € ID, let i°" be the binary representation of i (we will use this

notion below), then ID||i%! is in fact a non-zero (0, 1)-string with length logp
(i.e. {0,1}°8P \ 0lo&P).

— Setup(1*,17) : Pick a bilinear group BG = (G1, Gs, G, g1, g2, €,p) of prime
order p, where g; and go are generators of G; and G, and we have gy =
e(g1,92). Choose random numbers w, v, s,t < g Z,, Now we can pick a ran-

dom one-to-one function h : {0,1}1°87 \ 0°8? — Zy. And set hy = g, hy =
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g5, k1 = g5-hi, f(-) = v-h(-).® Output: mpk = (G1, G2, Gr, €, 91, 92, h1, ha, k1, ),
msk = (s,t, h).

— Encrypt(mpk, ID, ) : Pick a random number r <—g Z, and set C' = g7,
D =e(hy,he)", and for i € [n], E; = g;i-e(k17gg(ID‘|i0 ))T. Output: ct(p &) =
(C,D, En, ..., Ey).

— KeyGen(msk, ID, y) : Set dy = ([}, gg(IDllim)yi)_s and dy = —t( >, h(ID|[i%")y;).
Output: sk(p. ) = (d1,da).

— Decrypt(ct(ip,z),skapr ) : Compute: IP = e(C, dy)-D% - (ITi—, EY"). Then,
compute and output the discrete logarithm log, IP.

For simplicity we use ID||i to represent ID|[i°" in the following of this paper.
Correctness. When ID = ID’, we have

P = (o) 0 ([ B

i=1

r ID'|[i)yi\—s r(— 7.1 "N14)yq < i

:e(gl,(Hgg llE)viy ) - e(hy, hy)TCHE M9 (T E¥)
i=1 i=1
_ g S Ml T ( g gt Sl h(IDmyi)
=1
x, ro(s+wt) >0, (R(ID]]é)—h(ID'|]4))ys x,

gl | gro(etet) L (AP R s _ ()

Therefore Decrypt(ct(ip,2),sk(p,y)) outputs (x,y).

Similar to many IPFE works based on DDH assumption and its variants, the
decryption algorithm of IT requires to compute the discrete logarithm. We can
use some methods to reduce the cost of it (see the analysis in [3]). The security
analysis follows similar arguments to [3] in that at some steps, the challenge
ciphertext is generated using msk instead of mpk. It will perfectly hide which
challenge message is encrypted as long as msk retains a sufficient amount of
entropy from the adversary’s view. We state the security in the following theorem
and the proof are shown in Supporting material A.

Theorem 3 (adaptive-IND security). The IBIPFE scheme II described above
s adaptive-IND-secure under the DBDH assumption.

3 Here we keep function h secret and set function f to be a black box, which means
that one can only get the function value of f by making a query to the oracle, instead
of computing it directly.
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4 Identity-based Inner-product hash proof
system(IBIP-HPS)

4.1 Definitions

To construct a leakage-resilient IBIPFE scheme, we introduce the notion, IBIP-
HPS, and the required properties:

An Identity-based Inner-product hash proof system (IBIP-HPS) consists of 5
PPT algorithms: (Setup, KeyGen, Encap, Encap®, Decap). The algorithms have
the following syntax. (ZD is the identity space, V is the vector space.)

— Setup(1*, 1™): It takes the security parameter A and n as input, and produces
the master public key mpk and the master secret key msk. The following
algorithms implicitly include mpk as input.

— KeyGen(msk, ID, y): It uses the master secret key msk, an identity ID € ZD
and a vector y € V with length n to sample a secret key skp ).

— Encap(ID): This is the wvalid encapsulation algorithm. It uses ID € ZD to
output a valid ciphertext ctyp and a encapsulated key k € V.

— Encap*(ID): This is the invalid encapsulation algorithm. It uses ID € ZD to
output only an invalid ciphertext ctip.

— Decap(ctip, sk(ipr 4)): This is the decapsulation algorithm(deterministic). It

takes a ciphertext as input and outputs a functional value of the encapsulated
key and y: (k,y) if ID = ID’.

Correctness. Given msk, mpk from Setup(1*,1"), any ID € ZD, and y € V,
we have:

sk(p,y) ¢ KeyGen(msk, ID, y)

Pr

(k.y) # v < negl(}) .

(ctip, k) + Encap(ID), v = Decap(ctp, sk(p y))

Valid /Invalid Ciphertext Indistinguishability. The valid ciphertexts gen-
erated by Encap and the invalid ciphertexts generated by Encap® should be
computationally indistinguishable, even if an adversary can obtain one secret
key per pair for at most n linear independent vectors with the challenge identity
ID*. For an adversary A, we define the following experiment for an IBIP-HPS
II in Table 3.

Definition 9. A PPT adversary A is admissible if in the whole experiment,
for the challenge identity ID*, A can make at most n secret key queries in the
form (ID*,y;),i € [n|, where yi,...,yn are linear independent. Then, we say
that an IBIP-HPS II is adaptively secure if for any admissible adversary A, the

advantage satisfies: Advl‘;ﬁ'IND(/\, n) := |Pr[A wins] — é’ = negl(A).

We will explain why such restriction on key queries is needed after show the
following property: Smoothness and leakage-smoothness. Intuitively, this prop-
erty is to ensure that there are many possible results for the decapsulation algo-
rithm with input an invalid ciphertext.
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Table 3: V/I-IND(\, n)

Setup: The challenger C computes (mpk, msk) < Setup(1*,1"), and gives mpk to the
adversary A,

Query 1: The adversary A adaptively queries C with (ID,y) € ZD x V, and C responds
with Sk(ID,y) .

Challenge: The adversary A chooses an arbitrary ID* € ZD, and the challenger C chooses
a random bit b € {0,1}

If b = 0, then C computes (ctip=, k) < Encap(ID*). If b = 1, then C computes ctipx <+
Encap* (ID*).

The challenger C gives ctip= to the adversary A.

Query 2: The adversary A adaptively queries C with (ID,y) € ZD x V, and C responds
with Sk(ID’y).

Output: The adversary A outputs a bit b’ € {0,1}, and A wins the game if ¥’ = b.

Note: In Query 1,2 the challenger computes sk(p,y)  KeyGen(msk,ID,y) the
first time that the pair (ID,y) is queried and responds to all future queries on the
same pair (ID,y) with the same sk(ip, ).

Smoothness and leakage-smoothness. Define a matrix Y := [y1,..., Y]
consisting of n linear independent vectors. We say that an IBIP-HPS IT is smooth
if, for any fixed values of mpk, msk from Setup(1*,17), any fixed Y and ID € ID,
we have
SD ((ct, k), (ct, k")) < negl()) ,

where ct < Encap*(ID), k' «+ Uy, and k is determined by first choosing
sk(p,y,) <+ KeyGen(msk,ID,y;) for each i € [n] and then computing k7 :=
[Decap(ct, sk(ip y,)), -, Decap(ct, sk(ip 4,))]Y 1

An IBIP-HPS 1T is l'-leakage-smooth if, for any (possible randomized and
inefficient) function f with at most I’-bit output, we have:

SD ((ct, f({sk(p.y,) }iz1): k), (ct, fF({skap.y,) }iz1): k) < negl(X)
where ct, k', k and each sk(p ,) are sampled as above.

Definition 10 (0-universal IBIP-HPS). For any fized mpk, msk returned by
Setup(1*), any fired ID € ID, and any fized vector y, we let SK be the support
of all possible output of KeyGen(msk, ID,y). Then we say that an IBIP-HPS is
0-universal if, for any fized distinct values skip # skip, we have

PrceEncap*(ID)[Decap(cv SkID) = Decap(C, SkiD)] =0.
We also say that its decapsulation algorithm is 0-universal.

The restriction on key queries with the challenge identity in this game is due

to the fact that, like all other HPS schemes, in order to achieve the smoothness/leakage-

smoothness, the key generation algorithm should be a randomized algorithm. It
means that we will get different output from KeyGen with the same input in
different running. As a result of it, the output of the decapsulation algorithm
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with input an invalid ciphertext and a secret key is also random, which de-
pends on the random numbers used to generate the secret key. However, no
matter what random numbers are used in the secret key, the output of the
decapsulation algorithm with input a valid ciphertext and the secret key is al-
ways the real inner-product value when the identities in ciphertext and secret
key are the same. If we do not have any restriction on the key queries with
the challenge identity, the adversary can distinguish between valid and invalid
ciphertexts easily, by making use of the above properties. For example, the adver-
sary makes 2 queries: (ID*,y; = (1,0,...,0)) and (ID*,y, = (2,0, ...,0)). If the
ciphertext ctip~ is a valid ciphertext, then we have Decap(ctID*,Sk(ID*’yQ)) —
Decap(ctip+, sk(ip« y,)) = 2k1 — k1 = Decap(ctip+,skp~ 4,)). While if it is
an invalid ciphertext, then Decap(ctip+,sk(p~,y,)) — Decap(ctip=,skap- 4,)) #
Decap(ctip+, sk(p+ y,)) in general.

Instead of aiming at building an IBIP-HPS scheme which satisfies correctness,
valid/invalid ciphertext indistinguishability and leakage-smoothness at the same
time, we first consider how to construct an IBIP-HPS scheme which only satisfies
orrectness and valid/invalid ciphertext indistinguishability. We show that we
can get an IBIP-HPS scheme II; from our IBIPFE scheme II easily, by adding
random numbers into key generation algorithm.

We construct an IBIP-HPS IT; from our adaptive-IND-secure IBIPFE scheme
1.

— Setup(1*,17) : It runs (mpk, msk) < IT.Setup(1*, 1"*1), and outputs mpk, msk.

— KeyGen(msk,ID,y) : It samples a random number z <«p Z, and sets
y* = yl|z. Then it runs sk(()IDy*) + IT,KeyGen(msk,ID, y*) and outputs
sk(p,y) = (sk?ﬂly*), z).

— Encap(ID) : It samples & <—r V and sets * = «||0. It chooses a random
number 7 <p Z, and computes ct?ID,m*) = I1.Encrypt(mpk, ID, *) with
randomness r. It outputs (ctip = ct?lD’w*), k=ux).

— Encap®(ID) : It samples & < V and sets * = x||0. It chooses a random
number r,7' g Z, and 7 # 1. It sets C = g7, D = e(hy,hy)” and for
1€ n+1], E; = g;: . e(kl,gg(IDHi))r, where f is obtained from mpk. It
outputs ctip = (C, D, E1, ..., Ep41).

— Decap(ctip, sk(pr,y)) : It outputs I7.Decrypt(ctip, sk(p/ y))-

Both the correctness and valid /invalid ciphertext indistinguishability of IBIP-
HPS II; can be easily proved from the correctness and the adaptive-IND security
of the underlying IBFE scheme IT. We have the following theorem and the proof
are shown in Supporting material B.

Theorem 4. Under DBDH assumption, the above IBIP-HPS construction Iy
satisfies the correctness requirement and valid/invalid ciphertext indistinguisha-
bility.

‘We also show that the decapsulation function of IT; is a 0-universal, which
could help us to construct a leakage-smooth IBIP-HPS in the next section.
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0-Universality of the decapsulation function. For any fixed mpk, msk pro-
duced by IT;.Setup(1*,1"), a set of linear independent vectors {y;}?; and iden-
tity ID, let ctip be some output of IT; .Encap* (ID), so that ctip = (C, D, E1, ..., Ept1)
for C = g7, D = e(hy,hy)", and for i € [n+ 1], E; = g;?e(kl,gg(m””)r where

r # r'. Then for any secret key skp ) = (d1,d2, %), which is generated by
IT, KeyGen(msk, ID, y) with y € {y;},. Then we can get:

II; .Decap(ctip, sk(ip y)) = II.Decrypt(ctip, sk(p,y))

n+1
~log,, (e<c, dy)- D% - (]| BY >)

=1
n+1 FDI[i)y2 , i ) n+1 .
= log,, (e(g’;, (TT o2"""")7%) - elha, oy oz MOPIWE) (T EY: ))
i=1 i=1

= log,, (QTv(Sr+twr’)(Z?+f h(ID[i)y;) 9%3?;1 oly; .g;v(erwt)(Z:fll h(IDi)yf)))

x, wot(r—r’ 4! h(ID||d)y;
~log,, (9<T ), gutlr—r') (S hDIy )))

n
= (k,y) +wvt(r — ') Z h(ID||i)y; + wvt(r — r")h(ID||(n + 1))z .
i=1
(1)
From r # 7/, we can get that if /T;.Decap(ctip, sk(p y)) = 111.Decap(ctip, skEID’y))
and sk(ip,y), sk'(ID,y) are outputs of II;.KeyGen(msk,ID,y), then skqp,) =

sk'(IDm. This implies O-universality of the decapsulation function.

4.2 leakage-smooth IBIP-HPS

In this section, we show how to construct an I’-leakage-smooth IBIP-HPS, for
arbitrarily large values of I/, meeting the efficiency requirements of the BRM.
We start with the IBIP-HPS scheme II; = (II;.Setup, I1;.KeyGen, IT; .Encap,
IT, .Encap®, II;.Decap) and compile it into a new IBIP-HPS scheme [T, =
(I15.Setup, IT, . KeyGen, ITs.Encap, IT,.Encap®, IT5.Decap).

Before showing our construction, we introduce our main idea of leakage am-
plification. In order to tolerate arbitrarily large leakage I, we introduce a key-size
parameter m and map each secret key in Il> into m secret keys generated by
II;. And m will depend on the desired leakage parameter I’. Recall that the en-
capsulated key k in the definition of leakage-smoothness is recovered by n secret
keys for n linear independent vectors. In the proof of leakage-smoothness, we
need to use the same random numbers to generate the n secret keys for each y;.
Thus, the key generation algorithm will take n linear independent vectors (an
invertible matrix Y) as input.

In order to meet the efficiency requirements, the encapsulation and decapsu-
lation algorithms should be independent of m. So they will target only a small
subset of t-out-of-m of the secret keys. The encapsulation algorithm will choose ¢
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random indices from {1,...,m} to generate t ciphertexts. And the decapsulation
algorithm will read only the corresponding t secret keys. Finally, since the key
generation algorithm will output n secret keys for n vectors and one identity ID’,
the encapsulation algorithm will also run n times to get n ciphertexts. These n
ciphertexts share one identity ID and one encapsulated key k. If ID = ID’, then
the i-th ciphertext can be decapsulated by the i-th secret key.

IBIP-HPS construction. Let ITy = (II;.Setup, IT; .KeyGen, IT; .Encap, IT; .Encap™,
IT, .Decap) be an IBIP-HPS with identity space ZD1, vector space V and secret
key randomness space R.

For simplicity, we use sk(p ) = II;.KeyGen(msk,ID,y, 2') to denote that
sk(ip,y) is generated by computing IT;.KeyGen(msk, ID, y) with random value 2’/
(setting z = 2’ in IT; KeyGen), and use (ctip, k) = II;.Encap(ID, ') to denote
that (ctip, k) is generated by computing IT; . Encap(ID) with vector @’ (setting
x =« in IT;.Encap).

Let H : D5 x [m] x [n] — D1 be a one-to-one function for some set ZDs.
Define IT5 = (II5.Setup, I15. KeyGen, II.Encap, IT>.Encap™, II5.Decap) with iden-
tity space ZD, as follows:

— Setup(1*,17): This is the same as IT;.Setup.

— KeyGen(msk,ID,Y): Prase Y = [y1, ..., Yn). Sample z1, ..., 2z, < R. Fori €
[n],j € [m], sk; ; is generated by computing I1; . KeyGen(msk, H(ID, j, 1), y;, z;)-
Set sk(1p,y,) = (8ki,1, -, 8k m) for i € [n]. It outputs

Sk(ID,Y) = (Sk(ID,y1)7 "'7Sk(ID,yn)) .

— Encap(ID): First it samples a vector k = (kq,...,ky) € V. This algorithm
will run the following steps for n times. In step 7:
(1) Choose t random indices a[r] = (a1[7],...,au[7]) + [m]', and B[r] =
(Balr], .., BelT]) = 2.
- * * * t *
(2) For j € [t], sample k; [7] = (kjl[’l'], - kjn[’l']) — V,s.t. ijl Bj [T]kﬁ[T] =
ki,i S [TL]
(3) For j € [t], compute (ct;[7], k}[7]) + II.Encap(H (ID, ay[7], 7), k}[7]).
It outputs
ctip := ({cta[7], ... cte[], alr], B[7]}21) k-

For simplicity, we just omit the subscription ID in each term of ctip, when
we only consider one specified ID.

— Encap*(ID): First it samples a vector k = (k1,...,k,) € V. This algorithm
will run the following steps for n times. In step 7:
(1) Choose t random indices a[r] = (ai[7],...,¢[7]) < [m]}, and B[1] =
(Balr], ..., BelT]) = ZL.
(2) For j € [t], sample kj[7] = (kj;[7], ..., k], [7]) <V, s.t. 2321 Bilrksi[r] =
ki,i S [TL]
(3) For j € [t], compute ct;[7] < II;.Encap” (H(ID, aj[7], 7), k}[7]).
It outputs

ctip := ({ct1[7], ..., cte[T], @[7], B[]} 1) -
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— Decap(ctip, sk(p,y,)): For any 7 € [n], prase skap 4. ) = (skr1, ..., K7 ).
For j € [t], compute ~;[7] := IIy.Decap(ct;[7],sk: o,[-)). Then, it outputs

S Bl [r)).

The correctness and valid/invalid ciphertext indistinguishability of ITy can be
easily extended from such properties of II, and they are shown in Supporting
material C.1.

Efficiency. We will show that ITs meets the efficiency requirements of the BRM
by giving a lower bound of ¢, which is independent of the leakage bound !’ in
the proof of the leakage-smoothness.

leakage-smoothness. Firstly, in Supporting material C.2, we show that the
decapsulation algorithm of IT5 is not 0-universal, so we cannot directly obtain
the leakage-smoothness by the leftover-hash lemma(Lemma 2).

We try to relax the condition in the definition of universality. We use a similar
idea as in [5], where we only insist that sk(p y) and sk’(ID,Y) are different enough
so that they are unlikely to result in the same k. More precisely, we state the
following theorem, and will prove it in Supporting material C.3.

Theorem 5. For any € > 0, there exists some setting of n = O(logp), so that
for any polynomial m(\), the above construction of IIy from IIy is U'-leakage-
smooth as long as: I" < (1 —e)mlogp —nlogp — 2\.

5 Leakage-resilient IBIPFE in the BRM

Here, we define the security for an IBIPFE scheme, which is resistant to key
leakage attacks in the Bounded-retrieval model (BRM). Then we show how to
construct such an IBIPFE scheme from an leakage-smooth IBIP-HPS we pre-
sented in the above section. Our security notion only allows leakage attacks
against the secret keys of the various functions, but not the master secret key.
And we only allow the adversary to perform leakage attacks before seeing the
challenge ciphertext. As shown in [4, 6, 39], this limitation is inherent to en-
cryption schemes since otherwise the leakage function can simply decrypt the
challenge ciphertext and output its first bit.

5.1 Definitions

Recall that in our leakage-smooth IBIP-HPS scheme, the encapsulation algo-
rithm will output n ciphertexts sharing the same encapsulated key k. The key
generation algorithm will also output n secret keys for n vectors, and the i-th
ciphertext can be decapsulated by the i-th secret key. But the input of IBIPFE’s
key generation algorithm contains only one vector, instead of n vectors, so it
cannot output n secret keys in one round. And actually we only need one secret
key to get the decryption result (k,y) since all n ciphertexts share the same
encapsulated key k. Therefore, in our leakage-resilient IBIPFE scheme, we will
allow the user to choose an index 7 € [n] in the key generation algorithm to
indicate which ciphertext it wants to decrypt with this secret key. It means that
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the syntax of Setup, Encrypt, Decrypt is the same as that in IBIPFE (Section
3.1), and KeyGen has the following syntax:

sk(p,y,r) ¢ KeyGen(msk,ID,y, 7): The key generation algorithm generates the
secret key sk(ip y,7), which can decrypt the 7-th ciphertext output by Encrypt(ID, x).

Indistinguishable security with key leakage. We define the indistinguish-
able security game, parametrized by a security parameter )\, a parameter of
vector length n and a leakage parameter [, as the following game between an
adversary A and a challenger in Table 4. The advantage of an adversary A in

the security game is Adv{B{phE 4 D (A1) := [Pr[A wins] — 3.

Table 4: IBIPFE-IND(A, n)

Setup: The challenger C computes (mpk, msk) « Setup(1*,1") and sends mpk to the
adversary A. The challenger keeps a list Rip to store the random numbers which is
sampled in leakage-query stage.

Query 1: The adversary A can adaptively ask the challenger for:

Secret key query: On input an identity ID, a vector y and an index 7, the challenger replies
with sk(p y,-) < KeyGen(msk, ID, y, 7).

Leakage query: On input an identity ID, a vector y and a PPT function f*, if there is no
tuple (ID, y,-) has been queried to leakge query before, the challenger first check whether
ID is in the list Rip:

— Ifit is not, then the challenger first runs sk(ip 4,1y - KeyGen(msk, ID, ¢, 1), then store
the tuple (ID,r,1) in the list Rip, where r denotes the random numbers sampled by
KeyGen(msk, ID, y, 1).

— If ID is in Rip, then the challenger reads and deletes the tuple (ID,r,7) from Rip
and generates sk(p 4, r+1) with the randomness r, and puts (ID,r,7 + 1) into Rip.

Then the challenger replies with f*(skap,y,.)) if Zfe{f/}(m,y)u{f*} |f(skap,y,)] < 1,
where {f'}p,y) denotes the set of leakage functions that the adversary have queried on the
secret key sk(p,y,.), and | f(skap,y,.y)| is the bit-length of the function value f(skap,qy,.))-
Challenge: The adversary A chooses an challenge identity ID* € ZD and two messages
To,x1 € V subject to the conditions that (1) ID* never appeared in any secret key query
(2) There are at most n different vectors {y;};—; appeared in leakage query in the form
(ID*, y;, f*) and these n vectors should be linear independent. The challenger chooses
b € {0, 1} uniformly at random and returns ct <— Encrypt(mpk, ID*, ;) to the adversary.
Query 2: The adversary A adaptively makes secret key query with (ID,y) as long as
ID # ID*

Output: The adversary A outputs a bit ' € {0,1} and wins if 8" = b.

Notes: a) For secret key queries in Query 1 and 2, the challenger computes
sk(ip,y,r) < KeyGen(msk,ID,y,7) only in the first time that the tuple (ID,y,7)
is queried and responds to all future queries on the same tuple (ID,y,7) with the
same SK(1p,y,7)-

b) For leakage queries in Query 1, the challenger computes skap,y-) <
KeyGen(msk, ID,y,7) only in the first time that the tuple (ID,y,x*) is queried
and responds to all future queries on the tuples (ID, y, ) with the same secret key.
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We now give some explanation about the definition. The restrictions of the
definition come from the definitions and proofs of properties of IBIP-HPS. Recall
that there are only 3 items in the definition of leakage-smoothness: ct, f({skip,y, }1—=1), k.
The secret keys {skip y, }7=; used to compute k do not appear in the equation
directly. In order to rely our security of IT3 on the leakage smoothness of I1s, for
the secret keys used to compute k (we need n secret keys of n linear independent
vectors to determine a k), the adversary can only know a functional value f(-),
instead of the secret keys. Thus, we only allow the adversary to perform leakage
queries on the challenge identity ID* and arbitrary vector vy, instead of secret
key queries on ID* and y subject to the condition that (xg,y) = (z1,y).

From the definition of valid/invalid ciphertext indistinguishability in IBIP-

HPS, the adversary can make one key query for the challenge identity ID* with
an n X n invertible matrix. So we also restrict that there are at most n differ-
ent linear independent vectors appearing in the leakage queries with the form
(ID*,y, *). And such n vectors mentioned above are generated from the same
random numbers and are corresponding to the 1-th,....n-th ciphertexts respec-
tively.
Remark on stateful key authority. Similar with [5], in the query stage of
our security game, some secret keys are computed only once and reused sub-
sequently. In reality, this requires that key authority that issues secret keys is
stateful, and caches the secret keys that it computes. As the analysis in [5], this
requirement can be overcome easily by adding a pseudo-random function to the
master secret key.

Definition 11 (Leakage-resilient IBIPFE). An IBIPFE scheme is l-leakage-
resilient, if (1) it satisfies the correctness, and (2) the advantage of any admis-
sible PPT adversary A in the indistinguishable security game with leakage 1
(defined in Table 4) is Advigiprp i " (A, n,1) = negl(X). We define the leakage

ratio of the scheme to be p = where [skp,y | is the number of bits

l
Iskap,y,m|’
needed to efficiently store a secret key sk(ip .y r)-

Definition 12 (leakage-resilient IBIPFE in the BRM). We say that an
IBIPFE scheme is adaptively leakage-resilient in the bounded-retrieval model
(BRM), if the scheme is adaptive-secure, and the master public key size, mas-
ter secret key size, ciphertext size, encryption time, and decryption time (and
the number of secret-key bits read by decryption) are independent of the leakage-
boundl. More formally, there exist polynomials mpksize, msksize, ctsize, encTime,
decTime, such that, for any polynomial I and any (mpk, msk) < KeyGen(1*,17,1%),
x €V, cty + Encrypt(mpk, ), the scheme satisfies:

— Master public key size is |mpk| < O(mpksize())), master secret key size is
|msk| < O(msksize(A)), and cipherteat size is |ct(|ip|,«)| < O(ctsize(A, [ID], |z])).

— Run-time of Encrypt(mpk, ID, x) is < O(encTime(A, |ID|, |x])).

— Run-time of Decrypt(sk(p y),ct(p,a)), and the number of bits of sk(p )
accessed, are < O(encTime(A, [ID], |xl)).
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5.2 Construction of Leakage-resilient IBFE for inner-product

Given an leakage-smooth IBIP-HPS scheme IT, = (Setup, KeyGen, Encap, Encap™,
Decap) where the vector space is V, we construct a leakage-resilient IBIPFE
scheme with the same vector space V. We show our construction in Table 5.

Table 5: Leakage-resilient IBIPFE scheme I75.

Setup(1*,1™): The Setup procedure is the same as I1>.Setup.

II; KeyGen(msk, ID,Y") and returns sk(p y,-) = skap,y.)-

And output ctip,» = (c1, c2).
Decrypt(ctap,z),sk(rp,y)): Parse ctpey = (c1,c2) and output y - c2
II> Decap(ctp, skap,y,7))-

KeyGen(msk, ID, y, 7): It chooses n— 1 random vectors Y1, ..., Yr—1, Yr+1, ---; Yn, such that
Y =[y1,...,Yr =Y, ..., Yn] is a n X n invertible matrix. It gets (skap,y,), -, SKaD,y,))

Encrypt(ID, @): It computes (ctip, k) + IT2.Encap(ID). It sets ¢1 = ctip and ¢2 = k + @.

Theorem 6. If we start with an l/’—leakage-smooth IBIP-HPS 115, then the con-
struction in Table 5 yields a l = %—leakage-resilient IBIPFE.

We use a series of games argument in our security analysis, which begins with the
real security game and ends with a game whose challenge ciphertext is indepen-
dent of the bit b chosen by the challenger. And these games are indistinguishable
from each other. The details of proof of Theorem 6 are shown in Supporting ma-
terial D.

Theorem 7. Using the I'-leakage-smooth IBIP-HPS construction Iy, we can
get an l-leakage-resilient IBIPFE scheme in the BRM with vector space V = Zy
and it satisfies:

(1) The master public-key size and the master secret-key size are the same as in
115, and are independent of I.

(2) The size of the ciphertext and the number of secret-key bits read by decryption
are the same as in Ils, both of which are independent of I.

(8) Encryption time consists of the Encap time of Iy and the time of one vector
addition operation with length n. Decryption time consists of the Decap time of
115, the time of inner-product operation with vector length n, and a subtraction.
Both the encryption time and decryption time are independent of I.

(4) The leakage ratio is p = 13;8, for sufficiently large values of the leakage-
parameter .

Proof. The first 3 statements are easy to check from the construction. For the

leakage ratio, by Theorem 5, we have | = % < (=e)mlogp—nlogp—2A

U4nlog p+2X
(1—e)logp

— . From it we
can get the lower bound of m is that m > . Then the leakage ratio
for a given [ is defined as:

R S ¢ s
r= sk(p,y,-)|  3mlogp  3nl+ 3nlogp+6X

1—¢
3n -

For sufficiently large I, the ratio is approximately
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A Adaptive IND-security of IBIPFE IT (Proof of
Theorem 3).

Proof. We have shown the correctness of our scheme, so we only need to show
that the advantage of any admissible PPT adversary A in the indistinguishable
security game (defined in Table 2) is negligible.

The proof uses a sequence of games which begins with the real indistinguish-
able security game and ends with a game where the adversary has no advantage
at all. For i € {0, 1,2}, we use W; to denote the event that the adversary wins
in Game 1.

Game 0: This is the real game. In this game, the adversary A is given
mpk < IT.Setup(17,1*). And after the Query 1 stage, A chooses two vectors
@0, 1 and one challenge identity ID*. Then .4 obtains an encryption of (ID*, x;),
for some random b + {0,1}. For any pair (ID,y) submitted to the secret key
query, it must be the case that F((ID*, xo), (ID,y)) = F((ID*,z1), (ID, y)).

Game 1: In this game, we modify the generation of the challenge ciphertext
ct(p* z,) = (C, D, E1, ..., Ey,) as follows. The challenger C first computes

C= g71“’ D= €(h1, h2)rv
for randomly chosen r <—g Z,. Then C uses msk to compute
E; = gt - e(C*, g3 ™ 17) - DD i ¢ ().

It is easy to be verified that the challenge ciphertext ctp« 4,) has the same
distribution as in Game 0. So we have Pr[Wy] = Pr[WW].

Game 2: In this game, we modify the generation of the challenge ciphertext
again. C first samples two random number r,7’ < g Z, and sets

C = g{,D _ 6(h1, h2)r+7~/7Ei _ g%i -e(Cs,gg(ID*”i)) . Dth(ID*Hi),Z’ c [n]

Now we show that [Pr[IWs] —Pr[W;]| < Adv2PPH()), which means that if A can
distinguish between Game 1 and Game 2, then we can construct an adversary
B to break the DBDH assumption. B receives a DBDH tuple (g¢, g%, 94, g5, 9%),
and its task is to distinguish whether ¢ = abc or ¢ is randomly chosen from
Zp. B sets C = g¢,h1 = g%, ha = g5, D = g} and sends mpk and the challenge
ciphertext to A. When answering secret key queries, B computes d; by d; =

(IT-, hg(IDllim)yi)fs = (I, gg(ID”im)y")*s. If A outputs that the ciphertext
is generated in Game 1 (which means D = e(hy, ha)" = e(g1, g2)**¢ = g2%¢), then
B outputs ¢ = abc. Otherwise B outputs: ¢ is randomly chosen from Z,,.

The last thing we have to prove is that the challenge ciphertext in Game 2

perfectly hides b € {0,1}, so that Pr[Ws] = 3. Firstly, we have that for i € [n],

T; s ID*||i *1]e
Bi =gy (g 1Y) - DD

_ g]xj . g;svh(ID*Hi) . g¥+rl)wvth(ID*||i)
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_zi+r’wuth(ID*|]i)  rv(s+wt)h(ID*||i)
=9r “9r

This means that a PPT adversary can only infer z, = x;, + r'wvthip~, where
hip- = (h(ID*||1), ..., A(ID*||n)) from the challenge ciphertext in Game 2.

We define ¢ = (xp — 1) mod p and deterministically generate a Z,-basis
Y: € ng(nfl) of the (n — 1)-dimensional subspace z+ = {y € ZI|(z,y) = 0
mod p}. We define the invertible matrix

Y =[Y;,a'] € ZW",

where a’ is a vector outside the subspace & which we also choose in a deter-
ministic way. Since all the columns of matrix Y are deterministically generated
from x € Z;), they are known to A. Thus, it suffices to prove that Y7 - 2z, € Ly,
is information-theoretically independent of b € {0, 1} to prove that 2z, does not
leak anything about the value of b either. The first n — 1 elements of Y7 - z;, are
clearly independent of b since we have Y, xy = Y," @, by construction. Now, we

are left with [(wb, ') + r’'wut{hip~, w'ﬁ mod p.

Let (so,to, h)p.) € Ly % Ly X Ly denote an arbitrary tuple of vectors satisfying
ki = gi°hlo, and

n V1O . e n .
sk(1p+ ) = (d1 = ([ " 1Y) =50 dy = 1o (S HO(ID ||j>yij))7

j=1 j=1

for all secret key queries with {(ID*,y;)}"~'. Since all secret key queries with
challenge identity ID* involve vectors y; in 1, so the distribution of hip- is
{hYy. + px mod p|u € Z,} in the adversary’s view. Then the conditional dis-
tribution of r’wvt{hip-,x’) mod p is

D = {r'wot((hip-,2’) + p(z,x’)) mod p|u € Z,}.

Since (z,x’) # 0 by construction, so D is the uniform distribution over Z,.
Further, since 7/ = 0 only happens with only negligible probability, the term
r’wut{hip~, ') mod p perfectly hides (x’,x;) in the inner product (a’,z)
mod p.

B Analysis of IBIP-HPS II; (Proof of Theorem 4)

Proof. Correctness. From the correctness of IT, when ID = ID’, we have

II1.Decap(ctip, sk(ip’ 4)) = I1.Decrypt(ctip, sk(ip/ y))
=(z",y")
= ([0, yl[2)
=(z,y) = (k,y) .
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Valid/Invalid ciphertext indistinguishability. We show how to use an
adversary A, which can distinguish valid and invalid ciphertexts, to construct
an adversary B, which can distinguish whether ¢ = abc or ¢ is randomly chosen
in the DBDH assumption.

B receives a DBDH tuple (¢¢,4%, 93,95, 9%), and its task is to distinguish
whether ¢ = abc or ¢ is randomly chosen from Z,. B sets C = g{,h; = b, ho =
g5,D = g} and sends mpk and the challenge ciphertext to A. If A outputs
D = e(h1,h2)" = e(g1, 92)**¢ = g2 (which means it is a valid ciphertext), then
B outputs ¢ = abc. Otherwise B outputs that ¢ is randomly chosen from Z,,.

C Analysis of leakage-smooth IBIP-HPS I1,

C.1 Correctness and valid/invalid ciphertext indistinguishability

Correctness. For the correctness, for any ID € ID5, Y = [y1,...,yn] € V,
Yy € {y1,...,yn} and any correctly generated mpk, msk,skp ), if a ciphertext
ctip = ({ct1[7], ..., cte[7], [7], B[7]}7_,) is generated by IIs.Encap(ID), then we
have: For any 7 € [n]:

t

II5.Decap(ctip[7], sk(p,y,)) = Z(ﬁj [T]v;(7])

Jj=1

=3 (B kil
= yriBilrlk;lr]

j=11i=1
n t
= yri > BylrIkIr]
i=1 j=1

= yriki = (Y-, k) .
i=1

Valid /Invalid ciphertext indistinguishability. When talking about the
valid/invalid ciphertext indistinguishability of ITs, we edit the definition of ad-
missible adversary in Definition 9. The input of II;.KeyGen is an n x n matrix
instead of a vector with length n. So here we allow the adversary to make key
query for the challenge identity with one n x n invertible matrix, instead of
at most n linear independent vectors. Thus, the valid/invalid ciphertext indis-
tinguishability of ITs can be easily extended from the valid/invalid ciphertext
indistinguishability of I1;.
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C.2 Universality of the decapsulation function in IT,.

Here, we consider the universality of decapsulation function in II5. Follow the
same routine as Equation (1), for an invalid ct;p we can obtain that for each
JjEt], T € [n]:

Vil7] = (K5, Y7) + wot(r;[7 71) D ulH (D, ay[7], 7)] iy
i=1

+ wot(r;[1] — rj [TDulH (D, a[7], 7)|[(n + 1)] 20,7 -

Here r;[7] and r}[7] are from the invalid ciphertext ct;[7], and y.; is the i-th
term of y.. Therefore the result of IT;.Decap(ctip,sk(p,y,)) is:

> 852501 = (o) + 30 3l (ot lr] = 1317 DS lHE D, . )l

i=1

+ Z Bjlrwot(r;[r] — ri[r])u[H(ID, a[7], T)||(n + 1)]2a, (7] -
j=1

Given invertible Y = [y1, ..., y,] we still have:
kT = [II,.Decap(ctip, sk(p,y,)), - - - » [I2.Decap(ctip, sk(ID,y"))}Yfl

We can take it as a function of ctip and sk(ip y) and use notation k(ctip, Sk(ID’y)).
Unfortunately, we cannot directly show that the hash family H := {k(ctip, -)|ctip
II3.Encap*(ID)} is O-universal.

In fact, note that for each ¢ € [n], sk(1p,y,) shares the same random vector
z = (21,...,%m). From our construction, sk(p,y) and sk'(IDjy) only differ in 2
and z’. For example, if 2z and 2’ only differ in one position, say, a*, then:

k(ctip, Sk(IDyy)) = k(ctp, Sk/(ID,Y)) ,

for any ctyp that never chooses a* in any of the vector a[7]. This will happen
with high probability.

C.3 Leakage-smoothness of IT; (Proof of Theorem 5)

We first introduce the new notion approzimate universal hashing and a vari-
ant leftover-hash lemma from [6]. Then we prove Theorem 5. Let X be some
alphabet.

Definition 13 (Approximately Universal Hashing [6]). A function family
H, consisting of functions h : X™ — I, is called (0, T)-approximately universal
if for all x,2' € X™ with dg(z,2’) < ém we have Prpy[h(z) = h(z")] < 7,
where dg (-, -) is the Hamming metric.
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Theorem 8 (Approximate Leftover-hash Lemma [6]). Assume that H is
(6,7)-approzimately universal. Let ¢ = |X|,v = log|I'|. Let § € [L,1 — é]
Let X, Z be arbitrary random variables where X is distributed over X™ and let

B :=Hu(X|Z). Let h be uniformly random over H. Then:

1
> ((h, Z0(X), (h, 7, UF))> < LVam e 1

where Hy is g-ary Shannon entropy function. In particular, the statistical dis-
tance above is at most € as long as:

1
B > H,(8)mlogq+v+2log = —1,and 7 < —(1+¢€?) ,
€

1
2’U
where Hy(z) := rlog,(¢—1) —zlog, x — (1 —x)log, (1 — ) is the g-ary Shannon
entropy function.

Now, we move to prove the I’-leakage-smoothness of IT5. First fix an invertible
Y. For simplicity, we define ¢ := ctip = ({ct1[7], ..., cte[7], a[7], B[T]}7_;) +
Iy Encap * (ID), 2 := sk(p,y), and z; := skap,y,) = (ski1,...,8kin) is a
sample of secret key for y; in IT5. Let x; j :=sk; ;, j € [m]. Then

k" (c,x) = [[Iy.Decap(c, 1), ..., Iy Decap(c, z,)]Y .

t
I15 Decap(c, x;) = Zﬁj [i I, .Decap(ct; [i],xiﬁaj [i]) .
j=1

Let F;; : Z, — Zp be a hash function family

{fetj[i}(-) := IT,.Decap(ct;[i], -)

ct;[i] < Iy .Encap(H (ID, aj[i], 1), kj [z])} .

In Section 3 we already show that the family F;; is O-universal.
Further, set gg : Zl, = Zy, ga(d) = (B,d). The family G := {gg|3 < Z]},
and it’s %—universal.

Now we write kT (¢, x) as a hash function

he(x) = (911) (fetr 1) (1,00 [1]) 5 -5 Feto 1) (T 1,00 11]))5 o5
gﬁ[n](fctl[n] (xn,al[n])a ) fctt[n] (mn,at[n])))y_l :

Let & := {h.(-)|c + II;.Encap®(ID)}. Note that it’s equivalently a family of
Ly — Zy), for any fixed invertible Y. This is because the random variable
given Y is determined by vector z € Z;'. Firstly, we show that the family & is
approximately universal in the following lemma.

Lemma 3. Let F be a family of p-universal hash functions and G be a family
of p'-universal hash functions, then the above family ® is (9, $)-approxzimately
universal for any § >0 and ¢ < ((1 —8)" + p')™.
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Proof. For any z,z’ € Z, where dg(x,2') < dm, we have
Pry, o[he(x) = he(2'))]

:HPrhcesﬁ|:g,3¢(fctl[i](mi,al[i])a--wfctt[i}(xi,at[i])) (fctl (Zal )7 afctt (zat[z]):|

i=1

IN

Il
-

(PI‘ |:(fct1[i] (xz,al[l]) vfct,[z (xz a[i] )) (fctl[z]( i 061[7«]) 7fCtt[’L]( i, i ])):| + ,0/>

K2

n t

SH( Pr l:dH((xz agfi]s - Li at[z]) ( Liasli]s “7x;,at[i]):j):|pj+p/>
=1 7=0

< I (@ — 8y =p) + )
i=1 j=0

< [a-sa-p)y +p’]n

From the constructions of IT; and I3, we can know that p = 0,p' = %,

so we can get ¢ < ((1 —§)! + ) From Theorem 8, in order to ensure that
SD ((¢, f(skap,v)), k), (¢, f(Sk(ID,Y))akl)) < 27, we should have ¢ < F(l +
(27)2). So we get lower bounds of t and 3’ := I:Ioo(sk(ID’y)\f(sk(ID’y))) are:

1
> ————,and ' > H,(6)mlogp +nlogp+ 2\ —1

In our case, ' > Heo(skap,y)) — ' = mlogp — I'(Lemma 1). For any con-
stants € > 0, there exists some constant ¢ > 0, such that for any n > 1,p >
2,t > clogp,m > 0, we have that: If mlogp — I’ > emlogp + nlogp + 2,
then SD ((c,f(sk(IDyy)),k), (c,f(sk(IDy)),k’) < 272, It means that IT5 is an
U'-leakage-smooth IBIP-HPS for I’ = (1 — )mlogp — nlogp — 2.

D Security of leakage-resilient IBIPFE IT;(Proof of
Theorem 6)

Proof. The correctness of decryption follows by the correctness of decapsulation
in IT5. We use a series of games to analyze the security:

— Game 0: Define Game 0 to be the IND-security game with leakage I.
In the challenge stage of Game 0, the challenger computes ctp« z,) <
Encrypt(ID*, ) which we parse ct(p« 4,) = (c1,c2), where ¢1 = ctip+,c2 =
k + xp.

— Game 1: We modify the challenge stage, so that the challenger uses the
secret keys sk(ip- y, 4y, € [1],7 < n generated by the leakage query in Query

1, together with some new keys skap« y, ., n+1)s - SKID* y,,n) generated
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by running I13.KeyGen(msk,ID*, y,1;,n + j),j € [n — n] with the same
random numbers as sk(ip- y, ), € [17], Where y,1;,j € [n—n] are randomly
chosen subject to the condition that Y = [y, ..., Y] is an n x n invertible
matrix. It computes (c1,k;) + Encap(ID*), then finds ko such that kI =
[Decap(ci, sk(ip,y,,1)); ---» Decap(c, sk(ID’ymn))]Y_l and computes co = ko+
Ip.

The difference between Game 0 and Game 1 is only the use of k; versus
ko. However, by the correctness of Decapsulation, we have k1 # ko with
negligible probability, given that y1, ..., ¥, are linear independent. So Game
0 and Game 1 are statistically indistinguishable.

— Game 2: We modify the challenge stage again, so that the challenger uses

Encap”® to compute the ciphertext. It computes ¢1 < IT5.Encap*(ID*), then
finds ko such that k' = [Decap(c1, sk(ip* y1.1)), ---» Decap(cy, skap« g, )Y 1,
and computes computes cy = ko + xp.
We claim that Game 1 and Game 2 are computationally indistinguishable by
the valid/invalid ciphertext indistinguishability of IBIP-HPS. Although there
is no leakage query in the valid/invalid indistinguishability game, it allows
the adversary to learn at most n secret keys for the challenge identity ID*.
The total number of secret keys in the form sk(p~ ..y involved in the leakage
queries and computation of ko is also n, and all of these keys were generated
by the same random number stored in Rip. Thus, the indistinguishability
between Game 1 and Game 2 holds.

— Game 3: The challenge ciphertext ct(p a,) = (c1,c2) is computed by: ¢; <

II, Encap™(ID*), o = (¢2,1, ..., C2,n)  Uyp.
We claim that Game 2 and Game 3 are statistically indistinguishable by the
I’-leakage-smoothness of IBIP-HPS. The only things in Game 2 correlated to
sk(p-,...) are outputs of leakage queries and ko. There are at most I’ =1 xn
bits outputted by the leakage queries for the identity ID*. And according
to the I’-leakage-smoothness of IBIP-HPS, the statistical distance between
the two games is negligible. Then, ko is indistinguishable from choosing a
completely independent random variable from Uy .

Therefore Game 0 and Game 3 are indistinguishable by any PPT adversary. And
the advantage of any adversary in Game 3 is 0, since the challenge ciphertext in
Game 3 is independent of the bit b.



