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#### Abstract

We examine some historical proto-mechanical cryptographic devices, such as the Wheatstone Cryptograph, that employ revolving clock hands or rotating concentric disks. The action of these "cipher clocks" can be factored into a stream cipher followed by a monoalphabetic substitution. This allows us to perform a stochastic hill-climbing attack to break the substitution. The attack maximizes a fitness that measures how well a decryption of the substitution cipher resembles an encryption of the stream cipher alone.
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There is a category of cryptographic devices that existed in the late classical era, at the dawn of the mechanical era of cryptography. These devices are characterized either by revolving hands, like a clock, or by rotating concentric disks. The two types are equivalent; the choice to move hands over a disk or disks under a pointer is irrelevant to the resulting cipher.

In this article we describe three of these "cipher clocks": the Wheatstone Cryptograph, the Wadsworth cipher disk, and Urkryptografen. We can generalize these devices, since they differ only in the lengths of the plaintext and ciphertext alphabets. Because the action of such a device can be factored into a simple stream cipher and a monoalphabetic substitution, we are able to implement a two-stage ciphertext-only attack that works backwards toward the plaintext. In the first stage, the attack seeks to recover the key of the monoalphabetic substitution by maximizing a fitness which measures how closely a stream of characters resembles text encrypted by the stream cipher alone. In the second stage, we rotate the key recovered in the first stage until we find an acceptable decryption under the full cipher. We test the attack on the three historical devices mentioned above and find that we can achieve a healthy success rate for ciphertexts even in the neighborhood of 100 characters for the Wheatstone Cryptograph and Urkryptografen, and in the neighborhood of 200 characters for the Wadsworth device.

## Descriptions of three known cipher clocks

## Wheatstone Cryptograph

The Wheatstone Cryptograph (Wheatstone 1879) holds an unmixed plaintext alphabet on its outer ring, and a mixed ciphertext alphabet (the cipher's key) on its inner ring. The plaintext alphabet includes the
space character, while the ciphertext alphabet only contains the twenty-six letters of the English alphabet. Characters are indicated by two clock hands that are geared to move the same number of steps (the same number of characters) along their respective alphabets. The hands always revolve in the clockwise sense. See Figure 1 for a schematic sketch of the device.

Before enciphering a text, the two hands are moved to an initial position (at 12 o'clock) where they point to the space character in the plaintext alphabet and to the first letter of the mixed ciphertext alphabet. The procedure for enciphering each character of the plaintext is to rotate the longer hand clockwise until it points to that character on the outer ring. The gearing in the device moves the shorter hand the same number of steps along the inner ring. The character to which the shorter hand points is now the next letter in the ciphertext. The hands begin from their current positions when the next character is enciphered.

Because the ciphertext alphabet contains one less character than the plaintext alphabet, it is impossible to decrypt two adjacent letters in a ciphertext to two of the same letter in the plaintext. For this reason, double letters in the plaintext must be disguised before encipherment. This is done by replacing the second by Q, per Wheatstone’s suggestions. Of course, we must be careful not to accidentally create a new double Q.

The interested reader can work through the encipherment of a sample message. If we begin with the message

## SECRET MESSAGE

we need to disguise the double SS as SQ. We must also remember that spaces are enciphered as well as letters. Furthermore, Wheatstone recommends adding a space to the end of each plaintext as a sort of check. Before encipherment, the plaintext becomes

SECRET_MESQAGE_
We can use the key from an example in Wheatstone's article (the same key shown in Figure 1):

## SCQEDRBFUAGVHWTIXOJYPKZMLN

The hands begin pointing to space (_) in the plaintext alphabet and S, the first letter in the key. The first letter of the plaintext is $S$, which is nineteen steps clockwise from _ on the plaintext ring. Therefore, both hands move nineteen steps, and the ciphertext hand lands on Y . The second plaintext letter is E , which is thirteen steps from our current position on the plaintext ring (always moving clockwise), so both hands must advance by thirteen steps. The next ciphertext letter is thus B. Encipherment continues in this manner, and the resulting ciphertext is

## YBRPUMDOGLMUTWA

## Wadsworth cipher disk

The only information we have about the Wadsworth cipher disk is from a declassified file from the National Security Agency (NSA 1951), and there may have only ever been one such device. It was
invented by Decius Wadsworth and has the date 1817 engraved on it. It holds an unmixed plaintext alphabet of twenty-six letters on its inner ring, and a mixed ciphertext alphabet of thirty-three characters on its outer ring, with the letters A-Z and digits 2-8. Rather than hands, the Wadsworth device has a single pointer under which the two ring rotate in the counterclockwise sense. The rings are geared so that they both advance by the same number of characters. See Figure 2 for a schematic sketch of the device.

We can only speculate on how the device is initialized. But it is reasonable to believe that to encipher a double letter the device is advanced by twenty-six steps between them, in order not to have a double letter in the ciphertext (which leaks some information). Double letters in the plaintext do not need to be disguised as they are for the Wheatstone Cryptograph, and double letters never appear in the ciphertext if we use the device in this way.

## Urkryptografen

Around and including the time of World War II, the Danes used a device called Urkryptografen (Danish for "the clock cryptograph") (Mellen 1984, Faurholt 2003). Like the Wheatstone Cryptograph, it has a ciphertext that holds one less character than the plaintext alphabet. And like the Wadsworth cipher disk, it has two rotating rings that turn counterclockwise under a single pointer, with the ciphertext alphabet on the outer ring. See Figure 3 for a schematic sketch of Urkryptografen.

Because the ciphertext alphabet holds one less character than the plaintext alphabet, double letters in the plaintext must be disguised. The letter X is used for this purpose. Furthermore, Q is reserved for indicating digits or punctuation, as a shift-lock on a typewriter might be used, as each letter on the plaintext ring also has a digit or punctuation mark. (The letters Q and X do not appear in native Danish words.) Both alphabets are augmented with the letters $\nVdash, \emptyset$, and Ü. At the time of its use, the letter $\AA$ had not yet been added to the Danish alphabet, and it is likely that Ü was included on the device so that both Danish and German could be enciphered, with the natural identification of $Æ=\ddot{A}$ and Ø=0̈.

The mixed plaintext alphabet is chosen from a set of preprinted inner rings, while the ciphertext alphabet (the key) is written onto a paper ring that is placed onto the device's outer ring. Before encipherment, the plaintext ring is positioned with the space character under the pointer and the ciphertext ring's position is specified by an indicator letter, which is transmitted along with the ciphertext. Encipherment proceeds as with the Wadsworth device, as the inner ring is rotated counterclockwise until each plaintext letter is under the pointer, and the outer ring moves the same number of steps to reveal the corresponding ciphertext letter.

Unfortunately, Urkryptografen uses a mixed plaintext alphabet. However, since the plaintext alphabet is preprinted and kept in the device, while the ciphertext alphabet is penciled in and changed often, it is reasonable to think that if such a device is captured, then its plaintext alphabet is fully known. Therefore, only attacking the ephemeral ciphertext key is also reasonable. Our attack can easily be modified to accommodate any known plaintext alphabet.

## Generalized cipher clock

We can generalize the class of cipher clocks, in which the plaintext alphabet has $m$ characters, while the ciphertext alphabet has $n$ characters. We could also take the number of steps for the ciphertext hand to be an integral multiple $r$ of the number of steps taken by the plaintext hand (for the obvious reason, $r$ and $n$ must be coprime); however, this is equivalent to a reordering of the key, so without loss of generality we take $r=1$ and forget about it.

The nature of the cipher varies according to the relationship between $m$ and $n$. We can identify five main categories of devices:
$n=m: \quad$ In this case, the cipher degenerates to a monoalphabetic substitution. This case is not interesting to us, since its solution is already available (Jakobsen 1995). Such a device would have only one pointer (if any). Examples of single-handed cipher clocks are the Hicks cipher disk (Brisson 2020), the Regensburg Verschlusselung disk (Simpson 2020), and a disk used during the American Civil War. There is even a two-handed disk (the relative position of the hands is locked), patented by Lewis (1903).
$n=m-1$ : The Wheatstone Cryptograph and Urkryptografen fall into this category. It is impossible for two adjacent characters in the ciphertext to be deciphered to two of the same letter in the plaintext, so we must disguise all double letters before encryption. While inconvenient, this is not an unreasonable complication. This case has the weakness that when double letters appear in the ciphertext, it indicates that the plaintext letters are adjacent in the plaintext alphabet (Friedman 1918).
$n<m-1$ : When $n$ is too small, we not only need to avoid double letters, but there are additional constraints on the plaintext, such as a proscription on alphabetically adjacent pairs. This renders the cipher impractical, and this case should not be used by cipher-clock designers. We also do not test our attack with this class of device.
$n=m+1$ : In this case, double letters do not occur in the ciphertext but are permitted in the plaintext. All other digrams are possible in the ciphertext. We are unaware of any historical devices in this category.
$n>m+1$ : The Wadsworth cipher disk is in this catergory. Here also, double letters in the plaintext are not a worry, and we do not have to disguise them as we did with the Wheatstone Cryptograph, but double letters cannot occur in ciphertexts. However, there is a new weakness: some additional digrams are not allowed in the ciphertext, and for a sufficiently long ciphertext (a few times $m \times n$ ) we can use this fact to reconstruct the mixed alphabet key. For shorter ciphertexts, this weakness puts constraints on the key and can help with a pen-and-paper attack. Our attack, as we see below, is effective for ciphertexts as short as 200 characters.

The cipher for any of these devices can be factored into an asynchronous stream cipher followed by a monoalphabetic substitution. If we insist that the stream cipher is the action of a device with an unmixed ciphertext alphabet, then the mixed ciphertext alphabet used on the device is the key for the monoalphabetic substitution. To make this idea clear, if the encryption function for the device is $E$, which acts on a plaintext $P$ with key $K$, then the factorization into a stream cipher $S$ and monoalphabetic substitution $M$ is

$$
\begin{equation*}
E(P, K)=M(S(P), K) \tag{1a}
\end{equation*}
$$

For readers who prefer operator notation, we can write

$$
\begin{equation*}
\hat{\mathrm{E}}_{K}=\hat{\mathrm{M}}_{K} \hat{\mathrm{~S}} P \tag{1b}
\end{equation*}
$$

For Urkryptografen, the use of a mixed plaintext alphabet is a complication that requires an additional monoalphabetic substitution $M^{\prime}$ with its own key $K^{\prime}$. The key $K^{\prime}$ is the inverse of the mixed plaintext alphabet. We can write

$$
\begin{equation*}
E(P, K)=M\left(S\left(M^{\prime}\left(P, K^{\prime}\right)\right), K\right) \tag{2a}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{\mathrm{E}}_{K}=\hat{\mathrm{M}}_{K} \hat{\mathrm{~S}} \hat{\mathrm{M}}^{\prime}{ }_{K}, P \tag{2b}
\end{equation*}
$$

However, when the mixed plaintext is known (as we assume it is), $M^{\prime}$ can be absorbed into the stream cipher, and the analysis is the same as for the device with an unmixed plaintext alphabet.

The stream cipher has an internal state that simply counts the total number of steps through which the hands of the device have turned. The state is initialized to zero, of course. If we call the internal state $I$, and identify the characters of our (unmixed) alphabets with integers (such as space=0, $A=1, B=2, \ldots$ ), we can understand the action of the stream cipher's encryptor as a function that implements these operations for each character $p_{i}$ in $P$ that it encrypts:

1. Set $w_{i}=p_{i}$
2. Find $x_{i}=\left(w_{i}-I\right)$ modulo $m$
3. If $x_{i}=0$, then set $x_{i}=m$
4. Add $x_{i}$ to $I$
5. Find $y_{i}=I$ modulo $n$
6. Output $y_{i}$

Step 3 handles double letters when $n>m$ and is not used in the case $n=m-1$, where double letters are disguised and hence $x$ is never zero. Note that the output of the stream cipher can be viewed as an integer in the set $\{0,1, \ldots, n\}$ or as the $y^{\text {th }}$ letter of the unmixed ciphertext alphabet. The full cipher for the device adds these steps:
7. Find $z_{i}=M\left(y_{i}\right)$
8. Output $c_{i}=z_{i}$

It should be obvious from this viewpoint that starting the cipher from an initial state that is not zero is equivalent to rotating the mixed ciphertext alphabet. This means that if we cut a ciphertext at any point, then from that point onward it is as if it had been enciphered with a rotated key. This is a weakness in the cipher that will help in our attack.

The device's key is only used in step 7, and the action of the stream cipher (steps 1-6) is well known. These facts are what enable our attack, in which we attempt to find the key of the substitution cipher $M$ by searching for an acceptable intermediate text $Y=\left(y_{0}, y_{1}, y_{2}, \ldots\right)$.

## The attack

Our attack has two stages. As we saw above, the cipher can be factored into a keyless stream cipher and a monoalphabetic substitution, so we can attack the substitution to find the key; this is our first stage. This approach is very similar to an attack (Lyons 2012a) on the fractional Morse cipher (ACA 2005), in which fractional Morse is also factored into a keyless cipher followed by a substitution. Our case, however, is complicated by the fact that any given piece of text can be enciphered from a starting point that can be anywhere around the plaintext ring. The stochastic hill-climbing attack that we will use on the monoalphabetic substitution is a modification of the attack of Jakobsen (1995). The function that we will be maximizing is a fitness function that measures how well a deciphered text matches a sample text. The sample text in our case is a large text of natural language that has been enciphered with the keyless stream cipher, rather than an unmodified corpus in that language; this differs from Jakobsen. Since a polygram used in our measurement of fitness can be enciphered from any starting point around the ciphertext ring, we shift all polygrams to a single starting point. In the discussion below, we call this function the "outer fitness," because the substitution is in a real sense the outer part of the device's cipher. Another modification is needed in order to avoid becoming trapped in a local maximum. This we do by allowing a downward step some fraction of the time.

When we define the outer fitness in this way, with a shift to bring all polygrams to a single starting point, the global maximum has an $n$-fold degeneracy, i.e., there are $n$ points in the fitness space that all share the same maximum value. Therefore, once the first stage of the attack finds a key, we need to resolve the degeneracy in the second stage. For this purpose, we evaluate an "inner fitness" that measures how well the fully deciphered text resembles natural language. The final key is simply a rotation of the key found by stage one.

Let us examine each of the components of the attack. We look at the inner fitness first, since the outer fitness is derived from it.

## Inner fitness

The inner fitness is a function that gives a numerical value meant to represent how well a given text resembles the underlying natural language of the encrypted message. There are many choices for the definition of this function. We choose to use the average of the natural logarithms (base $e$ ) of the tetragram (four-letter) frequencies, where these frequencies are calculated from a large corpus of text (similar to Lyons (2012b), who does not take the average). Many of these frequencies are zero, and to avoid problems of calculating a logarithm of zero, we use a small finite number $\varepsilon_{\text {inner }}$ as a minimum input to the logarithm function. As there are $m$ letters in the plaintext alphabet, the table contains $m^{4}$ entries. For a text $T=\left\{t_{0}, t_{1}, t_{2}, \ldots, t_{L-1}\right\}$ of length $L$, the inner fitness $F_{\text {inner }}$ in terms of the frequencies $f$ of tetragrams in our corpus is

$$
\begin{equation*}
F_{\mathrm{inner}}(T)=\frac{1}{L-3} \sum_{i=0}^{L-4} \log _{e}\left(\max \left[f_{\text {corpus }}\left(t_{i}, t_{i+1}, t_{i+2}, t_{i+3}\right), \varepsilon_{\text {inner }}\right]\right) \tag{3}
\end{equation*}
$$

Defined this way, the average fitness of English texts (with small $\varepsilon_{\text {inner }}$ ) is very close to -9.5 (logarithms of numbers less than one are negative, and all frequencies are less than one). Because the inner fitness is only used to discriminate among degenerate solutions from the hill-climbing attack (see below), $\varepsilon_{\text {inner }}$ needs to be small, but its exact value is mostly irrelevant.

It might be worth mentioning that in the limit of very long text (and small $\varepsilon_{\text {inner }}$ ), the fitness tends to

$$
\begin{equation*}
F(T)=\sum f \log f \tag{4}
\end{equation*}
$$

which is simply the negative of the entropy (Shannon 1948) of the corpus, as measured with tetragram frequencies.

## Outer fitness

While the inner fitness measures the suitability of text compared to the natural language, the outer fitness measures the suitability of a string of characters compared to a ciphertext that was created from a corpus of text in that language using the keyless stream cipher. The formula is similar; however, before using any tetragram, we first apply a Caesar shift that brings its first character to the letter A; i.e., each character in the tetragram is shifted along the unmixed set of ciphertext symbols until the first one arrives at A. The table of tetragram frequencies is compiled with this rule from an enciphered copy of the corpus, and each tetragram in a candidate text is shifted before it is used in the formula. Our table will contain $n^{3}$ entries, rather than $n^{4}$, due to this shift. While one may think that this will reduce the algorithm's effectiveness, it constrains more of the key, since no part of the ciphertext ring is preferred in the way that some letters are preferred in a solitary monoalphabetic substitution cipher: in the usual attack on monoalphabetic substitution ciphers (Jakobsen 1995), infrequent letters like X and J are often unconstrained and their corresponding characters in the key may be swapped. With cipher clocks, constraints on the key are more evenly spread over it, and we can expect fewer errors.

As an equation, in which the text $T=\left\{t_{0}, t_{1}, t_{2}, \ldots, t_{L-1}\right\}$ and frequency table $f^{\prime}$ compiled from the enciphered corpus ( $E$ (corpus)), the outer fitness is

$$
\begin{equation*}
F_{\text {outer }}(T)=\frac{1}{L-3} \sum_{i=0}^{L-4} \log _{e}\left(\max \left[f_{E(\text { corpus })}^{\prime}\left(t_{i+1}-t_{i}, t_{i+2}-t_{i}, t_{i+3}-t_{i}\right), \varepsilon_{\text {outer }}\right]\right) \tag{5}
\end{equation*}
$$

Comparing to equation 5 we see that this frequency table ( $f$ ) is indexed by three values rather than four, since the first letter of each tetragram after the shift is A. Also notice that to avoid infinities in evaluating the logarithm of zero, we once again require a minimum input, $\varepsilon_{\text {outer }}$, to the logarithm function. The choice of its value has a significant impact on the effectiveness of the attack, as we shall see.

## Hill-climbing attack on the key

Our hill-climbing algorithm is a modified version of Jakobsen's attack on monoalphabetic substitutions (1995) that uses a "child" key derived from its "parent" key. Initially we choose a parent key as the
standard alphabet or as a random alphabet. The fitness of the parent key is evaluated as the fitness of the decipherment of the ciphertext using that key. The parent key is then modified to form a child key. In Jakobsen's attack, two randomly chosen characters in the child are swapped. In our attack, we add the possibility of pulling one randomly chosen character from the key and moving it to another position, while being careful that the move does not result in merely rolling the key by one letter; this change is necessary for cases when $n>m$. The ciphertext is decrypted with the child key and the child's fitness is evaluated. If the child's fitness exceeds the parent's fitness, then the child replaces the parent. This process repeats until the fitness does not improve within the last few thousand iterations (call this number $N$ ).

The fitness function that we maximize in this part of the attack is the outer fitness defined above in equation 5 . Recall that in this stage of the attack, we seek a text that resembles the output of the keyless stream cipher, and that the key we want is the key of the substitution part of the factored clock cipher (see equation 1).

To avoid becoming trapped in a local maximum, we have to add another modification and allow the occasional possibility of taking a downward step. Rather than use the simulated annealing technique of Cowan (2008) that gradually reduces a simulated temperature that allows us to bounce out of inverted valleys in the fitness landscape, we allow downward steps $5 \%$ of the time if the downward distance is less than a fixed value $\delta$. We choose this distance to be large enough to allow us to jump out of a local maximum, but too small to escape from the global maximum. This method of avoiding local maxima has an advantage over the simulated annealing approach in that we are not frozen into a local maximum and required to restart the attack. When fitness is defined with the natural logarithm as explained above, a good value for $\delta$ depends on the length of the ciphertext. For longer texts a smaller $\delta$ allows the algorithm to finish sooner (fewer steps are needed); for shorter texts a larger $\delta$ helps the algorithm navigate a rougher terrain in the fitness space, at the expense of longer running times. We will see below how the value of $\delta$ affects the success rate of the attack.

For the sake of clarity, here is the full algorithm. Notice that there are three explicit parameters: $N, \delta$, and $\varepsilon_{\text {outer }}$.

1. Set the parent key $k_{\text {parent }}$ equal to the unmixed ciphertext alphabet
2. Set the parent's fitness $F_{\text {parent }}$ equal to the outer fitness of the undeciphered ciphertext $C$
3. Set the counter to 0
4. While the counter is less than $N . .$.
a. Increment the counter
b. Set the child key $k_{\text {child }}$ equal to $k_{\text {parent }}$
c. Swap two randomly selected characters in $k_{\text {child }}$
d. Find the intermediate plaintext $Y$ obtained by decrypting $C$ with $k_{\text {child }}$
e. Set the child's fitness $F_{\text {child }}$ equal to the outer fitness of $Y$
f. If ( $F_{\text {child }}>F_{\text {parent }}$ ) or [ $\left(F_{\text {child }}>F_{\text {parent }}-\delta\right)$ and (we roll a 20 on a 20 -sided die) $] \ldots$
i. Copy $k_{\text {child }}$ into $k_{\text {parent }}$
ii. Copy $F_{\text {child }}$ into $F_{\text {parent }}$
iii. Set the counter to 0

## 5. Output $k_{\text {parent }}$

In the case that $n>m$, we replace step $4 c$ with
c. Flip a coin...
i. If heads, then swap two randomly selected characters in $k_{\text {child }}$
ii. If tails, then pluck a randomly selected character from $k_{\text {child }}$ and move it to a new randomly selected position (but not such that the key merely rolls by one place)

## Resolving the degeneracy

The output of the hill-climbing algorithm is one of $n$ possibilities, due to our method of calculating the outer fitness in which we shift each tetragram to the same starting point. However, the key is only one of these possibilities. The second stage of our attack is to resolve this degeneracy by rotating the output of the hill-climbing attack until we find the true key, which is discriminated by using the inner fitness function on the deciphered text.

## Tests

## Wheatstone Cryptograph

We need a corpus of English text, and we choose the Brown University corpus (Brown 1979). After removing linguistic tags, line numbers, and punctuation, and converting newline characters that are not preceded by hyphens into spaces, we are left with 5,704,048 characters, of which 4,700,509 are letters and $1,003,539$ are spaces. We compile a tetragram-frequency table that includes tetragrams with spaces, for use by the inner fitness function.

For the outer fitness function, we enciphered the corpus with an unmixed ciphertext alphabet and using the convention that double letters are disguised by replacing the second letter with Q , as prescribed by Wheatstone himself (no QQ digrams appeared). A tetragram-frequency table was compiled from the enciphered corpus. The lowest nonzero frequency in the table is $1.75 \times 10^{-7}$ (this value corresponds to a single occurrence of a tetragram in the corpus).

We implemented the attack in C language. For the attack on the devices in the $n=m-1$ class, such as the Cryptograph, we modify child keys by randomly swapping two characters. The initial parent key is taken as the unmixed alphabet. Recall that we allow downward steps in climbing the hill with a probability of $5 \%$, if the step down does not exceed some value $\delta$. When the algorithm can no longer find a higher fitness after trying a large number $N$ of child keys in succession, the first stage terminates. For each trial, we randomly selected a piece of text with a given length from the corpus. We are not concerned if the text begins in the middle of a word, but we do not allow the text to begin with a space (such a text leads to a ciphertext that cannot be deciphered, since the initial space forms the second of a double character, with the first being the implicit space from the initial state of the device). Each trial has its own randomly generated key. The attack is considered successful if it reconstructs this
key exactly. A key that differs by even one exchange of characters leads to a plaintext that may begin with some recognizable text, but quickly deteriorates to unrecognizability.

The algorithm is parameterized by three numbers: $N$, the maximum number of sequential child keys generated without an increase in fitness before the first stage terminates; $\delta$, the maximum allowed downward step while climbing the hill of outer fitness; and $\varepsilon_{\text {outer }}$, the smallest allowed frequency in the tetragram table used in the outer fitness function. It should not be surprising that as $N$ increases, the success rate also increases (as does the running time). See Figure 4 for a plot of the success rate as a function of the length of the ciphertext for various values of $N$. Less intuitive are the dependences on $\delta$ and $\varepsilon_{\text {outer }}$. In Figure 5 and Figure 6, see plots of the success rate versus ciphertext length for several values of these two parameters. As either of these two parameters increases, the chance of success for short ciphertexts also increases. To understand this behavior, we can think of $\varepsilon_{\text {outer }}$ as being a leveling of the low-lying terrain in fitness space that leaves the peaks we seek intact, and of $\delta$ as a partial immunity to the dangers of that terrain; so the dependence of the success on these parameters is actually not surprising. Unfortunately, for $\delta$ more than about 0.175 or $\varepsilon_{\text {outer }}$ more than about $10^{-5}$, the algorithm does not converge or does so after an unreasonable length of time; we can imagine that either the peaks have been submerged by the rising $\varepsilon_{\text {outer }}$ or that the algorithm is jumping too far down to stay on the peak. For these reasons, decrypting a ciphertext less than about 100 characters is very difficult; looking at Figures 5 and 6 we see a virtual wall at that length.

One might ask why we do not always choose the values for our three parameters to maximize our chances of success. Quite simply, the running times become outrageous. For example, with $N=$ $20,000, \delta=0.15$, and $\varepsilon_{\text {outer }}=10^{-5}$, we were able to run ten trials on ciphertexts of length 100 in 48 hours, with one failure. For $N=100,000$, the algorithm needed twelve hours for one trial on a 3.6 GHz processor (it succeeded, by the way).

## Urkryptografen

Danish has some letters not present in English, and it would be a shame to waste them. We built a corpus of Danish text from seven novels (from the Gutenberg Project at gutenberg.org), all of which were written before $\AA$ Å was introduced to the language. Title pages, lists of contents, and chapter headings were stripped. The remaining corpus contains 1,989,636 characters, of which 365,363 are spaces. From it, we built a tetragram-frequency table for use by the inner fitness function. The smallest nonzero frequency in it is $5 \times 10^{-7}$. Although Urkryptografen has the feature of being able to encrypt digits and punctuation by using Q like the shift-lock key of a keyboard, we removed all digits and punctuation from our corpus. Perhaps when we have some actual Danish military messages to use we can improve our table.

Recall that Urkryptografen has a set of mixed plaintext alphabets, and that one is likely assigned permanently to a particular device. Our attack does not address this issue; instead, we assume that those mixed alphabets are known, and so we can simply repeat the attack for each. With that in mind, we implement our attack with the unmixed alphabet, taken from the photo in Faurholt's (2003) article (also on the cover of the issue containing Mellon’s (1984) article:

With this plaintext alphabet and the ciphertext alphabet lacking the initial space character, we enciphered the corpus and built a tetragram-frequency table from the ciphertext for use by the outer fitness function. Recall that all tetragrams in this table are shifted so that they begin with A.

Tests were performed by encrypting randomly selected texts from our corpus with randomly generated keys. Plaintexts were not allowed to begin with a space, and double letters were disguised with Q. The results are qualitatively similar to those for the Wheatstone Cryptograph. See Figure 7 for the rate of success as a function of the length of the ciphertext for various values of $N$, Figure 8 for various values of $\delta$, and Figure 9 for various values of $\varepsilon_{\text {outer }}$. Notice that for some values of the parameters there is a good chance of a successful decryption for ciphertexts even in the neighborhood of 100 characters.

## Wadsworth cipher disk

For the inner fitness function, we recompiled the tetragram-frequency table for English and remove spaces. For the outer fitness function, we enciphered the corpus (after deleting spaces) with the key

## ABCDEFGHIJKLMNOPQRSTUVWXYZ2345678

and built a new frequency table from the ciphertext. Since $n>m$ for this device, in this attack we need to allow the option of plucking a random character from the key and moving to another position (recall step 4c in the algorithm). Without this option, the algorithm can get trapped in a cycle with submaximal fitness.

Results are again similar in shape to the other devices. However, we find that it is more difficult to break short ciphertexts for the Wadsworth cipher disk. Increasing $\delta$ or $\varepsilon_{\text {outer }}$ has a greater effect on the running time, compared to the devices in the $n=m-1$ category. With some choices of the parameters’ values, we are able to get reasonable success rates for ciphertexts in the vicinity of 200 characters. See Figure 10 for a plot of the success rate as a function of the length of the ciphertext for a few values of $N$, Figure 11 for a few values of $\delta$, and Figure 12 for a few values of $\varepsilon_{\text {outer }}$.

At this point, we wonder if the added difficulty in breaking ciphertexts encrypted by the Wadsworth cipher disk is due to the large value of $n$, the length of the ciphertext alphabet. To test this, we ran trials for hypothetical devices with several values of $n$. As we can see in Figure 13, it is actually easier as $n$ increases.

Perhaps the difference in performance is due to the inclusion or exclusion of spaces in plaintexts. To test this, we simulated two additional devices that accommodate spaces and compared them to the Wadsworth cipher disk. In the first device, we added a space to the plaintext alphabet and merged J into I so that $m$ and $n$ remained the same. In the second, we added the space character to the plaintext alphabet and one more digit to the ciphertext alphabet, so that the difference $n-m$ remained the same. The results are in Figure 14. It appears that there is only a small difference in performance, and that including spaces results in a lower success rate for a given length of text. This was a bit surprising, since spaces in the plaintext increase the amount of information stored in the ciphertext, and we expected that this would make it easier to break.

## Concluding remarks

We now have an automated attack on cipher clocks like the Wheatstone Cryptograph that has a healthy success rate for ciphertexts as short as 100 or 200 characters, depending on the design of the device. Since this is a stochastic attack, a failure is not final; the attack can be retried until it succeeds. And while the parameters of the attack can be increased in order to increase the success rate, if the ciphertext is too short, or we set the parameters of the attack too high, we run the risk that the algorithm does not converge and the attack does not finish.

While we tried the attack on ciphertexts encrypted from literature and from the Brown corpus, we were also able to break the example ciphertext from Wheatstone's (1879) article quite easily. Wheatstone prescribes that each sentence should be encrypted anew, with the device reset to its initial position. This is only a minor complication, since the three tetragrams that overlap two sentences form only a small fraction of the full set of tetragrams in the ciphertext. With an adjustment of the attack's parameters, we were also able to break this ciphertext's first sentence alone; it contains 124 letters. We await the discovery of actual ciphertexts from history on which we can apply our attack.

The main weakness of historical cipher clocks is that they primarily relied on a mixed ciphertext alphabet for their security. Urkryptografen used a mixed plaintext alphabet also, but it was more permanent and likely was not changed once a device was deployed. To overcome this weakness, Friedman (1918) suggests that the Cryptograph be modified to use two mixed alphabets, and he gives an example of a pen-and-paper attack on such a device. His attack relies on knowing the method by which the alphabets are mixed from keywords, and would not fare well with random keys. A weakness of our attack is that it cannot break such a device; perhaps this can be the focus of some future work.

Another weakness in our attack is in the difficulty of breaking ciphertexts encrypted by devices that have $1 \leq n-m \leq 3$ (recall that $m$ is the length of the plaintext alphabet and $n$ the length of the ciphertext alphabet). See Figure 13 again. In that plot, the curve $n=30$ was the most difficult and timeconsuming to construct. For smaller $n$ we have not yet had a trial that has finished in a reasonable length of time, even for a very long ciphertext. With that in mind, and considering the weakness of the Cryptograph mentioned above, it would seem that the most secure cipher clock would be the Cryptograph run in the inverse, i.e., with plaintext and ciphertext alphabets exchanged, and with both alphabets mixed. The space character would need to be represented by some other visible character, especially since even with the modern telegraph, spaces are not always clearly transmitted. (Readers who find themselves in the late nineteenth or early twentieth century could profit from designing such a device).

Bad humor aside, we are pleased that for the historical cipher clocks, we have an attack that can break ciphertexts that are shorter than a typical military message from their time period, and we welcome the opportunity to apply it to authentic messages, if and when any are discovered.
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Figure 1. Schematic sketch of the Wheatstone Cryptograph. The mixed ciphertext alphabet is the one used in an example in Wheatstone's article (1879). The two hands always turn clockwise by the same number of steps, but not through the same angle.


Figure 2. Schematic sketch of the Wadsworth cipher disk. The mixed ciphertext alphabet is taken from the example found in the NSA file (1951). The rings of characters rotate counterclockwise under a fixed pointer by the same number of steps, but not through the same angle.


Figure 3. Schematic sketch of Urkryptografen. The mixed alphabet shown here is from the photograph found in Faurholt's article (2003). The rings of characters rotate counterclockwise under a fixed pointer by the same number of steps, but not through the same angle.


Figure 4. Rate of success as a function of the length of the ciphertext for the Wheatstone Cryptograph. In this graph $\delta=0.1$ and $\varepsilon_{\text {outer }}=10^{-7}$. Several values of $N$ are plotted. For $N=20,000$, each point ( $\bullet$ ) represents 250 trials; for $N=10,000(\mathbf{\Delta}), N=5,000(■)$, and $N=2,000(\mathbf{X})$, each point represents 500 trials.


Figure 5. Rate of success as a function of the length of the ciphertext for the Wheatstone Cryptograph.In this graph $N=10,000$ and $\varepsilon_{\text {outer }}=10^{-7}$. Three values of $\delta$ are plotted. For $\delta=0.1$, each point (■) represents 500 trials; for $\delta=0.125$, each point ( $\mathbf{( 4 )}$ represents 300 trials; for $\delta=0.15$, each point ( $\bullet$ ) represents 100 trials.


Figure 6. Rate of success as a function of the length of the ciphertext for the Wheatstone Cryptograph. In this graph $N=10,000$ and $\delta=0.1$. Four values of $\varepsilon_{\text {outer }}$ are plotted: $10^{-5}(\bullet), 10^{-6}(\mathbf{\Delta}), 10^{-7}$ $(■)$, and $10^{-9}(\mathbf{X})$. Each point represents 300 or more trials.


Figure 7. Rate of success as a function of the length of the ciphertext for Urkryptografen. In this graph $\delta=0.1$ and $\varepsilon_{\text {outer }}=10^{-7}$. Several values of $N$ are plotted. For $N=20,000$, each point ( $\bullet$ ) represents 250 trials; for $N=10,000(\mathbf{(}), N=5,000(\mathbf{\square})$, and $N=2,000(\boldsymbol{X})$, each point represents 500 or more trials.


Figure 8. Rate of success as a function of the length of the ciphertext for Urkryptografen. In this graph $N=10,000$ and $\varepsilon_{\text {outer }}=10^{-7}$. Three values of $\delta$ are plotted. For $\delta=0.1$, each point ( $■$ ) represents 500 or more trials; for $\delta=0.125$, each point ( $\mathbf{\Delta}$ ) represents 300 or more trials; for $\delta=0.15$, each point ( $\bullet$ ) represents 100 trials.


Figure 9. Rate of success as a function of the length of the ciphertext for Urkryptografen. In this graph $N=10,000$ and $\delta=0.1$. Four values of $\varepsilon_{\text {outer }}$ are plotted: $10^{-5}(\bullet), 10^{-6}(\mathbf{\Delta}), 10^{-7}(\boldsymbol{\square})$, and $10^{-8}$ $(\mathbf{X})$. Each point represents 300 or more trials.
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Figure 10. Rate of success as a function of the length of the ciphertext for the Wadsworth cipher disk. In this graph $\delta=0.1$ and $\varepsilon_{\text {outer }}=10^{-7}$. Several values of $N$ are plotted. For $N=20,000$, each point ( $\bullet$ ) represents 50 or more trials; for $N=10,000(\mathbf{4})$, 250 or more trials; for $N=5,000$ (■), 500 trials; and for $N=2,000(\mathbf{X}), 750$ or more trials.
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Figure 11. Rate of success as a function of the length of the ciphertext for the Wadsworth cipher disk. In this graph $N=5,000$ and $\varepsilon_{\text {outer }}=10^{-7}$. Four values of $\delta$ are plotted. For $\delta=0.075(\mathbf{X})$ and $\delta=0.1(\mathbf{\square})$, each point represents 500 trials; for $\delta=0.125$ ( $\mathbf{(})$, each point represents 150 trials; for $\delta=0.15(\bullet)$, each point represents 50 or more trials.


Figure 12. Rate of success as a function of the length of the ciphertext for the Wadsworth cipher disk. In this graph $N=5,000$ and $\delta=0.1$. Three values of $\varepsilon_{\text {outer }}$ are plotted. For $\varepsilon_{\text {outer }}=10^{-6}(\bullet)$, each point represents 200 trials; for $\varepsilon_{\text {outer }}=10^{-7}(\mathbf{\Delta})$ and $\varepsilon_{\text {outer }}=10^{-8}(\mathbf{\square})$, each point represents 500 trials.


Figure 13. Rate of success as a function of the length of the ciphertext for three cipher clocks that differ in the length of the ciphertext alphabet. In this graph $N=5,000, \delta=0.1$, and $\varepsilon_{\text {outer }}=10^{-7}$. Each device has $m=26$. Three values of $n$ are plotted. For $n=30(\boldsymbol{\square})$, each point represents 150 trials; for $n=33$ (the Wadsworth cipher disk) ( $\mathbf{\Delta}$ ) and $n=36$ ( $\bullet$ ), each point represent 500 trials.
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Figure 14. Rate of success as a function of the length of the ciphertext for three cipher clocks that differ in how spaces are handled: the Wadsworth cipher disk (•), a modified device that allows spaces in plaintexts but merges I and J ( $\mathbf{4}$ ), and a modified device that accommodates spaces by adding one character to both the plaintext and ciphertext alphabets ( $\mathbf{\square}$ ). In this graph $N=5,000, \delta=0.1$, and $\varepsilon_{\text {outer }}=10^{-7}$. Each point represents 500 trials.
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