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#### Abstract

Almost perfect nonlinear functions possess the optimal resistance to the differential cryptanalysis and are widely studied. Most known APN functions are obtained as functions over finite fields $G F\left(2^{n}\right)$ and very little is known about combinatorial constructions of them in $\mathbb{F}_{2}^{n}$. In this work we propose two approaches for obtaining quadratic APN functions in $\mathbb{F}_{2}^{n}$. The first approach exploits a secondary construction idea, it considers how to obtain a quadratic APN function in $n+1$ variables from a given quadratic APN function in $n$ variables using special restrictions on new terms. The second approach is searching quadratic APN functions that have matrix form partially filled with standard basis vectors in a cyclic manner. This approach allowed us to find a new APN function in 7 variables. We proved that the updated list of quadratic APN functions in dimension 7 is complete up to CCZ-equivalence.
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## 1 Introduction

Vectorial Boolean functions play the crucial role for protecting block ciphers against various kinds of attacks. Functions that show an optimal resistance to the differential attack are called almost perfect nonlinear (APN) functions. APN functions are widely studied by many researchers, but there is still a significant list [16] of important open questions, such as lower and upper bounds on the number of APN functions, an upper bound on algebraic degree of an APN function [8], the existence of bijective APN functions in even dimensions, etc. To find secondary constructions of APN functions is a well known open problem, in particular, it was stated as Problem 3.8 in [16]. Another problem is to find new APN functions in vectorspace $\mathbb{F}_{2}^{n}$, since, to the best of our knowledge all the known constructions of this class are found only as polynomials over the finite fields, and there are only a few combinatorial approaches to search for APN functions over $\mathbb{F}_{2}^{n}$. To find a classification of APN functions is a hard open problem. The complete classification was obtained for APN functions up to 5 variables, also, quadratic and cubic APN functions were classified for dimension 6 .

This paper is devoted to methods of searching for APN functions and to corresponded problems. We investigate a few combinatorial approaches to search for almost perfect nonlinear functions, in particular, quadratic APN functions. Moreover, we provide the complete classification of quadratic APN functions in dimension 7. Generally, quadratic APN functions are not suitable as secure S-boxes due to the low algebraic degree, but obtaining new quadratic representatives can lead us to another useful functions, we discuss it in this work as well. This is especially important for even $n \geqslant 8$, since new APN permutations CCZ-equivalent to quadratic functions can be found for these dimensions [6].

We start in Section 2 by considering necessary definitions, discussing relevant open problems and observing some results in this area. Further, we propose two approaches for generating quadratic APN functions in $\mathbb{F}_{2}^{n}$. The first approach is described in Section 3. It considers the algebraic normal form of a given quadratic APN function $G$ in $n$ variables and extends it into an ANF of a quadratic function $F$ in $n+1$ variables, using special restrictions on coefficients of new terms. In Section 4 we propose another method to generate quadratic APN functions, so-called, cyclic approach. In this method we consider special matrices that are partially filled with vectors of standard basis and search for corresponding APN functions using the same idea of restrictions. Using this approach we found one previously unknown (in the sense of CCZ-equivalence) quadratic APN function for $n=7$. In Section 5 we show that the updated list of quadratic APN functions in 7 variables is complete up to CCZ-equivalence. Thus, there exist exactly 488 CCZ-equivalence classes of APN functions that contains quadratic functions in 7 variables. In Section 6.1 we observe that quadratic parts of many non-quadratic APN functions have a low differential uniformity. We introduce the new notion of stacked APN
function and found such functions in dimensions up to 6 using quadratic APN functions obtained with approaches mentioned above.

## 2 Preliminaries

### 2.1 Definitions

Let us recall some definitions. Let $\mathbb{F}_{2}^{n}$ be the $n$-dimensional vector space over $\mathbb{F}_{2}$. A function $F$ from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{m}$, where $n$ and $m$ are integers, is called a vectorial Boolean function. If $m=1$ such a function is called Boolean. Every vectorial Boolean function $F$ can be represented as an ordered set of $m$ coordinate functions $F=\left(f_{1}, \ldots, f_{m}\right)$, where $f_{i}$ is a Boolean function in $n$ variables. Any vectorial function $F$ can be represented uniquely in its algebraic normal form (ANF):

$$
F(x)=\sum_{I \in \mathcal{P}(N)} a_{I}\left(\prod_{i \in I} x_{i}\right),
$$

where $\mathcal{P}(N)$ is a power set of $N=\{1, \ldots, n\}$ and $a_{I} \in \mathbb{F}_{2}^{m}$. The algebraic degree of a given function $F$ is the degree of its ANF: $\operatorname{deg}(F)=\max \{|I|$ : $\left.a_{I} \neq 0, I \in \mathcal{P}(N)\right\}$. If algebraic degree of a function $F$ is not more than 1 then $F$ is called affine. If for an affine function $F$ it holds $F(\mathbf{0})=\mathbf{0}$ then $F$ is called linear. If algebraic degree of a function $F$ is equal to 2 then $F$ is called quadratic.

Let us further consider the case $m=n$ only. It is well known that we can put the finite field $G F\left(2^{n}\right)$ in one-to-one correspondence to the vector space $\mathbb{F}_{2}^{n}$ and consider vectorial Boolean functions as functions over $\mathbb{F}_{2^{n}}$. Then any vectorial function $F$ has the unique univariate polynomial representation over $G F\left(2^{n}\right)$ :

$$
F(x)=\sum_{i=0}^{2^{n}-1} \lambda_{i} x^{i}, \lambda_{j} \in \mathbb{F}_{2^{n}}
$$

### 2.2 APN functions

Let $F$ be a vectorial Boolean function from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{n}$. For vectors $a, b \in \mathbb{F}_{2}^{n}$, where $a \neq 0$, consider the value

$$
\delta(a, b)=\left|\left\{x \in \mathbb{F}_{2}^{n} \mid F(x+a)+F(x)=b\right\}\right| .
$$

Denote by $\Delta_{F}$ the following value:

$$
\Delta_{F}=\max _{a \neq \mathbf{0}, b \in \mathbb{F}_{2}^{n}} \delta(a, b) .
$$

Then $F$ is called differentially $\Delta_{F}$-uniform function. The smaller the parameter $\Delta_{F}$, the better the resistance of a cipher containing $F$ as an $S$-box

Table 1 Known APN power functions $x^{d}$ on $G F\left(2^{n}\right)$.

| Functions | Exponents | Conditions | References |
| :--- | :--- | :--- | :--- |
| Gold | $d=2^{t}+1$ | $\operatorname{gcd}(t, n)=1$ | $[25],[36]$ |
| Kasami | $d=2^{2 t}-2^{t}+1$ | $\operatorname{gcd}(t, n)=1$ | $[33],[32]$ |
| Welch | $2^{t}+3$ | $n=2 t+1$ | $[15],[20]$ |
| Niho | $2^{t}+2^{\frac{t}{2}}-1, t$ even | $n=2 t+1$ | $[21],[30]$ |
|  | $2^{t}+2^{\frac{3 t+1}{2}}-1, t$ odd |  |  |
| Inverse | $2^{2 t}-1$ | $n=2 t+1$ | $[2],[36]$ |
| Dobbertin | $2^{4 t}+2^{3 t}+2^{2 t}+2^{t}-1$ | $n=5 t$ | $[22]$ |

to differential attack. For the vectorial functions from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{n}$ the minimal possible value of $\Delta_{F}$ is equal to 2 . In this case the function $F$ is called almost perfect nonlinear (APN). This notion was introduced by K. Nyberg in [36], also differential properties of vectorial functions were investigated (see [28] of of M. M. Glukhov) in USSR behind closed doors. APN functions are of central interest in the area of vectorial Boolean functions and draw attention of many researchers. Exhaustive discussion of the topic can be found in reviews [4] of C. Blondeau and K. Nyberg, [16] of C. Carlet, [28] of M. M. Glukhov, [37] of A. Pott, [38] of M. E. Tuzhilin, in books [7] of L. Budaghyan, [17] of C. Carlet etc.

Most known APN functions are monomial functions over $G F\left(2^{n}\right)$, they are provided in Table 1. Also, there exist many constructions and infinite families of APN functions over finite fields (for example, see papers [9], [10], [11], [12] and [13] of L. Budaghyan et al., [24] of Y. Edel et al., etc.). There were proposed several combinatorial approaches how to search new APN functions from known ones. In work [23] of Y. Edel and A. Pott there was proposed socalled switching method that searches for suitable coordinate functions in order to obtain a new APN function from a given one. A combinatorial approach using subfunctions was proposed in [26] of A. Gorodilova. An approach for finding APN permutations using 2-to-1 APN functions was introduced in [31] of V. Idrisova.

### 2.3 Classifications of APN functions

Let us remind main relationships of equivalence that preserve an APN property of a given vectorial function. Two vectorial functions $F$ and $G$ are extended affinely equivalent (EA-equivalent) if $F=A_{1} \circ G \circ A_{2}+A$ where $A_{1}, A_{2}$ are affine permutations on $\mathbb{F}_{2}^{n}$ and $A$ is an affine function. Two functions $F$ and $G$ are called Carlet-Charpin-Zinoviev [18] equivalent (CCZ-equivalent) if their graphs $\left\{(x, y) \in \mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n} \mid y=F(x)\right\}$ and $\left\{(x, y) \in \mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n} \mid y=G(x)\right\}$ are affinely equivalent, that is, if there exists an affine automorphism $A=\left(A_{1}, A_{2}\right)$ of $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n}$ such that $y=F(x) \Leftrightarrow A_{2}(x, y)=G\left(A_{1}(x, y)\right)$. Let us recall
that in case of quadratic APN functions, CCZ-equivalence coincides with EAequivalence [39]. In [18] there was introduced the associated Boolean function $\gamma_{F}(a, b)$ in $2 n$ variables for a given vectorial Boolean function $F$ from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{n}$. It takes value 1 if $a$ is nonzero and equation $F(x)+F(x+a)=b$ has solutions, and 0 otherwise. Two functions $F$ and $G$ are called differentially equivalent if $\gamma_{F}=\gamma_{G}$. This notion of equivalence was introduced by A. Gorodilova in [27].

To find the complete classification of APN functions under CCZ-equivalence is complicated open question. A complete classification for APN functions was found by M. Brinkmann and G. Leander in [5] only up to $n=5$. When $n=6$ APN functions classified only for degrees up to 3 (the list can be found in [5] and the complete classification of cubics was described by P. Langevin in [35]). Also, in paper [14] of M. Calderini EA-classes of all known APN functions in 6 variables were provided as well as partial results for 7,8 and 9 variables. Moreover, the classification up to $n=9$ was obtained in [41] of Y. Yu et al. for quadratic APN functions over $G F\left(2^{n}\right)$ with coefficients from $G F(2)$. Until recently there were known 487 CCZ-classes of quadratic APN functions in 7 variables and 8179 CCZ-classes of quadratic APN functions in 8 variables, most of them were found in [40] of Y. Yu et al. However, in the very recent breakthrough work [1] of C. Beierle and G. Leander there were found 12923 new quadratic APN functions in dimension 8, 35 new quadratic APN functions in dimension 9 and five new quadratic APN functions in dimension 10 (all are different up to CCZ-equivalence). In the conference version of this paper [34] we found a new APN function in 7 variables, later this function was also independently found in [1].

## 3 On secondary approach to search for quadratic APN functions

Since EA-equivalence preserves the APN property, it is always possible to omit linear and constant terms in the algebraic normal form of a given APN function. We shall then consider quadratic vectorial Boolean functions that have only quadratic terms in their ANF. The following result of T. Beth and C. Ding gives a necessary condition on the ANF of a given APN function.

Theorem 1 (see Theorem 6 in [2]) Let $F=\left(f_{1}, \ldots, f_{n}\right)$ be an APN function in $n$ variables. Then every quadratic term $x_{i} x_{j}$, where $i \neq j$, appears at least in one coordinate function of $F$.

This property motivated us to suggest the following construction of quadratic APN functions. Let $G=\left(g_{1}, \ldots, g_{n}\right)$ be a quadratic APN-function in $n$ variables. Consider vectorial function $F=\left(f_{1}, \ldots, f_{n}, f_{n+1}\right)$ in $n+1$ variables such that:

$$
\begin{align*}
& f_{1}=g_{1}+\sum_{i=1}^{n} \alpha_{1, i} x_{i} x_{n+1} \\
& \cdots  \tag{1}\\
& f_{n}=g_{n}+\sum_{i=1}^{n} \alpha_{n, i} x_{i} x_{n+1} \\
& f_{n+1}=g_{n+1}+\sum_{i=1}^{n} \alpha_{n+1, i} x_{i} x_{n+1}
\end{align*}
$$

where $\alpha_{1, i} \ldots, \alpha_{n+1, i} \in \mathbb{F}_{2}$ for $i=1, \ldots, n$ and $g_{n+1}=\sum_{1 \leqslant j<k \leqslant n} \beta_{j, k} x_{j} x_{k}$ for some fixed $\beta_{j, k} \in \mathbb{F}_{2}$. Note that if $\alpha_{1, i}, \ldots, \alpha_{n, i}$ are such that each term $x_{i} x_{n+1}$ appears at least in one of the coordinate functions $f_{1}, \ldots, f_{n}$, then the necessary condition of Theorem 1 is held for the constructed function $F$. Since the exhaustive search for the given APN function becomes complicated starting from $n=6$, there is a need to find necessary and sufficient conditions on new coefficients of $F$.

Let us denote the lexicographically ordered elements of $\mathbb{F}_{2}^{n}$ as $x^{0}, \ldots, x^{2^{n}-1}$. Since all the values $G\left(x^{0}\right), \ldots, G\left(x^{2^{n}-1}\right)$ of the function $G$ are known, we can represent values of the constructed function $F$ only through unknown coefficients $\alpha_{i, k}$ and some constant terms. Since $F$ is an APN function, for a nonzero $a$ all sums $F(x)+F(x+a)$ and $F(y)+F(y+a)$, where $x \neq y$ and $x \neq y+a$, should be pairwise different. This fact applies special restrictions on coefficients $\alpha_{i, k}$. For the convenient representation of these restrictions further we consider the following matrix approach that was also proposed by T. Beth and C. Ding in [2].

Each quadratic vectorial function $G$ in $n$ variables can be considered as a symmetric matrix $\mathcal{G}=\left(g_{i j}\right)$, where each element $g_{i j} \in \mathbb{F}_{2}^{n}$ is a vector of coefficients corresponding to term $x_{i} x_{j}$ in the algebraic normal form of $G$ and all diagonal elements $g_{i i}$ are null.

Example 1 Let us consider function $G=\left(g_{1}, g_{2}, g_{3}\right)=\left(x_{1} x_{2}, x_{2} x_{3}, x_{1} x_{3}\right)=$ $\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right] \cdot x_{1} x_{2}+\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right] \cdot x_{1} x_{3}+\left[\begin{array}{l}0 \\ 1 \\ 0\end{array}\right] \cdot x_{2} x_{3}$.

Then the corresponding matrix $\mathcal{G}$ is the following:

$$
\mathcal{G}=\left[\begin{array}{lll}
(000) & (100) & (001) \\
(100) & (000) & (010) \\
(001) & (010) & (000)
\end{array}\right]
$$

It is necessary to mention that these matrices also were used in [40] and [41] to construct and classify a lot of new quadratic APN functions over finite fields. Using these matrices the APN property can be formulated in the following way:

Proposition 1 Let $\mathcal{G}$ be the matrix that corresponds to quadratic vectorial function $G$. Then function $G$ is APN if and only if $x \cdot(\mathcal{G} \cdot a) \neq 0$ for all $x \neq a$, where $a, x \in \mathbb{F}_{2}^{n}$ and $a \neq 0$.

Proof The proof follows directly from the Theorem 10 of [2], which states that $G$ is APN if and only if $\operatorname{rank}(\mathcal{G} \cdot a)$ is equal to $n-1$ for any nonzero $a \in \mathbb{F}_{2}^{n}$.

In terms of matrices method (1) can be considered as an extension of a given $\mathcal{G}$ with an extra bit that represents $g_{n+1}$ in every element and an extra pair of row and column that represents a set of new terms $x_{i} x_{n+1}$.

Example 2 For the considered function $G=\left(g_{1}, g_{2}, g_{3}\right)=\left(x_{1} x_{2}, x_{2} x_{3}, x_{1} x_{3}\right)$ we choose null $g_{n+1}$ and construct APN function $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$ in 4 variables, where:

$$
\begin{aligned}
& f_{1}=g_{1} \\
& f_{2}=g_{2}+x_{3} x_{4} \\
& f_{3}=g_{3}+x_{2} x_{4}+x_{3} x_{4} \\
& f_{4}=x_{1} x_{4}+x_{3} x_{4}
\end{aligned}
$$

Then the corresponding matrix $\mathcal{F}$ is the following:

$$
\mathcal{F}=\left[\begin{array}{cccc}
(0000) & (1000) & (0010) & (0001) \\
(1000) & (0000) & (0100) & (0010) \\
(0010) & (0100) & (0000) & (0111) \\
(0001) & (0010) & (0111) & (0000)
\end{array}\right]
$$

The next result directly follows from the Proposition 1 and an almost identical property was described as main idea of Algorithm 1 in [40]. Consider a quadratic APN function $G$ and the corresponding $n \times n$ matrix $\mathcal{G}$. Denote the vector of nonzero coefficients for new variables as $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, where $\alpha_{i} \in \mathbb{F}_{2}^{n+1}$. Let us fix $g_{n+1}$ and construct $(n+1) \times(n+1)$ matrix $\mathcal{F}$ by adding $\left(\alpha_{1}, \ldots, \alpha_{n}, 0\right)$ to $\mathcal{G}$ as the last column and the last row and adding new bit to every element of $\mathcal{G}$ according to the choice of $g_{n+1}$. Let us denote as $\mathcal{G}^{\prime}$ the submatrix $\left(f_{i j}\right)$ of $\mathcal{F}$, such that $i, j<n+1$. Let $\langle X\rangle$ denote the linear span of an arbitrary set $X \subseteq \mathbb{F}_{2}^{n}$ and $F$ be the quadratic vectorial function corresponding to the constructed matrix $\mathcal{F}$. Then the following proposition is true.

Proposition $2 F$ is APN if and only if $\alpha \cdot a^{\prime}$ does not belong to $\left\langle\mathcal{G}^{\prime} \cdot a^{\prime}\right\rangle$ for all $a^{\prime} \in \mathbb{F}_{2}^{n}, a^{\prime} \neq 0$.

Remark 1 Let us note that Proposition 2 exactly shows how to obtain restrictions on new coefficients in the convenient form. Our algorithm for searching APN functions using these restrictions is very similar to Algorithm 1 in [40], but in our work we start from an APN function matrix $n \times n$, add an extra bit to each element that is corresponding to $g_{n+1}$ and search through all possible last column in order to build an APN function matrix $(n+1) \times(n+1)$. In work [40] the authors started from an APN function matrix $n \times n$ and searched
through all possible last column (or more columns) in order to build an APN function matrix $n \times n$.

Let us show that our method can be also extended to the case when $G$ is not an APN function, but the ANF of $G$ and $g_{n+1}$ together contain all possible quadratic terms. The following proposition describes the necessary condition on the choice of such functions.

Proposition 3 Let $G$ be a quadratic vectorial function in $n$ variables and $F$ be an APN function in $n+1$ variables that it is obtained from $G$ using method (1). Then $\Delta_{G} \leqslant 4$.

Proof Consider vectorial function $F=\left(f_{1}, \ldots, f_{n+1}\right)$ that is obtained from vectorial function $G=\left(g_{1}, \ldots, g_{n}\right)$ using method (1). Then for all arguments $x=\left(x_{1}, \ldots, x_{n+1}\right)$ such that $x_{n+1}=0$ holds $F(x)=\left(g_{1}, \ldots, g_{n}, g_{n+1}\right)$, where $g_{n+1}$ is a coordinate function that was added according to the method. Since function $F(x)$ is APN for all nonzero $a=\left(a_{1}, \ldots, a_{n+1}\right)$ such that $a_{n+1}=0$ and any $b \in \mathbb{F}_{2}^{n+1}$ equation $F(x)+F(x+a)=b$ has no more than 2 solutions among $x$ such that $x_{n+1}=0$. Therefore, for any nonzero $a=\left(a_{1}, \ldots, a_{n}\right)$ and any $b \in \mathbb{F}_{2}^{n}$ equation $G(x)+G(x+a)=b$ has no more than 4 solutions and $G$ is APN or differentially 4-uniform.

For example, for differentially 4-uniform function $G=\left(g_{1}, g_{2}, g_{3}, g_{4}, g_{5}\right)$, where:

$$
\begin{aligned}
& g_{1}=x_{1} x_{2}+x_{3} x_{5}+x_{4} x_{5} ; \\
& g_{2}=x_{1} x_{3}+x_{4} x_{5} ; \\
& g_{3}=x_{2} x_{3}+x_{1} x_{4}+x_{3} x_{5}+x_{4} x_{5} ; \\
& g_{4}=x_{2} x_{4}+x_{1} x_{5}+x_{4} x_{5} ; \\
& g_{5}=x_{3} x_{4}+x_{2} x_{5}+x_{4} x_{5} .
\end{aligned}
$$

and $g_{6}$ contains all the terms $x_{i} x_{j}$, where $i<j \leqslant n$, we obtained 13 CCZ classes of APN functions among constructed functions. Let us recall that there exist only 13 CCZ classes of quadratic APN functions in dimension 6.

Remark 2 It can be seen that any quadratic APN function in $n$ variables can be obtained using method (1) from quadratic APN or differential 4-uniform function in $n-1$ variables .

It is also worth mentioning that when $n=3,4$ and 5 for APN functions that are CCZ classes representatives we obtained all the possible classes of quadratic APN functions for 4,5 and 6 variables from the classification [5] and large variety of classes for constructing from 6 to 7 variables.

Note that for the given APN function $G$ in $n$ variables we have $2^{\frac{\left(n^{2}-n\right)}{2}}$ possibilities to choose $g_{n+1}$. It is interesting that the choice of $g_{n+1}$ affects the capability to obtain APN function $F$ in $n+1$ variables, the number of such constructed functions and the variety of different CCZ-classes among constructed classes. For example, when $n=5$ and $g_{n+1}$ is null both quadratic CCZ-representatives give us the only one CCZ-class for 6 variables (class 11 in the list from [5]). At the same time, when $g_{n+1}$ contains all quadratic terms $x_{i} x_{j}$, these functions give 13 CCZ -classes of quadratic APN functions
in 6 variables. Unfortunately, for $n \geqslant 7$ it becomes computationally harder to choose the proper initial function and $g_{n+1}$ and to obtain a large amount of generated functions. It seems that method (1) is not so efficient on large dimensions.

OPEN QUESTION Q1: How to choose properly the initial function $G$ in this approach? It seems that for most APN functions in $n$ variables it is possible to find corresponding APN functions in $n+1$ variables for some $g_{n+1}$, but we have found one counterexample for $n=6$.

OPEN QUESTION Q2: Given APN (or differentially 4-uniform) function $G$, how to choose function $g_{n+1}$ such that the number of classes of obtained APN functions is maximal?

## 4 On cyclic approach to search for quadratic APN functions

As noted earlier, each row/column of a symmetric matrix that is corresponding to an APN function in $n$ variables consists of $n-1$ linear independent vectors from $\mathbb{F}_{2}^{n}$. In this section we consider, in some sense, the minimal values for such vectors, using basis vectors for filling the matrix. Let us introduce another approach for constructing quadratic APN functions using matrix representation from previous section. Let $e_{1}, \ldots, e_{n}$ be the standard basis in $\mathbb{F}_{2}^{n}$. For the given $n$ consider the following matrix with elements from $\mathbb{F}_{2}^{n}$ :

$$
\mathcal{T}=\left[\begin{array}{ccccccc}
0 & e_{1} & e_{2} & e_{3} & \ldots & e_{n-2} & e_{n-1} \\
e_{1} & 0 & e_{3} & e_{4} & \ldots & e_{n-1} & e_{n} \\
e_{2} & e_{3} & 0 & e_{5} & \ldots & e_{n} & t_{3, n} \\
e_{3} & e_{4} & e_{5} & 0 & \ldots & t_{4, n-1} & t_{4, n} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
e_{n-2} & e_{n-1} & e_{n} & t_{n-1,4} & \ldots & 0 & t_{n-1, n} \\
e_{n-1} & e_{n} & t_{n, 3} & t_{n, 4} & \ldots & t_{n, n-1} & 0
\end{array}\right],
$$

where $t_{i, j}=t_{j, i}$ and $t_{i, j}$ denote some unknown elements in $\mathbb{F}_{2}^{n}$. Our aim is to find values of missed matrix elements such that matrix $\mathcal{T}$ represents APN function. We can apply the approach with restrictions from the previous section.

Let us consider the following procedure.

1. Without loss of generality consider the first unknown element of matrix $\mathcal{T}$ that is $t_{3, n}$. According to Proposition 2 the last column of $\mathcal{T}$ should satisfy $\left(e_{n-1}, e_{n}, t_{3, n}, \ldots, 0\right) \cdot a^{\prime} \notin\left\langle\mathcal{T}^{\prime} \cdot a^{\prime}\right\rangle$, where $a^{\prime} \in \mathbb{F}_{2}^{n-1}, a^{\prime} \neq 0$ and $\mathcal{T}^{\prime}=\mathcal{T} \backslash\left(e_{n-1}, e_{n}, t_{3, n}, \ldots, 0\right)$.
2. We consider all $a^{\prime}=a_{1}^{\prime}, \ldots, a_{n-1}^{\prime}$ such that $a_{3}^{\prime}=1$ and $a_{i}^{\prime}=0$, if $i>3$, and obtain restrictions on the value of $t_{3, n}$ that are independent from any other unknown element of $\mathcal{T}$.

Repeating this procedure step by step for every new element after fixing values of previous variables $t_{i, j}$ allows us to obtain all possible fillings for the given matrix $\mathcal{T}$.

For $n=3,4$ and 5 this construction covered all quadratic CCZ classes of APN functions. For $n=6$ it covered 11 out of 13 classes. Unfortunately, for larger dimensions the number of generated functions dropped dramatically and the construction covers only 7 classes for $n=7$ and the only one class for $n=8$. As a consequence, we consider the following generalization of this construction.

Let $\mathcal{T}$ be the same matrix that contains $k$ unknown elements. Consider the diagonal that contains all elements $e_{n}$ in $\mathcal{T}$. It is easy to see that we can remove any element $e_{n}$ from this diagonal and apply the above procedure to the new matrix with $k+1$ unknown elements. Moreover, we can remove any number of elements from $\mathcal{T}$ and the more elements are deleted the more APN functions can be constructed using this matrix.

For $n=6$ when we removed one element $e_{n}$ from the diagonal in $\mathcal{T}$ the new matrix had already covered all 13 CCZ classes of quadratic APN functions. For $n=7$ and the matrix that has no elements $e_{n}$ on the diagonal we generated more than 2 millions of quadratic APN functions. We have found a new CCZ class for $n=7$ among obtained functions. Here we provide a representative of this class in the univariate form:
$F(x)=a^{100} x+a^{88} x^{2}+a^{89} x^{3}+a^{107} x^{4}+a^{57} x^{5}+a^{98} x^{6}+a^{56} x^{8}+a^{9} x^{9}+$ $a^{58} x^{10}+a^{60} x^{12}+a^{109} x^{16}+a^{47} x^{17}+a^{44} x^{18}+a^{27} x^{20}+a^{91} x^{24}+a^{71} x^{32}+a^{96} x^{33}+$ $a^{101} x^{34}+a^{7} x^{36}+a^{12} x^{40}+a^{34} x^{48}+a^{66} x^{64}+a^{4} x^{65}+a^{4} x^{66}+a^{73} x^{68}+a^{73} x^{72}+$ $a^{56} x^{80}+a^{20} x^{96}$,
where $a$ is the primitive element whose minimal polynomial over $\mathbb{F}_{2^{7}}$ is $x^{7}+x+1$.

We also computed CCZ-invariants ( $\Delta$-rank and $\Gamma$-rank) for this new function. We provide these values in the table below.

Table 2 Invariants of the new APN function.

| $\Gamma$-rank | $\Delta$-rank |
| :---: | :---: |
| 4044 | 212 |

## 5 Classification of quadratic APN functions in dimension 7

Let us recall that APN functions are classified only up to $n=5$ and up to degree 3 for the case $n=6$. Here we show that there is no quadratic APN functions in 7 variables other than known ones.

A quadratic APN function $F$ is given, let $\mathcal{F}$ be it's corresponding symmetric matrix. It is easy to see that the first row of $\mathcal{F}$ is equal to $\left(\begin{array}{lllllll}0 & 1 & 2 & 4 & 8 & 16 & 32\end{array}\right)$ up to EA-equivalence. It was shown in [40] (see Corollary 1) that if APN functions $F$ and $G$ are EA-equivalent, then for their matrices $\mathcal{F}$ and $\mathcal{G}$ the following relation hold:

$$
\mathcal{G}=L\left(P \mathcal{F} P^{t}\right)
$$

where $P$ is a bijective matrix with elements from $\mathbb{F}_{2}$ and $L$ is a linear permutation on $\mathbb{F}_{2}^{n}$. Let us briefly describe the procedure of finding lexicographically minimal matrix in the EA-class. Our aim is to transform first $k$ (for $n=7$ we considered case $k=2$ ) rows of a given matrix in order to obtain lexicographically minimal ones using only transformations that are preserve EA-equivalence.

For all possible first two rows of matrices $\mathcal{F}$ such that the condition from Proposition 1 is true we implement the search through all possible matrices $P$ of the form:

$$
\mathcal{P}=\left[\begin{array}{lllllll}
x & x & 0 & 0 & 0 & 0 & 0 \\
x & x & 0 & 0 & 0 & 0 & 0 \\
* & * & x & x & x & x & x \\
* & * & x & x & x & x & x \\
* & * & x & x & x & x & x \\
* & * & x & x & x & x & x \\
* & * & x & x & x & x & x
\end{array}\right]
$$

where upper left square $2 \times 2$ and lower right square $5 \times 5$ are bijective matrices and lower left part can be any matrix $5 \times 2$. We consider such matrices $P$ since our aim is to find minimal first two rows for a given EA-class and we do not want a diffusion of first two rows with the rest of the rows. For each matrix $P$ we:

P1: Search through all possible $L$ such that first row of $\mathcal{G}$ is equal to $\left(\begin{array}{lllllll}0 & 1 & 2 & 4 & 8 & 16 & 32\end{array}\right)$;

P2: If $P$ and $L$ are such that $\mathcal{G}<\mathcal{F}$ lexicographically, we discard $\mathcal{F}$.
We implemented the above procedure and obtained that there are only five possible options for the second row of a given quadratic matrix up to the EA-equivalence. We list below these options and the number of inequivalent APN functions that have such a lexicographically minimal matrix:

1. Case ( $\left.\begin{array}{lllllll}1 & 0 & 4 & 8 & 16 & 32 & 64\end{array}\right)$ contains 3 quadratic APN functions up to EA-equivalence (all are equivalent to monomial functions);
2. Case ( $\left.\begin{array}{lllllll}1 & 0 & 4 & 6 & 16 & 32 & 64\end{array}\right)$ contains 2 functions;
3. Case ( $\left.\begin{array}{lllllll}1 & 0 & 4 & 6 & 16 & 32 & 24\end{array}\right)$ contains no functions;
4. Case ( $\left.\begin{array}{lllllll}1 & 0 & 4 & 6 & 16 & 26 & 64\end{array}\right)$ contains 220 functions;
5. Case ( $\left.\begin{array}{lllllll}1 & 0 & 4 & 6 & 16 & 24 & 64\end{array}\right)$ contains 263 functions.

Thus, there exist only 488 quadratic APN functions up to CCZ-equivalence and the updated list is complete.

For $n=8$ we implemented the procedure as well and there exist 11 possible options for the second row of a given quadratic matrix (while the first row is equal to ( $\left.\begin{array}{llllllll}0 & 1 & 2 & 4 & 8 & 16 & 32 & 64\end{array}\right)$ ):

1. Case ( $\left.\begin{array}{llllllll}1 & 0 & 4 & 8 & 16 & 32 & 64 & 128\end{array}\right)$;

2. Case ( $\left.\begin{array}{llllllll}1 & 0 & 4 & 8 & 16 & 32 & 64 & 6\end{array}\right)$;
3. Case ( $\left.1 \begin{array}{llllllll}1 & 0 & 4 & 6 & 16 & 32 & 64 & 128\end{array}\right)$;
4. Case ( $\left.\begin{array}{llllllll}1 & 0 & 4 & 6 & 16 & 32 & 64 & 24\end{array}\right)$;
5. Case (1 $\left.10 \begin{array}{lllllll}4 & 8 & 16 & 32 & 24 & 128\end{array}\right)$;
6. Case ( $\left.\begin{array}{llllllll}1 & 0 & 4 & 8 & 16 & 26 & 64 & 128\end{array}\right)$;
7. Case (1 $\left.10 \begin{array}{llllll}4 & 8 & 16 & 26 & 64 & 104\end{array}\right)$;
8. Case (1 $\left.\begin{array}{llllllll}1 & 0 & 4 & 8 & 16 & 24 & 64 & 128\end{array}\right)$;
9. Case (1 00
10. Case ( $\left.\begin{array}{llllllll}1 & 0 & 4 & 8 & 16 & 24 & 64 & 96\end{array}\right)$.

The number of inequivalent APN functions for each case are being computed at the moment.

## 6 The use of quadratic functions to search for APN fuctions of higher degrees

In this section we disscuss possible approaches of the use of quadratic functions with low differential uniformity to search for APN fuctions of higher degrees. Also, we introduce the notion of stacked APN functions as APN functions of algebraic degree $d$ such that eliminating monomials of degrees $k+1, \ldots, d$ for any $k<d$ results in APN function of degree $k$.
6.1 The differential uniformity of quadratic parts of APN functions and the class of stacked APN functions

Let $F$ be a vectorial Boolean function of algebraic degree $d$. Then it can be represented as sum $F=F^{(c)}+F^{(1)}+F^{(2)}+\ldots+F^{(d)}$, where each function $F^{(j)}$ contains only monomials of algebraic degree $j$ and $F^{(c)}$ is a constant term. We observed that if $F$ is an APN function then its quadratic part $F^{(2)}$ has a low differential uniformity. In particular, the following proposition was computationally proven:

Proposition 4 Let $F$ be an $A P N$ function in 4 variables. Then $\Delta_{F^{(2)}} \leqslant 4$.
Many APN functions in 5, 6 and 7 variables have a quadratic part with differential uniformity not more than 4 . For Dillon (see Dillon) permutation $P$ of $\mathbb{F}_{2}^{n}$ value $\Delta_{P^{(2)}}$ is equal to 8 . When $n=8,9$ there also exist APN functions $F$ (e.g. Kasami power functions for $n=8$ and Inverse function for $n=9$ ) such that $\Delta_{F^{(2)}}=8$. Nevertheless, for these large dimensions the differential uniformity of quadratic parts is still quite low. Further we consider only functions without affine terms. The observation on low differential uniformity of quadratic parts of APN functions motivated us to introduce a new subclass of APN functions.

Definition 1 Let $F=F^{(2)}+\ldots+F^{(d)}$ be an APN function of algebraic degree $d$. If all functions $F-F^{(d)}, F-F^{(d)}-F^{(d-1)}, \ldots, F-F^{(d)}-F^{(d-1)}-\ldots-F^{3}$ are APN functions then $F$ is called a stacked $A P N$ function.

Let us describe one of the possible approaches to construct stacked APN functions of degree 3. Let $h$ be a cubic Boolean function in $n$ variables with no affine or quadratic terms, i.e. homogenous one. Let us call vectorial function $H$ a cubic shift if $H=h \cdot v$ for a nonzero vector $v$ in $\mathbb{F}_{2}^{n}$. In work [23] of Y. Edel and A. Pott there was introduced a new approach for searching APN functions, so-called the switching method. It describes how to find new APN function from known one by changing it's coordinates functions. In particular, the following result for functions of the form $F+f \cdot v$ was obtained.

Theorem 2 (Theorem 3 in [23]) Let $F$ be an APN function from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{n}$. Let $v$ be a nonzero vector in $\mathbb{F}_{2}^{n}$, and $h$ be a Boolean function in $n$ variables. Then function $F+h \cdot v$ is an APN if and only if

$$
h(x)+h(x+a)+h(y)+h(y+a)=0
$$

for all $x, y, a$ such that

$$
F(x)+F(x+a)+F(y)+F(y+a)=0
$$

and $x \neq y, x \neq y+a$.
Proposition 5 Let $F$ be an APN function in $n$ variables. Let $v$ be a nonzero vector in $\mathbb{F}_{2}^{n}$, and $h_{1}, h_{2}$ be different Boolean functions in $n$ variables. If both functions $F+h_{1} \cdot v$ and $F+h_{2} \cdot v$ are APN functions, then function $F+h_{1}$. $v+h_{2} \cdot v$ is also APN.

Proof This property directly follows from the Theorem 2 since if

$$
h_{1}(x)+h_{1}(x+a)+h_{1}(y)+h_{1}(y+a)=0
$$

and

$$
h_{2}(x)+h_{2}(x+a)+h_{2}(y)+h_{2}(y+a)=0
$$

for all $x, y, a$ such that

$$
F(x)+F(x+a)+F(y)+F(y+a)=0
$$

and $x \neq y, x \neq y+a$, then
$h_{1}(x)+h_{2}(x)+h_{1}(x+a)+h_{2}(x+a)+h_{1}(y)+h_{2}(y)+h_{1}(y+a)+h_{2}(y+a)=0$ for these $x, y, a$ either. Therefore, $F+h_{1} \cdot v+h_{2} \cdot v$ is also an APN function.

The next simple corollary follows from Proposition 5 and allows us to potentially reduce the search of cubic shifts.

Corollary 1 Let $F$ be a quadratic APN function in $n$ variables. Suppose that there exist homogenous cubic Boolean functions $h_{1}, h_{2}$ such that both functions $F+h_{1} \cdot v$ and $F+h_{2} \cdot v$ are APN. Therefore, there exist Boolean function $h$, where $h=h_{1}$ or $h=h_{2}$ or $h=h_{1}+h_{2}$, such that $h$ contains even (or, equivalently, odd) number of monomials and $F+h \cdot v$ is an APN function.

For $n=4,5$ we implemented the search of cubic APN functions $F=$ $F^{(2)}+F^{(3)}$ such that $F^{(3)}$ is some cubic part and $F^{(2)}$ is an APN quadratic function, that is constructed using the cyclic matrix $\mathcal{T}$ from the previous section. For $n=6$ we implemented the similar search, but $F^{(3)}$ was a cubic shift since it is computationally hard to search through all the possible cubic parts. We have found a large amount of cubic stacked APN functions for $n=4,5,6$. Some examples are listed in Table 3.

Table 3 Examples of stacked cubic APN functions (both $F$ and $F^{(2)}$ are APN).

| $x$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F(x)$ | 0 | 0 | 0 | 1 | 0 | 2 | 4 | 7 | 0 | 4 | 6 | 3 | 8 | 14 | 11 | 12 |
| $F^{(2)}(x)$ | 0 | 0 | 0 | 1 | 0 | 2 | 4 | 7 | 0 | 4 | 6 | 3 | 8 | 14 | 10 | 13 |
| $x$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|  | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
| $F(x)$ | 0 | 0 | 0 | 1 | 0 | 2 | 4 | 7 | 0 | 4 | 10 | 15 | 19 | 21 | 28 | 27 |
|  | 0 | 8 | 16 | 25 | 11 | 1 | 29 | 22 | 15 | 3 | 17 | 28 | 31 | 17 | 6 | 9 |
| $F^{(2)}(x)$ | 0 | 0 | 0 | 1 | 0 | 2 | 4 | 7 | 0 | 4 | 10 | 15 | 19 | 21 | 29 | 26 |
|  | 0 | 8 | 16 | 25 | 11 | 1 | 31 | 20 | 15 | 3 | 21 | 24 | 23 | 25 | 9 | 6 |
| $x$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|  | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
|  | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 |
|  | 48 | 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 | 61 | 62 | 63 |
| $F(x)$ | 0 | 0 | 0 | 1 | 0 | 2 | 4 | 13 | 0 | 4 | 8 | 7 | 16 | 22 | 28 | 27 |
|  | 0 | 8 | 16 | 19 | 9 | 3 | 29 | 22 | 45 | 33 | 53 | 56 | 52 | 58 | 40 | 45 |
|  | 0 | 16 | 60 | 45 | 26 | 8 | 34 | 59 | 55 | 35 | 3 | 28 | 61 | 43 | 13 | 26 |
|  | 5 | 29 | 41 | 58 | 22 | 12 | 62 | 37 | 31 | 3 | 59 | 38 | 28 | 2 | 60 | 41 |
| $F^{(2)}(x)$ | 0 | 0 | 0 | 1 | 0 | 2 | 4 | 7 | 0 | 4 | 8 | 13 | 16 | 22 | 28 | 27 |
|  | 0 | 8 | 16 | 25 | 9 | 3 | 29 | 22 | 45 | 33 | 53 | 56 | 52 | 58 | 40 | 39 |
|  | 0 | 16 | 60 | 45 | 26 | 8 | 34 | 49 | 55 | 35 | 3 | 22 | 61 | 43 | 13 | 26 |
|  | 5 | 29 | 41 | 48 | 22 | 12 | 62 | 37 | 31 | 3 | 59 | 38 | 28 | 2 | 60 | 35 |

It is worth mentioning that for quadratic APN functions from different CCZ classes for $n=6$ we have found more than 70000 cubic stacked APN functions and all these functions belong to the same CCZ-class that is the only known class that does not contain quadratic functions (class number 13 in the list from [5]), despite that all 14 CCZ classes contains (see [14]) cubic representatives.
6.2 A generalization of the switching method on differentially 4-uniform functions

Here we show that the switching method mentioned earlier can be applied not only to APN functions, but also to differentially 4-uniform functions.

Proposition 6 Let $F$ be a vectorial Boolean function in $n$ variables. Let $v$ be a nonzero vector in $\mathbb{F}_{2}^{n}$, and $h$ be a Boolean function in $n$ variables, such that $F+h \cdot v$ is an APN function. Then there are exist vectorial function $G$, such that $G$ is $E A$-equivalent to $F$ such that $G+h \cdot e_{1}$ is APN.

Proof Consider the bijective linear mapping $L$ such that $L(v)=e_{1}$. Then $L(F+h \cdot v)=L(F)+h \cdot e_{1}=G+h \cdot e_{1}$ and $G$ is EA-equivalent to $F$.

It is interesting that for $n=4,6$ there were found cubic APN functions $C$ such that $C=F+h \cdot e_{1}$, where $F$ is APN and $h$ is homogenous cubic function, consisting of the only one monomial. An example of such $F$ and $C$ for $n=4$ can be found in Table 3. An example for $n=6$ is the following:

$$
\begin{aligned}
& f_{1}=x_{1} x_{2}+x_{4} x_{6}+x_{5} x_{6}+x_{2} x_{3} x_{5} ; \\
& f_{2}=x_{1} x_{3}+x_{3} x_{5}+x_{4} x_{5}+x_{2} x_{6}+x_{5} x_{6} ; \\
& f_{3}=x_{2} x_{3}+x_{1} x_{4}+x_{4} x_{5}+x_{5} x_{6} ; \\
& f_{4}=x_{2} x_{4}+x_{1} x_{5}+x_{3} x_{5}+x_{2} x_{6}+x_{3} x_{6}+x_{4} x_{6}+x_{5} x_{6} ; \\
& f_{5}=x_{3} x_{4}+x_{2} x_{5}+x_{3} x_{5}+x_{4} x_{5}+x_{1} x_{6}+x_{2} x_{6}+x_{3} x_{6}+x_{5} x_{6} ; \\
& f_{6}=x_{3} x_{5}+x_{2} x_{6}+x_{5} x_{6} .
\end{aligned}
$$

Remark 3 Let $F$ be an APN function in $n$ variables. If there exist Boolean function $f$ such that $G=F+f \cdot e_{1}$ then $\Delta_{G} \leqslant 4$, since changing of one coordinate does not change the differential uniformity more than twice. This implies the following result:

Corollary 2 Let $F$ be a vectorial Boolean function in $n$ variables. Let $v$ be a nonzero vector in $\mathbb{F}_{2}^{n}$, and $h$ be a Boolean function in $n$ variables, such that $F+h \cdot v$ is an APN function. Then $\Delta_{F} \leqslant 4$.

This corollary implies that the switching method for obtaining APN functions can be applied only to APN and differentially 4-uniform functions. Let us provide an analog of Theorem 2 for differentially 4 -uniform functions below (the proof is straightforward).

Theorem 3 Let $F$ be a differentially 4-uniform function from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{n}$. Let $v$ be a nonzero vector in $\mathbb{F}_{2}^{n}$, and $h$ be a Boolean function in $n$ variables. Then function $F+h \cdot v$ is an APN if and only if the following conditions hold:

C1.

$$
h(x)+h(x+a)+h(y)+h(y+a)=0
$$

for all $x, y, a$ such that

$$
F(x)+F(x+a)+F(y)+F(y+a)=v
$$

and $x \neq y, x \neq y+a$.
C2.

$$
h(x)+h(x+a)+h(y)+h(y+a)=1
$$

for all $x, y, a$ such that

$$
F(x)+F(x+a)+F(y)+F(y+a)=0
$$

and $x \neq y, x \neq y+a$.
Remark 4 Similarly to results in [23] the searching for the switching candidates for the given differentially 4 -uniform can be implemented through solving the system of linear equations. Let us note that there exist differential 4-uniform functions such that function $F$ is given, there are no nonzero vector $v$ and Boolean function $h$ (in this example $h$ is not necessarily cubic) such that function $F+h \cdot v$ is an APN.

Remark 5 These results are humble, but they emphasize the possible role of quadratic APN and differential 4-uniform functions in obtaining new APN functions of higher degrees and motivates to continue research in this direction.

OPEN QUESTION Q3: Are there exist stacked APN functions of larger algebraic degrees?

OPEN QUESTION Q4: Are there exist stacked APN functions for larger dimensions?

## 7 Conclusion

In this paper we considered two combinatorial approaches that allow to search for quadratic APN functions using special matrices. Given a quadratic APN function in $n$ variables the first approach searches for quadratic APN functions in $n+1$ variables using restrictions that can be described in terms of matrices. The second approach uses minimal matrices of cyclic form to generate quadratic APN functions. Using these approaches we found a new APN functions in 7 variables. Moreover, we obtained the complete classification of quadratic APN functions up to CCZ-equivalence in dimension 7 and proved that the list of quadratic APN functions updated with this new function is complete now. Also, we noted that quadratic parts of many APN functions have a low differential uniformity and introduced the notion of stacked APN functions.
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