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#### Abstract

A polynomial commitment scheme (PCS) provides the ability to commit to a polynomial over a finite field and prove its evaluation at points. A succinct PCS has commitment and evaluation proof size sublinear in the degree of the polynomial. An efficient PCS has sublinear proof verification. Recently, it has been shown that any efficient and succinct PCS can be used to construct a SNARK with similar security and efficiency characteristics. We define an additive PCS to capture a "homomorphic" property of commitments over a computational group $\mathbb{G}$ of bounded size. All existing examples of additive schemes (e.g., Bulletproofs, KZG, DARK, Dory) are also what we call $m$-spanning, meaning that commitments to the monomials of degree less than $m$ generate $\mathbb{G}$. Our first technical result is a black-box transformation of any $m$-spanning additive PCS into a hiding PCS with a zero-knowledge evaluation proof. Our second technical result is that every additive succinct PCS supports efficient proof aggregation.

PCS proof aggregation reduces the task of proving evaluations of multiple commitments at multiple independent points to the task of proving the evaluation of a single "aggregate" commitment at a single point. We present two flavors of aggregation: private and public. In private aggregation the prover has a private witness consisting of openings of the input commitments. In public aggregation, the prover/verifier share the same inputs, which includes non-interactive evaluation proofs for each input commitment. Our public aggregation protocol applies to any additive succinct PCS. Our private aggregation protocol applies more broadly to any succinct PCS that supports an efficient linear combination scheme: a protocol for verifiably aggregating commitments into a new commitment to their linear combination. This includes non-additive schemes such as the post-quantum FRI-based PCS.

We apply these results to the Halo proof carrying data (PCD) system. Halo was originally built using the Bulletproofs inner-product argument as the underlying PCS, and was recently generalized to work with the KZG PCS. We show that Halo can be instantiated with any PCS that supports efficient PCS aggregation, private or public. Thus, our results show that efficient (zero-knowledge) SNARKs and PCD can be constructed from any succinct PCS that has an efficient linear combination scheme, even if the PCS itself is inefficient. These results yield new Halo-like PCD systems from PCS constructions beyond Bulletproofs and KZG, including DARK, FRI, and Dory. The post-quantum Halo instantiation from FRI is particularly surprising as FRI is not additive.
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## 1 Introduction

A polynomial commitment scheme (PCS) enables a prover to commit to a polynomial $f \in \mathbb{F}[X]$ of degree at most $d$. Later, given two public values $x, y \in \mathbb{F}$, the prover can convince a verifier that the committed polynomial $f$ satisfies $y=f(x)$ and that $f$ has degree at most $d$. This is done using a public coin evaluation protocol called Eval. The PCS is said to be efficient if the verifier runs in time $o(d \log |\mathbb{F}|)$, and is said to be succinct if the commitment string and the communication complexity of Eval is $o(d \log |\mathbb{F}|)$.

This important concept was first introduced by Kate, Zaverucha, and Goldberg (KZG) [KZG10], and has emerged as a key tool for building succinct and efficient non-interactive argument systems called SNARKs [BCCT12]. A succinct and efficient PCS can be used to compile an information theoretic interactive proof system known as a Polynomial Interactive Oracle Proof [BFS20] (PIOP), or equivalently Algebraic Holographic Proofs $\left[\mathrm{CHM}^{+} 20\right]$ ), into a SNARK. There are many examples of efficient PIOPs for NP languages, where the verifier complexity is logarithmic or even constant in the size of the statement being proven. This construction paradigm led to several recent SNARK systems with improved characteristics, including very efficient pre-processing SNARKs with a universal trusted setup [MBKM19, $\mathrm{CHM}^{+}$20, GWC19] or no trusted setup [BFS20, COS20, Set20, KPV19].

The original PCS, called the KZG PCS [KZG10], is both efficient and succinct. It is based on pairings and requires a linear size reference string generated by a trusted setup (a recent improvement shrinks the size of the reference string [BMV19]). Another PCS, called the Bulletproofs PCS $\left[\mathrm{BCC}^{+} 16, \mathrm{BBB}^{+} 18\right]$, does not require pairings or a trusted setup, and is succinct, but is not efficient. Some schemes are both efficient and succinct and do not require a trusted setup: DARK [BFS20] is based on groups of unknown order, and very recently Dory [Lee20] uses pairingbased commitments and generalized inner-product arguments [BMV19]. A post-quantum efficient and succinct PCS without trusted setup can be built using FRI [VP19, KPV19, BGKS19]. In practice, these schemes all have very different performance profiles and properties.

A proof-carrying data ( PCD ) system [CT10, BCCT13] is a powerful primitive that is more general than a SNARK. Consider a distributed computation that runs along a path of $t$ ordered nodes. The computation is defined by a function $F: \mathbb{F}^{\ell_{1}} \times \mathbb{F}^{\ell_{2}} \rightarrow \mathbb{F}^{\ell_{1}}$ in which node $i$ takes two inputs: the output $z_{i-1} \in \mathbb{F}^{\ell_{1}}$ of node $(i-1)$, and a local input loc $i_{i} \in \mathbb{F}^{\ell_{2}}$. The node outputs $z_{i}=F\left(z_{i-1}\right.$, loc $\left._{i}\right) \in \mathbb{F}^{\ell_{1}}$. A PCD system enables each node to provide a proof to the next node which attests not only to the correctness of its local computation, but also to the correctness of all prior computations along the path. The work to produce/verify each local proof is proportional to the size of the local computation and is independent of the length of the path. A PCD system can be more generally applied to any distributed computation over a directed acyclic graph of nodes. An important performance metric of a PCD system is its recursion threshold: the minimum size complexity of $F$ for which recursion is possible. PCD is currently being used in practice to construct a "constant-size blockchain" system [Lab18, BMRS20], where the latest proof attests to the validity of all state transitions (i.e., transactions) in the blockchain history.

PCD systems generalize incrementally verifiable computation (IVC), proposed by Valiant [Val08], where a machine outputs a proof after each step of computation that attests to the correct his-
tory of computation steps. This can be used to construct SNARKs for succinct bounded RAM programs, which captures many programs in practice that have a small memory footprint relative to their running time. It is also theoretically sufficient for constructing preprocessing SNARKs for arithmetic circuits [BCGT13].

### 1.1 Contributions

We define several abstract properties of a PCS and show that these abstract properties are sufficient to construct powerful proof systems, including PCD and IVC. These abstract constructions give a general and unified approach to understanding recent SNARK constructions. We show that the PCS schemes mentioned above (KZG, Bulletproofs, DARK, FRI, Dory) satisfy some or all of our abstract properties. In some cases, instantiating our abstract proof systems with these PCS schemes leads to new proof systems that were not previously known.

We begin by defining an additive PCS as a simple refinement of a PCS, where the space of commitment strings form a computational group $\mathbb{G}$ under some binary operation add. Group elements must have representation size poly $(\lambda)$ in terms of the security parameter $\lambda$ of the PCS and add must run in time poly $(\lambda)$. This means that it is possible to efficiently compute integer linear combinations of commitments. Moreover, a second requirement is that the prover can efficiently derive a valid opening string to open the linear combination of commitments to the same linear combination of the underlying committed polynomials. Because $\mathbb{G}$ is finite, the size of the linearly combined commitments is bounded, independent of the number of summands or sizes of the integer coefficients. A trivial way to impose a group structure on the commitment space of any PCS is to define $\mathbb{G}$ as the group of formal linear combinations of commitment strings, however, this trivial group is not bounded and therefore does not qualify the PCS as additive.

In Section 4 we show that every additive PCS that additionally satisfies a technical condition we call $m$-spanning, can be compiled into a hiding PCS with a zero-knowledge Eval protocol. $m$-spanning means that commitments to polynomials of degree at most $m$ generate $\mathbb{G}$. Our compilation is generic, relying only on the additive property. Four of the aforementioned examples (Bulletproofs, Dory, KZG, and DARK) are 1-spanning. Our compiler is a generalization of the technique used to make the DARK PCS zero-knowledge [BFS20], and also has its roots in Zero-Knowledge Sumcheck [CFS17].

A useful property of an additive PCS is the ability to aggregate PCS evaluations, akin to signature aggregation. We define two flavors of PCS aggregation schemes: private and public. First, consider a tuple $(C, x, y) \in \mathbb{G} \times \mathbb{F}^{2}$, where $C$ is a commitment to some polynomial $f \in \mathbb{F}^{(<d)}[X]$. We say that the prover has a witness for this tuple, if when the prover runs the Eval protocol with the verifier on input ( $C, x, y$ ), the verifier accepts with probability one. A (private) aggregation scheme is an interactive protocol between a prover and a verifier where the public input known to both is $\ell$ tuples $\left(C_{1}, x_{1}, y_{1}\right), \ldots,\left(C_{\ell}, x_{\ell}, y_{\ell}\right) \in \mathbb{G} \times \mathbb{F}^{2}$, and the public output is a single tuple $\left(C^{*}, x^{*}, y^{*}\right) \in \mathbb{G} \times \mathbb{F}^{2}$. At the end of the protocol, the verifier is convinced that if the prover has a witness for $\left(C^{*}, x^{*}, y^{*}\right)$, then it must also have witnesses for $\left(C_{i}, x_{i}, y_{i}\right)$ for all $i \in[\ell]$. A private aggregation scheme is non-trivial if it is more efficient than running the Eval protocol on the $\ell+1$ tuples. It is efficient if the verifier complexity is sublinear in the degree of the committed polynomials.

A public aggregation scheme enables a prover who does not know the witnesses for the $\ell$ input tuples to aggregate the non-interactive proofs for these tuples. This is also a two-party protocol where, for each $i \in[\ell]$, both parties receive a tuple $\left(C_{i}, x_{i}, y_{i}\right) \in \mathbb{G} \times \mathbb{F}^{2}$ and a corresponding
non-interactive proof $\pi_{i}$. The common output is a tuple $\left(C^{*}, x^{*}, y^{*}\right) \in \mathbb{G} \times \mathbb{F}^{2}$ for which the prover has a witness. The prover can subsequently produce a non-interactive proof for this output tuple. Informally, a valid proof for the output tuple demonstrates the validity of each input proof for the input tuples. As there is no information asymmetry between the two parties, the protocol is only interesting if the verifier does significantly less work than the prover.

A key theorem of this paper is that every additive PCS has an efficient private aggregation scheme. In fact, the theorem is more general. It is possible that a PCS is not additive, but there is still an efficient algorithm that takes as input a list of $\ell$ commitments along with $\ell$ integer coefficient weights, and outputs a new poly $(\lambda)$-size commitment in $\mathbb{G}$ to the linear combination of the underlying committed input polynomials, along with a proof of correctness. We call this a linear combination scheme (LCS). The LCS is efficient if the verifier is sublinear in the degree of the committed polynomials. Moreover, if the LCS verifier complexity is asymptotically faster than running the Eval verifier $\ell$ times, then we call the PCS linearly amortizable because it allows for opening linear combinations of commitments with amortized efficiency gains. If the PCS is additive it suffices to compute linear combinations of commitments over $\mathbb{G}$ and no additional proof is required, hence every additive PCS is linearly amortizable. We prove that:

Theorem 1 (informal). Every PCS that has an efficient linear combination scheme has an efficient private aggregation scheme. Every additive PCS has an efficient public aggregation scheme.

The formal statement of this result is in Theorem 4 and Theorem 7. An important example of a linearly amortizable non-additive PCS is the FRI-based PCS, as explained in Section 3.2. We thus obtain a non-trivial private aggregation scheme for the FRI-based PCS. Along the way to proving Theorem 7 we present a generic succinct proof of knowledge of the classical homomorphism pre-image problem, which has its roots in the Bulletproofs protocol.

Aggregation schemes have a number of important applications to constructing PCS-based SNARKs. First, aggregation schemes can be used for batch evaluation of polynomial commitments in order to reduce the work of the verifier (Section 5). Second, in Section 7 we discuss a fascinating and powerful application of PCS aggregation to recursive proof systems. This application generalizes a construction by Bowe, Grigg, and Hopwood called Halo [BGH19], which was also formalized and generalized by Bünz et. al. [BCMS20].

PCD and IVC from PCS aggregation Suppose $F: \mathbb{F}^{\ell} \rightarrow \mathbb{F}^{\ell}$ and we wish to prove the correctness of $t$ iterations of $F$, i.e. that $F^{(t)}\left(z_{0}\right)=z_{t}$. It turns out that given any succinct PCS with an efficient aggregation scheme, it is possible to construct an efficient non-interactive proof system for this type of statement whose proof size and verification complexity is proportional to the size and verification complexity of the PCS on polynomials of degree $|F|$, completely independent of $t$. As our results have shown, this includes any additive PCS and even non-additive schemes that have an efficient linear combination scheme. Most significantly, the PCS itself does not need to have efficient verification.

In fact, a PCS with an efficient aggregation scheme can be used to construct a PCD system. Not only does this mean that PCD, IVC, and preprocessing SNARKs can be constructed from any PCS with an efficient linear combination scheme, but we also expect this should lead to practical improvements over the prior proof bootstrapping techniques [BCGT13, COS20] whenever the verification complexity of the private aggregation is smaller than the verification complexity of Eval.

This includes the post-quantum FRI scheme, where our aggregation verifier is asymptotically a factor $\Omega(\log n)$ smaller than the FRI verifier for polynomials of degree $n$. This may lead to an order of magnitude reduction in the recursion threshold over the prior FRI-based PCD system Fractal [COS20]. We leave concrete performance analysis for future work.

Theorem 2 (informal). PCD, IVC, and preprocessing SNARKs can be constructed from any efficient PIOP combined with any PCS that has an efficient linear combination scheme.

In summary, our results pave the way for novel constructions of PCD, IVC, and SNARKs with new efficiency and security characteristics by directing the research effort towards PCS constructions that have the simple abstract additivity properties formalized in this paper. The constructions of PCD/IVC following this methodology do require a heuristic security assumption because they involve instantiating random oracles with concrete hash functions. All known constructions of PCD/IVC require heuristic security (i.e., knowledge assumptions or concrete instantiations of random oracles) and there is evidence that this is inherent [CL20].

Batch evaluation for the KZG scheme and applications to pairing based zkSNARKs In Appendix B, we focus specifically on the original PCS of Kate, Zaverucha and Goldberg [KZG10]. As our results apply to all additive schemes, one can naturally instantiate the batch evaluation scheme described in Section 5 for KZG. We show that for KZG, a more efficient batch evaluation in terms of prover communication in the Eval procedure is possible, at the expense of extra verifier operations. This exploits the "multiplicative" nature of KZG that makes it possible to check, given commitments to four polynomials $f, g, h, z$, whether $f \cdot g \equiv h \cdot z$. This check is done using a single pairing computation over the given commitments. As an application of this batch evaluation, we reduce the proof length and prover run time of the PLONK zk-SNARK [GWC19], at the expense of one extra verifier pairing.

### 1.2 Related work

The construction of general purpose efficient SNARK systems is a hotly pursued topic. There are many examples of such proof systems that work for any NP relation [Gro10, Lip12, BCCT13, GGPR13, PHGR13, BCI ${ }^{+} 13$, Gro16a, GM17, MBKM19, GWC19, CHM ${ }^{+}$20, BBHR19, BFS20, COS20, BGH19, Set20]. In addition to the PCS constructions mentioned earlier, there is also a scheme by Bootle et. al. that achieves $\sqrt{n}$ commitment size and Eval complexity based on any additively homomorphic commitment, and a similar lattice-based construction by Baum et. al. [BDLN16, $\left.\mathrm{BBC}^{+} 18\right]$. In Section 6 we describe a construction of a PCS from any collisionresistant homomorphism based on our succinct proof of homomorphism pre-images (HPI) that has constant size commitment, logarithmic size proofs and linear verification time. ${ }^{1}$ Attema and Cramer [AC20] concurrently described a generalization of Bulletproofs to proving linear forms of Pedersen committed vectors, which is a special case of our HPI protocol.

Constructions of IVC/PCD use recursive composition, which enables the prover to prove knowledge of a proof that the verification algorithm would accept. Until recently, constructions following this paradigm placed a complete description of the proof verifier inside the recursive statement. Thus, PCD was limited to proof systems where the verifier description is sublinear in

[^1]the statement being proven (i.e., SNARKs) [Val08, BCCT13, BCTV14, COS20]. The Halo protocol [BGH19, BCMS20] was the first construction of PCD from an underlying inefficient proof system (combining the Sonic PIOP [MBKM19] and the Bulletproofs PCS). There were two key ideas. The first was, in our terminology, a public aggregation scheme for the Bulletproofs PCS. The second was that the recursive statement can omit the inefficient portion of the proof system's verifier, i.e. the Eval verifier. The Eval proof inputs to a PCD step are aggregated along with the output Eval proofs, and the recursive statement only checks that aggregation was done correctly. This aggregates all Eval proofs into a single evaluation proof that is checked once at the end, amortizing the cost of Eval verification over the distributed computation length (i.e., recursion depth). Bünz et. al. [BCMS20] generalize this proof technique further using a primitive they call SNARK accumulation schemes. They also define PCS accumulation schemes, which can be combined with PIOP-based SNARKs to get a SNARK accumulation scheme. Our notion of public aggregation coincides with PCS accumulation. A small tweak to the definition of PCS accumulation we call private accumulation coincides with private aggregation and can be used to construct PCD with larger proofs (linear in the predicate size). Our results are thus perfectly complementary as they show that the Halo PCD construction paradigm can be applied with any additive PCS, and more generally any PCS with an efficient linear combination scheme.

## 2 Preliminaries

Basic notations For an integer $n \geq 1$, we write $[n]$ to denote the set of integers $\{1, \ldots, n\}$. For any mathematical set $\mathcal{S}$ the notation $|\mathcal{S}|$ denotes the cardinality of $\mathcal{S}$. Unless specified otherwise, we use $\lambda$ to denote the security parameter. We say a function $f(\lambda)$ is negligible in $\lambda$, denoted by $\operatorname{neg}(\lambda)$, if $f(\lambda)=o\left(1 / \lambda^{c}\right)$ for all $c \in \mathbb{N}$. We say an algorithm is efficient if it runs in probabilistic polynomial time in the length of its input. We use $\operatorname{poly}(\lambda)$ to denote a quantity whose value is bounded by a fixed polynomial in $\lambda$. For a field $\mathbb{F}$, we use $\mathbb{F}^{(<d)}[X]$ for the set of polynomials in $\mathbb{F}[X]$ of degree at most $d$. We use $\{0,1\}^{*}$ to denote binary strings of arbitrary length and $\varepsilon$ to denote the empty string. For modular arithmetic, we use the notation $a \equiv b(\bmod n)$ to denote that integers $a, b \in \mathbb{Z}$ are equivalent modulo $n \in \mathbb{Z}$. The notation $a \bmod n$ denotes the unique integer $b \in[0, n)$ such that $a \equiv b(\bmod n)$.

For an abstract group, $\mathbb{G}$ denotes the set of elements in the group, and for any $g_{1}, g_{2} \in \mathbb{G}$ the element $g_{1}+g_{2}$ is the result of applying the binary operation to $g_{1}$ and $g_{2}$. The inverse of $g \in \mathbb{G}$ is denoted $-g$ and $g_{1}-g_{2}:=g_{1}+\left(-g_{2}\right)$. For any $n \in \mathbb{N}$ and $g \in \mathbb{G}$ the element $n \cdot g$ is defined as adding $n$ copies of $g$. For $n \in \mathbb{Z}, n<0$, then $n \cdot g$ is defined as $-(|n| \cdot g)$. The group $\mathbb{G}$ is called a computational group if there exist efficient algorithms for implementing the addition and inversion operations. See $\S A .1$ for the formal definition.

### 2.1 Interactive protocols

A two-party interactive protocol named Label between parties $A$ and $B$, where $a$ and $b$ are private inputs to $A$ and $B$ respectively and out $A_{A}$ and out ${ }_{B}$ are their private outputs, is denoted:

$$
\operatorname{Label}(A(a), B(b)) \rightarrow\left(\operatorname{out}_{A}, \text { out }_{B}\right)
$$

Formally, an interactive protocol is a pair of interactive Turing machines. When party $A$ (resp. $B$ ) runs in time $t$ this formally means that the interactive Turing machine of party $A$ (resp. $B$ ) runs for $t$ steps.

In a public-coin protocol party $B$ does not have any private inputs (i.e., $b$ is a common public input) and all of $B$ 's messages to $A$ are i.i.d. from a message space $\mathcal{X}$ called the challenge space. The output out ${ }_{B}$ is always common to both parties in this case. The Fiat-Shamir (FS) transform [FS87] is a transformation of a public-coin interactive protocol into a non-interactive algorithm. The transformed protocol consists of two parts. First:

$$
\mathrm{NI}-\operatorname{Label}(a, b) \rightarrow\left(\mathrm{out}_{A}, \text { out }_{B}, \operatorname{tr}\right)
$$

simulates a transcript of the messages sent between parties $A$ and $B$ by deriving each of $B$ 's random "challenges" as the hash of the partial transcript preceding the challenge. Second:

$$
\mathcal{V}_{\text {Label }}\left(b,{\left.\operatorname{tr}, \text { out }_{B}\right) \rightarrow \delta \in\{0,1\}}\right.
$$

replays the transcript tr to check its validity and consistency with the output. ${ }^{2}$ In the new noninteractive protocol, party $A$ runs NI-ProtocolName $(a, b)$ and sends to party $B$ only (out ${ }_{B}, \operatorname{tr}$ ), who then runs $\mathcal{V}_{\text {Label }}\left(b, \operatorname{tr}\right.$, out $\left._{B}\right)$.

Proofs of knowledge An NP relation $\mathcal{R}$ is a subset of strings $x, w \in\{0,1\}^{*}$ such that there is a decision algorithm to decide $(x, w) \in \mathcal{R}$ that runs in time polynomial in $|x|$ and $|w|$. The language of $\mathcal{R}$, denoted $\mathcal{L}_{R}$, is the set $\left\{x \in\{0,1\}^{*}: \exists w \in\{0,1\}^{*}\right.$ s.t. $\left.(x, w) \in \mathcal{R}\right\}$. The string $w$ is called the witness and $x$ the instance. An interactive proof of knowledge for an NP relation $\mathcal{R}$ is a special kind of two-party interactive protocol between a prover denoted $\mathcal{P}$ and a verifier denoted $\mathcal{V}$, where $\mathcal{P}$ has a private input $w$ and both parties have a common public input $x$ such that $(x, w) \in \mathcal{R}$. Informally, the protocol is complete if $\mathcal{P}(w)$ always causes $\mathcal{V}(p p, x)$ to output 1 for any $(x, w) \in \mathcal{R}$. The protocol is knowledge sound if there exists an extraction algorithm $\mathcal{E}$ called the extractor such that for every $x$ and adversarial prover $\mathcal{A}$ that causes $\mathcal{V}(p p, x)$ to output 1 with non-negligible probability, $\mathcal{E}$ outputs $w$ such that $(x, w) \in \mathcal{R}$ with overwhelming probability given access $^{3}$ to $\mathcal{A}$. See $\S A .3$ for the formal definition.

The Fiat-Shamir transform preserves knowledge soundness for any constant-round public-coin interactive proof in the random oracle model, i.e. when the "hash function" is modeled as a random oracle [GK96, PS96]. The interactive protocol must have a negligible soundness error. More generally, Fiat-Shamir preserves knowledge soundness for multi-round interactive proofs that satisfy a property called state restoration soundness [BCS16], also equivalent to round-by-round soundness $\left[\mathrm{CCH}^{+} 19\right.$, Hol19]. There are also special classes of constant-round protocols for which the Fiat-Shamir transform can be instantiated using correlation-intractable hash functions [KRR17, CCRR18, $\mathrm{CCH}^{+} 19$ ], or even simpler non-cryptographic hash functions [CLMQ20]. In general, the security of the Fiat-Shamir transform applied to a knowledge-sound interactive proof system using a concrete hash function is heuristic. There are known examples where the transform fails to preserve soundness.

Definition 1. A knowledge-sound interactive proof system $(\mathcal{P}, \mathcal{V})$ is $\boldsymbol{F S}$ compatible if there exists a hash family $\mathcal{H}$ such that the non-interactive proof system ( $\mathcal{P}_{F S}, \mathcal{V}_{F S}$ ) obtained from applying Fiat-Shamir using an explicit hash sampled from $\mathcal{H}$ is knowledge-sound.

[^2]Zero Knowledge An interactive proof satisfies honest verifier zero-knowledge (HVZK) if there exists a simulator that does not have access to the prover's private witness yet can produce convincing transcripts between the prover and an honest verifier that are statistically indistinguishable from real transcripts. The Fiat-Shamir transform compiles public-coin proofs that have HVZK into non-interactive proofs that have statistical zero-knowledge (for possibly malicious verifiers). See $\S A .3$ for the formal definition of HVZK and $\S A .2$ for relevant background on probability distributions.

### 2.2 Polynomial Commitment Scheme (PCS)

A polynomial commitment scheme, or PCS, is a triple of PPT algorithms, Setup, Commit, and Verify along with an evaluation protocol Eval, where:

- Setup $(\lambda, d) \rightarrow p p$ a deterministic algorithm that outputs public parameters $p p$ for committing to polynomials of degree $d$. The parameters $p p$ include a specification of an abelian commitment group $\mathbb{G}$, as defined below.
- Commit $(p p, f) \rightarrow(\mathrm{C}$, open $)$ outputs a commitment $\mathrm{C} \in \mathbb{G}$ to the polynomial $f \in \mathbb{F}^{(<d)}[X]$ and an opening "hint" open $\in\{0,1\}^{*}$.
- Verify ( $p p, f$, open, C ) checks the validity of an opening hint open for a commitment $\mathrm{C} \in \mathbb{G}$ to the polynomial $f \in \mathbb{F}^{(<d)}[X]$ and outputs 1 (accept) or 0 (reject).
- Eval $(\mathcal{P}(f$, open $), \mathcal{V}(p p, C, z, y)) \rightarrow(\perp, b)$ is a public-coin interactive protocol between a prover who has the private input $(f$, open $)$ for $f \in \mathbb{F}^{(<d)}[X]$ and a verifier who has the common public input $p p$ and $(\mathrm{C}, z, y) \in \mathbb{G} \times \mathbb{F}^{2}$. The verifier outputs $b \in\{0,1\}$ and the prover has no output. The purpose of the protocol is to convince the verifier that $f(z)=y$ and $\operatorname{deg}(f)<d$.

All the algorithms run in time polynomial in $\lambda$ and $d$. Furthermore, a scheme is correct if for all polynomials $f \in \mathbb{F}^{(<d)}[X]$ and all points $z \in \mathbb{F}$, with probability 1 the verification $\operatorname{Verify}(p p, f$, open, C$)$ outputs 1 and likewise $\mathcal{V}$ outputs 1 in interaction with $\mathcal{P}$ in the Eval protocol on valid inputs.

Commitment group A commitment group $\mathbb{G}$ is a computational group accompanied by two PPT algorithms: if open ${ }_{f}$ and open ${ }_{g}$ are opening hints for commitments $\mathrm{C}_{f}$ and $\mathrm{C}_{g}$ to polynomials $f, g \in \mathbb{F}^{(<d)}[X]$, then add $^{*}\left(\right.$ open $_{f}$, open $\left.{ }_{g}\right)$ outputs an opening for $\mathrm{C}_{f}+\mathrm{C}_{g}$ to the polynomial $f+g$ and invert* $\left(\right.$ open $\left._{f}\right)$ outputs an opening for $-\mathrm{C}_{f}$ to the polynomial $-f$. This is a non-standard part of the PCS definition and may appear overly restrictive. However, it does not reduce the generality of a PCS. The default way to define $\mathbb{G}$ is the space of formal linear combinations of commitments to elements of $\mathbb{F}^{(<d)}[X]$. The default add* would simply be concatenation.

Explicit specification of $\mathbb{G}$, add $^{*}$, and invert* is convenient for defining the additivity properties of a PCS discussed in Section 3. This also serves to highlight how additivity is merely a refinement on $\mathbb{G}$. The existence of $\mathbb{G}$, add**, and invert* is not a distinguished property on its own.

Efficiency/Succinctness If the Eval verifier runs in time $o(d \cdot \log |\mathbb{F}|)$, i.e. sublinear in the size of the committed polynomial, then the PCS is called efficient. If both the size of commitments and communication complexity of the Eval protocol are $o(d \cdot \log |\mathbb{F}|)$ then the scheme is called succinct.

A PCS could be succinct and not efficient. One example is a PCS based on the Bulletproofs system $\left[\mathrm{BCC}^{+} 16, \mathrm{BBB}^{+} 18\right]$. Some PCS applications may have stricter efficiency/succinctness requirements (e.g., polylog( $d$ ) length or run time). A non-succinct PCS is only interesting if it is hiding, and only distinguished from a regular hiding commitment scheme if it has a zero-knowledge evaluation protocol (defined below).

Non-interactive Eval An interactive PCS Eval protocol may be compiled into a non-interactive Eval proof via the Fiat-Shamir transform. We use the notation $\pi \leftarrow \operatorname{NI}$-Eval $(p p, f$, open, $C, x, y)$ and $b \leftarrow \mathcal{V}_{\text {Eval }}(p p, \pi, C, x, y)$. The PCS Eval may already be non-interactive (e.g., KZG [KZG10]) in which case Fiat-Shamir is not needed.

Security properties The scheme's algorithms (Setup, Commit, Verify) must be binding as a standard commitment scheme. Furthermore, the protocol Eval should be complete and a proof of knowledge. Informally, this means that any successful prover in the Eval protocol on common input (C, $z, y$ ) must know a polynomial $f(X) \in \mathbb{F}^{(<d)}[X]$ such that $f(z)=y$ and C is a commitment to $f(X)$. The two of these properties together also imply that the scheme is evaluation binding, which means that no efficient adversary can output $p p$ and two pairs ( $\mathrm{C}, z, y$ ) and ( $\mathrm{C}, z, y^{\prime}$ ) where $y \neq y^{\prime}$, and then succeed in Eval on both pairs ( $\mathrm{C}, z, y$ ) and ( $\mathrm{C}, z, y^{\prime}$ ). The requirement that Eval is a proof of knowledge is stronger than evaluation binding alone, but is necessary for the application to SNARKs.

Definition 2 (Binding PCS). A PCS is binding if for all PPT adversaries $\mathcal{A}$ :

$$
\operatorname{Pr}\left[\begin{array}{ll} 
& p p \leftarrow \operatorname{Setup}(\lambda, d) \\
b_{0}=b_{1}=1 \wedge f_{0} \neq f_{1} & \left(f_{0}, \operatorname{open}_{0}, \mathrm{C}_{0}, f_{1}, \operatorname{open}_{1}, \mathrm{C}_{1}\right) \leftarrow \mathcal{A}(p p) \\
& b_{0} \leftarrow \operatorname{Verify}\left(p p, f_{0}, \operatorname{open}_{0}, \mathrm{C}_{0}\right) \\
b_{1} \leftarrow \operatorname{Verify}\left(p p, f_{1}, \operatorname{open}_{1}, \mathrm{C}_{1}\right)
\end{array}\right] \leq \operatorname{neg}(\lambda)
$$

Definition 3 (Knowledge soundness). A PCS has knowledge soundness if for all pp output by Setup $(\lambda, d)$ and $d \in \mathbb{N}$, the interactive public-coin protocol Eval is a proof of knowledge for the NP relation $\mathcal{R}_{\text {Eval }}(p p, d)$ defined as follows:

$$
\mathcal{R}_{\text {Eval }}(p p, d)=\left\{\langle(\mathrm{C}, z, y),(f, \text { open })\rangle: \begin{array}{l}
f \in \mathbb{F}^{(<d)}[X] \wedge f(z)=y \\
\operatorname{Verify}(p p, f, \text { open }, \mathrm{C})=1
\end{array}\right\}
$$

Hiding and Zero Knowledge A PCS scheme hiding if it satisfies the standard definition of a hiding commitment, i.e. commitments to distinct polynomials are statistically indistinguishable. A PCS scheme is zero-knowledge if its Eval protocol is a public-coin HVZK interactive proof for the relation $\mathcal{R}_{\text {Eval }}(p p, d)$.

Bounded witness ZK Eval The regular definition of a zero-knowledge PCS scheme requires that the Eval protocol is a zero-knowledge proof for the relation $\mathcal{R}_{\text {Eval }}(p p, d)$. This means that Eval cannot leak any information at all about the prover's witness ( $f$, open) for the commitment open, other than the public statements $f(z)=y, f \in \mathbb{F}^{(<d)}[X]$, and open is valid. Some schemes, such as DARK [BFS20], do not satisfy this strongest definition of zero-knowledge, but rather satisfy
a weaker zero-knowledge PCS property that is generally sufficient in practice. Let $\mathbb{H}$ be a set containing all possible opening hints and let $\mathcal{N}: \mathbb{H} \rightarrow \mathbb{R}$ be any non-negative efficiently computable function. Let $\{\operatorname{Eval}(B): B \in \mathbb{R}\}$ denote a family of evaluation protocols that take an extra parameter $B \in \mathbb{R}$. A PCS satisfies bounded witness zero-knowledge for $\mathcal{N}$ if $\operatorname{Eval}(B)$ is a public-coin HVZK interactive proof for the modified relation:

$$
\mathcal{R}_{\text {Eval }}(p p, d, \mathcal{N}, B)=\left\{\langle(\mathrm{C}, z, y),(f, \text { open })\rangle: \begin{array}{l}
f \in \mathbb{F}^{(<d)}[X] \wedge f(z)=y \wedge \mathcal{N}(\text { open }) \leq B \\
\operatorname{Verify}(p p, f, \text { open, } \mathrm{C})=1
\end{array}\right\}
$$

If $\mathbb{H}$ is finite then bounded witness ZK with $B=\max _{w \in \mathbb{H}} \mathcal{N}(w)$ is equivalent to plain ZK. Moreover, the set of opening hints returned as primary outputs of the Commit algorithm is a finite subset of $\mathbb{H}$ because the input domain $\mathbb{F}^{(<d)}[X]$ and the randomness of the algorithm are finite. The distinction between bounded witness ZK and plain ZK is particularly relevant for additive schemes. If the PCS only satisfies bounded witness ZK then the evaluation protocol may enable the verifier to distinguish between primary commitments and linear combinations of commitments, but would not reveal any further information about the committed $f \in \mathbb{F}^{(<d)}[X]$ other than $f(z)=y$.

Relaxed PCS openings For any PCS scheme, the Verify function can be relaxed such that it will accept an opening of the commitment $t \cdot \mathrm{C}_{f}$ to the polynomial $h=t \cdot f \bmod p$ for a integer $t \in \mathbb{Z}$ as a valid opening of $\mathrm{C}_{f}$ to the polynomial $f \bmod p$.

Lemma 1. Let $\mathcal{P C S}=($ Setup, Commit, Verify, Eval) denote a PCS. If the algorithm Verify is replaced with an algorithm Verify ${ }^{*}$ that accepts $(f,(t$, open $), \mathrm{C})$ if and only if $t \neq 0 \bmod p$ and Verify accepts ( $h$, open, $t \cdot \mathrm{C}$ ) where $h=t \cdot f \bmod p$, then the new PCS is still binding.

Proof. Suppose an adversary outputs a commitment C and two openings $\left(f_{1},\left(t_{1}\right.\right.$, open $\left.\left._{1}\right)\right)$ and $\left(f_{2},\left(t_{2}\right.\right.$,open $\left.\left._{2}\right)\right)$ such that Verify* accepts both and $f_{1} \neq f_{2}$. This implies that Verify accepts both ( $h_{1}$, open $_{1}, t_{1} \cdot \mathrm{C}$ ) and ( $h_{2}$, open $_{2}, t_{2} \cdot \mathrm{C}$ ) where $h_{1}=t_{1} \cdot f_{1}$ and $h_{2}=t_{2} \cdot f_{2}$. Using the add* operation, it would be possible to compute valid openings of $t_{1} t_{2} \cdot \mathrm{C}$ to both $t_{1} h_{2}=t_{1} t_{2} \cdot f_{2}$ and $t_{2} h_{1}=t_{1} t_{2} \cdot f_{1}$. Since $f_{1} \neq f_{2}$ it follows that $t_{1} h_{2} \neq t_{2} h_{1} \bmod p$. Thus, this would contradict the binding property of the original PCS.

Note that this relaxation does not affect the "honest" opening output by Commit, which will still be accepted by Verify. It is only helpful as a proof technique so that the knowledge extractor is allowed to obtain a more general opening of $\mathrm{C}_{f}$.

## 3 Additive polynomial commitments

This section defines an additive PCS as a simple refinement of a PCS, where the group of commitments is a computational group of bounded size. Recall that in our (non-standard) definition from Section 2.2, a PCS includes a specification of a family of commitment groups indexed by the parameters $(\lambda, d)$. We remarked that this is without loss of generality.

Definition 4. A PCS is additive if every abelian commitment group $\mathbb{G}_{\lambda, d}$ determined by the public parameters $p p \leftarrow^{\&} \operatorname{Setup}(\lambda, d)$ is a computational group (Definition 11) of size at most $2^{\text {poly }(\lambda)}$. An additive PCS for polynomials in $\mathbb{F}^{(<d)}[X]$ is additively succinct if the size of $\mathbb{G}_{\lambda, d}$ is $o\left(|\mathbb{F}|^{d}\right)$.

A consequence of additive succinctness is that linear combinations of commitments remain succinct. Under the restriction that $\left|\mathbb{G}_{\lambda, d}\right|$ is $o\left(|\mathbb{F}|^{d}\right)$, sums of commitments to polynomials in $\mathbb{F}^{(<d)}[X]$ will have representation size sublinear in the representation size of the sums of committed polynomials, no matter the number of summands.

There are examples of schemes where the commitments are contained within a group $\mathbb{G}$ of bounded size, but the add* operation only works for a bounded number of operations (e.g., the valid commitments are not a subgroup). Examples include DARK and lattice-based schemes [BFS20, $\left.\mathrm{BBC}^{+} 18\right]$. These schemes are not additive as $\mathbb{G}$ does not satisfy our definition of a commitment group, but we call a scheme with this property a bounded additive PCS.

Definition 5. A PCS over a field $\mathbb{F}$ is homomorphic if for any $\lambda, d \in \mathbb{N}$ the parameters $p p \leftarrow \operatorname{Setup}(\lambda, d)$ determine two computational groups $(\mathbb{G}, \mathbb{H})$ and two polynomial time computable homomorphisms $\phi: \mathbb{H} \rightarrow \mathbb{G}$ and $\chi: \mathbb{H} \rightarrow \mathbb{F}^{(<d)}[X]$ such that the algorithm Verify(pp,f, C, open) returns 1 if and only if $\phi(\mathrm{open})=\mathrm{C}$ and $\chi(\mathrm{open})=f$.

Just as we call $\mathbb{G}$ the "commitment" group we call $\mathbb{H}$ the "hint" group. For a homomorphic PCS to be binding, the homomorphism $\phi: \mathbb{H} \rightarrow \mathbb{G}$ must be collision resistant over equivalence classes in $\mathbb{H} / \operatorname{ker}(\chi)$ (i.e., finding $x_{1}, x_{2} \in \mathbb{H}$ such that $\chi\left(x_{1}\right) \neq \chi\left(x_{2}\right)$ and $\phi\left(x_{1}\right)=\phi\left(x_{2}\right)$ must be hard). Commit $(p p, f)$ selects a representation of $f$ in $\mathbb{H}$ and applies the homomorphism $\phi$ to derive the commitment. Given $\left(\mathrm{C}_{f}\right.$, open $\left._{f}\right) \in \mathbb{G} \times \mathbb{H}$ and $\left(\mathrm{C}_{h}\right.$, open $\left._{h}\right) \in \mathbb{G} \times \mathbb{H}$, the commitment $\mathrm{C}_{z}:=\mathrm{C}_{f}+\mathrm{C}_{h}$ and opening open ${ }_{z}:=$ open $_{f}+$ open $_{z}{\text { satisfy } \mathrm{C}_{z}=\phi\left(\text { open }_{f}+\text { open }_{h}\right)=\phi\left(\text { open }_{z}\right) \text { and }, ~}_{\text {a }}$ $\chi\left(\right.$ open $\left._{z}\right)=\chi\left(\right.$ open $\left._{f}\right)+\chi\left(\right.$ open $\left._{h}\right)=f+h$.

An additive PCS gives a homomorphic PCS. Any additive PCS over a prime field $\mathbb{F}=\mathbb{F}_{p}$ and commitment group $\mathbb{G}$, can be efficiently transformed into a non-hiding homomorphic PCS with the same commitment group $\mathbb{G}$. The transformation maintains succinctness if the PCS is additively succinct. The new commitment algorithm will give a homomorphism $\phi: \mathbb{Z}^{d} \rightarrow \mathbb{G}$. This is described in Section 4. In fact, we further show how an additive PCS may be transformed into a hiding homomorphic PCS provided that commitments to the first $m<d$ monomials generate $\mathbb{G}$.

Definition 6. $A$ PCS is called m-spanning if for any $\lambda, d \in \mathbb{N}$ and $p p \leftarrow \operatorname{Setup}(\lambda, d)$ the commitments $\left(\mathrm{C}_{i}\right.$, open $\left._{i}\right) \leftarrow \operatorname{Commit}\left(p p, X^{i-1}\right)$ for $i \in[1, m]$ generate $\mathbb{G}$, i.e. $\left\langle\mathrm{C}_{1}, \ldots, \mathrm{C}_{m}\right\rangle=\mathbb{G}$. $A$ spanning PCS is $m$-spanning for some $m>0$.

### 3.1 Linear combination schemes

It is possible that a PCS is not additive, yet there is still an efficient scheme to linearly combine polynomial commitments into a single aggregate commitment and later open this at points.

Definition 7 (Linear Combination Scheme). A linear combination scheme for a PCS with commitment group $\mathbb{G}$ is a public-coin interactive protocol LinCombine defined as follows. Given any $\mathbf{f} \in \mathbb{F}^{(<d)}[X]^{\ell}, \boldsymbol{\alpha} \in \mathbb{F}^{\ell}, \mathbf{C} \in \mathbb{G}^{\ell}$, and a vector of openings open $=\left(\right.$ open $_{1}, \ldots$, open $\left._{\ell}\right)$ such that $\operatorname{Verify}\left(p p, f_{i}\right.$, open $\left._{i}, \mathrm{C}_{i}\right)=1$ for all $i \in[\ell]$, the protocol LinCombine does:

$$
\operatorname{LinCombine}(\mathcal{P}(\mathbf{f}, \text { open }), \mathcal{V}(p p, \mathbf{C}, \boldsymbol{\alpha})) \rightarrow\left(\text { open }^{*},\left(C^{*}, b\right)\right) .
$$

The public output is $\left(C^{*}, b\right) \in \mathbb{G} \times\{0,1\}$ where $\left|C^{*}\right|=\operatorname{poly}(\lambda)$ independent of $\ell$, and $b \in\{0,1\}$ indicates success or failure. The private output is an opening open* for $C^{*}$ to the polynomial
$\sum_{i=1}^{\ell} \alpha_{i} \cdot f_{i}$. As for the security, LinCombine composed with Eval on the output $C^{*}$ is a proof of knowledge for the relation:

$$
\mathcal{R}_{\text {LinComb }}(p p, d)=\left\{\left\langle\left(\mathbf{C}, \mathrm{C}^{*}, \boldsymbol{\alpha}\right),\left(\mathbf{f}, f^{*}, \text { open }, \text { open }^{*}\right)\right\rangle: \begin{array}{ll} 
& \left(\mathrm{C}^{*},\left(f^{*}, \text { open }^{*}\right)\right) \in \mathcal{R}_{\text {Eval }}(p p, d) \\
& \forall i \in[\ell]\left(\mathrm{C}_{i},\left(f_{i}, \text { open }_{i}\right)\right) \in \mathcal{R}_{\text {Eval }}(p p, d) \\
& f^{*}=\sum_{i} \alpha_{i} f_{i}
\end{array}\right\}
$$

The requirement that $C^{*}$ has size poly $(\lambda)$ (independent of $\ell$ ) rules out the linear combination protocol that simply outputs a formal sum. We call the scheme size-optimal if the aggregate commitment size is bounded by the worst case size of commitments to polynomials of degree $d$. Note that the security property does not require the linear combination protocol itself to be a proof of knowledge of openings for the input commitments. Every PCS in fact has a generic size-optimal linear combination protocol. Given polynomials $f$ and $g$ and commitments $C_{f}$ and $C_{g}$, it is always possible to compute a fresh commitment $\mathrm{C}_{h}$ to $h:=f+g$, and prove the linear relation between the three commitments by running Eval three times, once on each commitment, at a common point $\rho \in \mathbb{F}$ randomly chosen by the verifier (or non-interactively generated via Fiat-Shamir). The verifier would check that $f(\rho)+g(\rho)=h(\rho)$. For a knowledge-sound Eval, this is a proof of knowledge of openings of the three commitments to $f, g$, and $h$ satisfying $f+g=h$.

A linear combination protocol is interesting when more efficient than the generic (trivial) one. A linear combination scheme for an additive PCS over $\mathbb{F}_{p}$ simply outputs the linear combination of the input commitments over $\mathbb{G}$. This also works for bounded additive schemes over $\mathbb{F}_{p}$ as long as add* can compute openings for linear combinations of $\ell$ commitments with integer coefficients in the range $[0, p)$.

Amortization ratios The amortization ratios $(\epsilon(\ell), \delta(\ell))$ of a linear combination scheme characterize the amortization benefit of using LinCombine together with Eval to open a linear combination of commitments at a point. The trivial protocol that runs a separate Eval on each input achieves no amortization and thus has ratios $\epsilon=1$ and $\delta=1$. The values $\epsilon(\ell)$ is the communication complexity ratio of the LinCombine method versus the trivial protocol, and $\delta(\ell)$ is the verification complexity ratio. We may refer to a single ratio when $\epsilon=\delta$. When both amortization ratios are $o(1)$ we say that the PCS is linearly amortizable.

Verifier efficiency We say that a linear combination scheme is efficient if the verifier complexity in the protocol LinCombine is sublinear in the maximum degree of the input polynomials. The verifier efficiency of a linear combination scheme and its amortization ratio(s) are distinct characteristics. If the PCS is efficient then even the trivial linear combination scheme is efficient. If the PCS is inefficient, it is possible for a linear combination scheme to be inefficient and still have amortization ratios less than 1.

### 3.2 PCS examples and their additive properties

The table below summarizes the properties of several schemes. All the major examples of PCS constructions are linearly amortizable. The linear combination scheme (LCS) amortization ratio (column 3) is most relevant for the efficiency of batch evaluation. The complexity ratio of the LCS verifier to the Eval verifier (column 5) is most relevant for the efficiency ${ }^{4}$ of the proof recursion

[^3]application discussed in Section 7. Recall that $\ell$ is the number of polynomial commitments being linearly combined, and $d$ is their maximum degree.

|  | additive | LCS size-optimal | LCS amortization | $\left\|\mathcal{V}_{\text {LinCombine }}\right\|$ | $\frac{\mid \mathcal{V}_{\text {Lincombine }}}{\mid \mathcal{V}_{\text {veal }}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Bulletproofs | yes | yes | $1 / \ell$ | $O_{\lambda}(\ell)$ | $\ell / \Omega(d)$ |
| Dory | yes | yes | $1 / \ell$ | $O_{\lambda}(\ell)$ | $\ell / \Omega(\log d)$ |
| KZG | yes | yes | $1 / \ell$ | $O_{\lambda}(\ell)$ | $\ell / \Omega(1)$ |
| DARK | bounded | yes | $1 / \ell$ | $O_{\lambda}(\ell)$ | $\ell / \Omega(\log d)$ |
| FRI | no | no | $\frac{1}{\ell}+\frac{1}{\Omega(\log d)}$ | $O_{\lambda}(\ell \log d)$ | $\ell / \Omega(\log d)$ |

See §A. 6 for an overview of the schemes.
FRI: a non-additive PCS The Fast Reed-Solomon IOP of Proximity (FRI) [BBHR18] is a protocol for proving that a committed vector in $\mathbb{F}^{n}$ is $\delta$-close (in relative Hamming distance) to a Reed-Solomon (RS) codeword. FRI can be used to construct a PCS that is post-quantum. See §A. 7 for more background on FRI.

The FRI PCS is not additive by Definition 4, but it does have a batch evaluation protocol that achieves amortized efficiency ratio of $\frac{1}{\ell}+\frac{1}{\Omega(\log d)}$ over $\ell$ commitments (see Algorithm 8.2 of Aurora $\left[\mathrm{BCR}^{+} 19\right]$ ). Similarly, the FRI PCS also has an efficient LCS. The aggregate commitment contains a fresh commitment to the linear combination of input committed polynomials. The protocol proves that this fresh committed codeword is close to the linear combination of input codewords. The amortization ratio comes from the fact that proving proximity of vectors is a factor $\log d$ more efficient than proving proximity to an RS codeword, which is only demonstrated once FRI Eval is run on the aggregate commitment. For technical reasons explained in §A. 7 the aggregate commitment also needs to include a second commitment and is therefore not size-optimal.

## 4 Zero knowledge compiler for any additive PCS

In this section we describe a generic compiler for transforming any $m$-spanning additive PCS over $\mathbb{F}_{p}$ (Definition 6) into a hiding PCS with a zero-knowledge Eval. For the remainder of this section $\mathbb{F}:=\mathbb{F}_{p}$, for some prime number $p$.

Theorem 3. There is a generic compiler that takes any m-spanning additive PCS over $\mathbb{F}_{p}$ and transforms it into a statistically-hiding homomorphic PCS whose evaluation protocol satisfies bounded witness zero-knowledge. The new PCS commitment group $\mathbb{G}$ on setup parameters $(\lambda, d)$ is equal to the original input PCS group for parameters $(\lambda, d+m)$. The new evaluation protocol has the following efficiency, with $\Delta:=\max (m, \lambda+\log |\mathbb{G}|)$ :

- The communication overhead is $O(\Delta)$, consisting of an integer vector of size at most $\Delta$ bits and a constant number of elements in $\mathbb{G}$ and $\mathbb{F}$.
- The verification overhead is $O(\Delta)$ group operations in $\mathbb{G}$.
- The prover overhead is $O(\Delta+d)$ group operations in $\mathbb{G}$ and a constant number of field operations in $\mathbb{F}$.

The proof of Theorem 3 is covered by Lemma 2 and Lemma 3.

### 4.1 Compiler I: From Additive to Homomorphic

The first step is to transform the non-hiding additive PCS into a homomorphic PCS. The steps of this transformation were explained briefly in Section 3. Let (Setup, Commit, Verify, Eval) denote the protocols of the non-hiding additive PCS. Since the PCS is non-hiding we assume (without loss of generality) that the commitment algorithm Commit is a deterministic function. The new homomorphic non-hiding PCS has the same Setup, Verify, and Eval protocols and only modifies the commitment algorithm Commit* as follows:

Commit $^{*}(p p, f) \rightarrow\left(\mathrm{C}\right.$, open): on inputs $p p$ and $f \in \mathbb{F}^{(<d)}[X]$, finds the integer coefficient vector representation $\left(\hat{f}_{0}, \ldots, \hat{f}_{d-1}\right) \in[0, p)^{d}$ of $f$ and

1. Runs $\left(\mathrm{C}_{i}\right.$, open $\left._{i}\right) \leftarrow \operatorname{Commit}\left(p p, X^{i-1}\right)$ for $i \in[1, d]$
2. Sets $\mathrm{C}:=\sum_{i=0}^{d-1} \hat{f}_{i} \cdot \mathrm{C}_{i}$ and open $:=\left(\hat{f}_{0}, \ldots, \hat{f}_{d-1}\right)$.

By definition, C is also a valid commitment to the polynomial $f$ under the original scheme. The prover uses the algorithm add* to derive a valid opening string open' for C to $f$, i.e. such that Verify $\left(p p, f\right.$, open $\left.^{\prime}, \mathrm{C}\right)=1$. For the evaluation protocol, the prover uses open' and runs the Eval protocol of the original scheme. Note that open' may not be the same as open, but can always be computed from open using add*. For some schemes (e.g., KZG and Bulletproofs) that are already homomorphic, the linear combination C would be identical to a fresh commitment to $f$ and open' $=$ open. In other words, the transformation described above has no effect.

The transformed scheme is a homomorphic PCS because $\mathbb{C}=\phi\left(\right.$ open ) where $\phi: \mathbb{Z}^{d} \rightarrow \mathbb{G}$ is the homomorphism that maps $\mathbf{v} \in \mathbb{Z}^{d}$ to $\sum_{i=1}^{d} v_{i} \cdot \mathrm{C}_{i}$ and $\chi($ open $)=\operatorname{open} \bmod p$ is the unique coefficient vector of $f \in \mathbb{F}^{(<d)}[X]$. If the additive PCS is $m$-spanning then the homomorphism $\phi_{m}: \mathbb{Z}_{\hat{\prime}}^{m} \rightarrow \mathbb{G}$ given by $\mathbf{v} \mapsto \sum_{i=1}^{m} v_{i} \cdot \mathrm{C}_{i}$ is surjective. The new scheme is binding: given a collision $\hat{\mathbf{f}}^{\prime} \neq \hat{\mathbf{f}} \bmod p$ such that $\mathrm{C}=\phi(\hat{\mathbf{f}})=\phi\left(\hat{\mathbf{f}}^{\prime}\right)$, the algorithm add* could be used to derive openings of C to either $f$ or $f^{\prime}$ from the open ${ }_{i}$ values, which contradicts the binding property of Commit.

### 4.2 Compiler II: From Homomorphic to Hiding

The parameters of the compilation are $(m, \kappa) \in \mathbb{N}$. The input to the compiler is a non-hiding $m$-spanning homomorphic PCS with the following characteristics for any $p p \leftarrow \operatorname{Setup}(\lambda, d)$ :

- Commit $(p p, f)$ is deterministic (w.l.o.g., since it is non-hiding).
- $\mathbb{H}=\mathbb{Z}^{d}$ and $\chi(\mathbf{f})$ returns the unique polynomial in $\mathbb{F}^{(<d)}[X]$ with coefficient vector $\mathbf{f} \bmod p$.
- $\left(g_{i}, e_{i}\right) \leftarrow \operatorname{Commit}\left(p p, X^{i}\right)$ where $e_{i}$ is the $i$ th standard basis vector in $\mathbb{Z}^{D}$. For all $\mathbf{f} \in \mathbb{Z}^{d}$, $\phi(\mathbf{f})=\sum_{i=1}^{d} f_{i} \cdot g_{i}$.

Any $m$-spanning additive PCS that is first passed through Compiler I has these characteristics.

Hiding: 1-spanning case As a warm-up, we first describe a simple transformation that works when $\mathbb{G}$ is cyclic, $m=\log |\mathbb{G}| / \kappa$, and $g_{1}, \ldots, g_{m}$ are each generators of $\mathbb{G}$. The new setup Setup ${ }^{*}(\lambda, d)$ will run $\operatorname{Setup}(\lambda, d+m)$, which defines $\phi: \mathbb{Z}^{d+m} \rightarrow \mathbb{G}$. The new hiding commitment to $\mathbf{f}=$ $\left(f_{0}, \ldots, f_{d-1}\right) \in[0, p)^{d}$ samples a random degree $m$ blinding polynomial $r \in \mathbb{F}^{(<m)}[X]$ and outputs a non-hiding commitment to the polynomial $f^{\prime}:=r+X^{m} f$ using the original commitment algorithm.

More precisely, it samples a random integer vector $\mathbf{r} \in\left[0,2^{\kappa}\right)^{m}$, sets open $:=(\mathbf{r}, \mathbf{f}) \in \mathbb{Z}^{d+m}$, and returns $C:=\phi($ open $)$. The new scheme is still homomorphic with $\mathbb{H}=\mathbb{Z}^{d+m}$, the same homomorphism $\phi$, and a new homomorphism $\chi^{*}: \mathbb{H} \rightarrow \mathbb{F}^{d}$ such that $\chi\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\mathbf{x}_{2} \bmod p$ for any $\mathbf{x}_{1} \in \mathbb{Z}^{m}$ and $\mathbf{x}_{2} \in \mathbb{Z}^{d}$.

The commitment is hiding if the random variable $Z\left(r_{1}, \ldots, r_{m}\right)=\sum_{i=1}^{m} r_{i} \cdot g_{i}$ is indistinguishable from uniform $\mathbb{G}$ when $\mathbf{r}$ is sampled uniformly from $\left[0,2^{\kappa}\right)^{m}$. By a classical theorem, when $g_{i}$ are generators of $\mathbb{G}$ and $r_{i} \leftarrow_{\leftarrow}^{\&}\left[0,2^{\kappa}\right]$, the random variable $Z\left(r_{1}, \ldots, r_{m}\right)$ converges to uniform for $m \in O(\log |\mathbb{G}| / \kappa)$ [Bab91, Coo02, Dix08]. This is the case in all the examples of additive schemes from Section 3.2.

Hiding: $m$-spanning case In the more general case of an $m$-spanning scheme (i.e., where $g_{i}$ are not necessarily generators but $\left.\left\langle g_{1}, \ldots, g_{m}\right\rangle=\mathbb{G}\right)$, it suffices to use commitments to a random polynomial basis of $\mathbb{F}^{(<m)}[X]$ to generate the blinding factor instead of commitments to the monomial basis. Let $D:=d+m$ and suppose $\mathbb{G}$ has order ${ }^{5} q$. A matrix $\mathbf{A} \leftarrow^{\&}[0, q)^{m}$ is randomly sampled and included in the setup parameters or generated from a seed. With overwhelming probability $\mathbf{A} \in G L_{m}(\mathbb{F})$. The new commitment algorithm to $f \in \mathbb{F}^{(<d)}[X]$ with coefficient vector $\mathbf{f} \in \mathbb{Z}^{d}$ samples $\mathbf{r} \leftarrow^{\&}\left[0,2^{\kappa}\right)^{m}$, sets open $:=(\mathbf{A} \cdot \mathbf{r}, \mathbf{f})$ and returns $\phi($ open $)$. This is interpreted as the sum of a commitment to $X^{m} \cdot f \in \mathbb{F}^{(<D)}[X]$ and a commitment to the blinding polynomial $\sum_{i=1}^{m} r_{i} \cdot a_{i}(X)$ where $a_{i}(X) \in \mathbb{F}^{(<m)}[X]$ has coefficients equal to the $i$ th column of $\mathbf{A}$. To avoid the $O\left(m^{2}\right)$ computation $\mathbf{A} \cdot \mathbf{r}$ for each new commitment, the setup parameters may also include the preprocessed group elements $\tilde{g}_{j}=\sum_{i=1}^{m} a_{i j} \cdot g_{i}$ for $i \in[m]$ so that $\mathrm{C}=\sum_{i=1}^{m} r_{i} \cdot \tilde{g}_{i}+\sum_{i=1}^{d} f_{i} \cdot g_{i+m}$. This commitment is statistically hiding for $m \cdot \kappa \geq \lambda+\log |\mathbb{G}|$ based on the Leftover Hash Lemma [HILL99].

Evaluation We give a succinct non-ZK evaluation protocol for the transformed hiding commitment where the increase in communication over the original protocol is $O(m \kappa) .{ }^{6}$ The next section gives a compilation from a hiding PCS with a non-ZK evaluation protocol into one with a ZK evaluation protocol. Given open $=(\mathbf{r}, \mathbf{f})$, the prover first sends $\mathbf{r}$ to the verifier, who can then derive $\mathrm{C}^{\prime}:=\mathrm{C}-\sum_{i=1}^{m} r_{i} \cdot \tilde{g}_{i}$, which is a valid non-hiding commitment to $X^{m} \cdot f$ under the original PCS. The prover additionally sends a non-hiding commitment $\mathrm{C}_{f}$ to $f$. The verifier samples $\rho \in \mathbb{F}$ and they run the evaluation protocol of the original PCS to open $\mathrm{C}_{f}$ at $\rho$ to $f(\rho)$ and $\mathrm{C}^{\prime}$ to the value $\rho^{m} \cdot f(\rho)$. Finally, they also run Eval on $\mathrm{C}_{f}$ at $z$ to open $f(z)=y$. The three evaluations can be batched.

Lemma 2. The PCS returned by the hiding compiler in Figure 1 is binding, knowledge-sound, and statistically hiding for $m \kappa \geq \lambda+\log |\mathbb{G}|$.

See §A.8.1 for the proof.
Examples The following examples of this transformation cover the common cases of homomorphic commitment schemes. In all these examples, no basis transformation is necessary (i.e., the matrix $\mathbf{A}$ is the identity matrix).

[^4]Figure 1: Compiler III (hiding) Parameters $m=m(\lambda)$ and $\kappa=\kappa(\lambda)$ are functions. The compiler uses a sampling algorithm $\mathbf{A} \leftarrow \operatorname{Sample}(\lambda, m)$ that returns a matrix in $\mathbb{Z}^{m \times m}$. By default $\mathbf{A}$ is sampled uniformly over $[0, q)^{m \times m}$ where $q=|\mathbb{G}|$. When $q$ is unknown A may be sampled such that $\mathbf{A} \bmod q$ is statistically close to uniform. In special cases $\mathbf{A}$ may be the identity matrix.
$\operatorname{Setup}^{*}(\lambda, d) \rightarrow p p$ sets $\kappa=\kappa(\lambda), m=m(\lambda), D \leftarrow d+m, p p^{\prime} \leftarrow \operatorname{Setup}(\lambda, D), \mathbf{A} \leftarrow \operatorname{Sample}(\lambda, m)$ and outputs $\left(p p^{\prime}, \mathbf{A}\right)$. For all $j \in[1, D]$, compute $\left(g_{j}, e_{j}\right) \leftarrow \operatorname{Commit}\left(p p^{\prime}, X^{j}\right)$ and for $i \in[1, m]$ compute $\tilde{g}_{j} \leftarrow \sum_{i=1}^{m} a_{i j} \cdot g_{i}$ where $a_{i j}$ is the $(i, j)$ th entry of $\mathbf{A}$. For $\mathbf{x} \in \mathbb{Z}^{D}$ let $\phi(\mathbf{x})=\sum_{i=1}^{D} x_{i} \cdot g_{i}$.
Commit ${ }^{*}(p p, f) \rightarrow\left(\mathbf{C}\right.$, open) receives the coefficient vector $\mathbf{f}$ of $f \in \mathbb{F}^{(<d)}[X]$, samples $\mathbf{r} \leftarrow^{\&}\left[0,2^{\kappa}\right)^{m}$, sets open $:=(\mathbf{r}, \mathbf{f})$ and $\mathrm{C}:=\sum_{i=1}^{m} r_{i} \cdot \tilde{g}_{i}+\sum_{i=1}^{d} f_{i} \cdot g_{i+m}$.

Verify ${ }^{*}\left(p p, f\right.$, open, C) returns 1 iff open $=(\mathbf{r}, \mathbf{f}) \in \mathbb{Z}^{m} \times \mathbb{Z}^{d}, \mathbf{f} \bmod p$ is the coefficient vector of $f$, and $\phi((\mathbf{A} \cdot \mathbf{r}, \mathbf{f}))=\mathbf{C}$.
$\operatorname{Eval}^{*}(\mathcal{P}(f$, open $), \mathcal{V}(p p, \mathrm{C}, z, y)) \rightarrow(\perp, b)$
The prover parses open $=(\mathbf{r}, \mathbf{f}) \in \mathbb{Z}^{m} \times \mathbb{Z}^{d}$, computes the non-hiding commitment $\left(\mathrm{C}_{f}\right.$, open $\left.f\right) \leftarrow$ Commit $\left(p p^{\prime}, f\right)$, and sends $\left(\mathrm{C}_{f}, \mathbf{r}\right)$ to the verifier. Both parties derive $\mathrm{C}_{r}:=\sum_{i=1}^{m} r_{i} \cdot \tilde{g}_{i}$ and $\mathrm{C}^{\prime}:=\mathrm{C}-\mathrm{C}_{r}$. The prover also sets open' $:=\left(\mathbf{0}^{m}, \mathbf{f}\right)$. The verifier samples $\rho \stackrel{\&}{\leftarrow}$ and sends this to the prover. The prover sends $f(\rho)$. Finally, the parties run the following interactive proofs. The verifier outputs $1 \mathrm{iff} \mathcal{V}$ outputs 1 in each subprotocol:

1. $\operatorname{Eval}\left(\mathcal{P}\left(f\right.\right.$, open $\left.\left._{f}\right), \mathcal{V}\left(p p^{\prime}, \mathrm{C}_{f}, z, y\right)\right)$
2. $\operatorname{Eval}\left(\mathcal{P}\left(f\right.\right.$, open $\left.\left._{f}\right), \mathcal{V}\left(p p^{\prime}, \mathrm{C}_{f}, \rho, f(\rho)\right)\right)$
3. $\operatorname{Eval}\left(\mathcal{P}\left(X^{m} \cdot f\right.\right.$, open $\left.^{\prime}\right), \mathcal{V}\left(p p^{\prime}, \mathrm{C}^{\prime}, \rho, \rho^{m} \cdot f(\rho)\right)$

All evaluation protocols can be batched using the protocol in Figure 2.

- $\mathbb{G}$ is any group of order $p=|\mathbb{F}|$. In this case the scheme is perfectly hiding for $m=1$ and $2^{\kappa}=p$ because $g_{1}$ is a generator and $r_{1} \cdot g_{1}$ is uniformly distributed in $\mathbb{G}$. This is the case for several PCS schemes including Bulletproofs and KZG $\left[\mathrm{BCC}^{+} 16, \mathrm{BBB}^{+} 18\right.$, KZG10].
- In general, when $\mathbb{G}$ is a cyclic group of known order $q$ and $g_{1}$ is a generator of $|\mathbb{G}|$ then the scheme is perfectly hiding for $m=1$ and $2^{\kappa}=q$.
- If $\mathbb{G}$ is a group of unknown order, $g_{1}$ is a generator of $\mathbb{G}$, and $2^{\kappa}>2^{\lambda} \cdot|\mathbb{G}|$, then the scheme is statistically hiding for $m=1$. This is the case in DARK.
- If $\mathbb{G}$ is the group $\mathbb{Z}_{q}^{n}$ for $q>p$ and all $g_{i}$ are sampled independently from the uniform distribution over $\mathbb{Z}_{q}^{n}$ then the scheme is statistically hiding for $m=n \log _{p} q$ and $2^{\kappa}=p$ by the leftover hash lemma. This is known as Ajtai's hash function [Ajt96, GGH96] and is the commitment function for a PCS based on the Integer-SIS problem [ $\left.\mathrm{BBC}^{+} 18\right]$.


### 4.3 Compiler III: From Hiding to Zero Knowledge Eval

Lastly, we describe a generic compiler that takes any homomorphic hiding PCS with an Eval that is not zero-knowledge and transforms it into a PCS with a zero-knowledge Eval*. The idea is similar to the sigma protocol for homomorphism pre-images and is a generalization of known techniques [CFS17, $\left.\mathrm{BCC}^{+} 16, \mathrm{BFS} 20\right]$.

Let $\mathcal{P C S}=($ Setup, Commit, Verify, Eval) denote the input PCS. By definition there are efficiently computable homomorphisms $\phi: \mathbb{Z}^{D} \rightarrow \mathbb{G}$ and $\chi: \mathbb{Z}^{D} \rightarrow \mathbb{F}^{(<d)}[X]$ such that the output (C, open) $\leftarrow$ $\operatorname{Commit}(p p, f)$ for any $f \in \mathbb{F}^{(<d)}[X]$ satisfies $\mathrm{C}=\phi$ (open) and $f=\chi$ (open). The output of the compiler is a bounded witness zero-knowledge evaluation protocol for the max norm $\|\cdot\|_{\infty}: \mathbb{Z}^{D} \rightarrow \mathbb{Z}$. Let $\kappa$ denote a security parameter of the compiler. Given the prover witness inputs ( $f$, open ${ }_{f}$ ) and public inputs $\left(p p, \mathrm{C}_{f}, z, y\right)$ for the claim that $f(z)=y \bmod p$, the protocol $\mathrm{ZKEval}(B)$ takes an additional parameter $B \in \mathbb{Z}$ and works as follows:

1. The prover chooses a random integer vector $\boldsymbol{\alpha} \leftarrow^{\&}\left[-2^{\kappa} \cdot B, B \cdot 2^{\kappa}\right]^{D}$, computes $\mathrm{C}_{\alpha} \leftarrow \phi(\boldsymbol{\alpha})$, which is a commitment to $\alpha \leftarrow \chi(\boldsymbol{\alpha}) \in \mathbb{F}^{(<d)}[X]$. The prover sends both $y_{\alpha}:=\alpha(z)$ and $\mathrm{C}_{\alpha}$ to the verifier.
2. The verifier sends a random challenge $c \leftarrow_{\leftarrow}^{\leftarrow}\left[0,2^{\lambda}\right)$ to the prover.
3. The prover derives $\mathbf{s}:=\boldsymbol{\alpha}+c \cdot$ open $_{f}$. The prover and verifier each derive $\mathrm{C}_{s}:=\mathrm{C}_{\alpha}+c \cdot \mathrm{C}_{f}$, which is a commitment to the polynomial $s:=\alpha+c \cdot f \in \mathbb{F}^{(<d)}[X]$, and the prover sets open $_{s}:=\mathbf{s}$. They run the Eval protocol on public inputs ( $\mathrm{C}_{s}, z, y_{\alpha}+c \cdot y$ ), where the prover has private input $\left(s\right.$, open $\left._{s}\right)$, to open $\mathrm{C}_{s}$ at $z$ to the value $s(z)=y_{\alpha}+c \cdot y$.

The transformed protocol is still public-coin and thus can be made non-interactive via FiatShamir.

Lemma 3. For any $B \in \mathbb{R}$ such that $B \geq p, \operatorname{ZKEval}(B)$ is an honest-verifier statistical zeroknowledge proof for the bounded witness PCS relation $\mathcal{R}_{\text {Eval }}\left(p p, d, B,\|\cdot\|_{\infty}\right)$ when $\kappa>2 \lambda+\log D$. If Eval is knowledge-sound then $\operatorname{ZKEval}(B)$ is also knowledge-sound.

See §A.8.2 for the proof.

## 5 Batch Evaluation and Private Aggregation

The batch evaluation problem Let $f_{1}, \ldots, f_{\ell} \in \mathbb{F}^{(<d)}[X]$ and let $\mathrm{C}_{i}$ be a commitment to $f_{i}$ for $i \in[\ell]$. The verifier has $p p$ and $\mathrm{C}_{1}, \ldots, \mathrm{C}_{\ell}$. For each $i \in[\ell]$ the verifier also has $\left(z_{i, 1}, y_{i, 1}\right), \ldots,\left(z_{i, \ell_{i}}, y_{i, \ell_{i}}\right) \in$ $\mathbb{F}^{2}$. The prover wants to convince the verifier that $f_{i}\left(z_{i, j}\right)=y_{i, j}$ for all $i \in[\ell]$ and $j \in\left[\ell_{i}\right]$.
An alternative formulation of the batch evaluation problem is as follows. For each $i \in[\ell]$ :

- let $\Omega_{i}=\left\{z_{i, 1}, \ldots, z_{i, \ell_{i}}\right\} \subseteq \mathbb{F}$, and
- let $t_{i}$ be the unique degree- $\left(\ell_{i}-1\right)$ polynomial that satisfies $t_{i}\left(z_{i, j}\right)=y_{i, j}$ for all $j \in\left[\ell_{i}\right]$.

The verifier has $\left(\mathrm{C}_{i}, \Omega_{i}, t_{i}\right)$ for $i \in[\ell]$. The batch evaluation problem is for the prover to convince the verifier that $f_{i}(x)=t_{i}(x)$ for all $i \in[\ell]$ and $x \in \Omega_{i}$. We will use this formulation of the problem from now on.

When all the polynomials $t_{i}$ in the batch evaluation problem are identically zero (i.e., $t_{i} \equiv 0$ for all $i \in[\ell])$ then the problem is called batch zero testing.

Aggregation scheme We define PCS proof aggregation, akin to signature aggregation. The aggregation of tuples $\left(C_{1}, x_{1}, y_{1}\right), \ldots,\left(C_{\ell}, x_{\ell}, y_{\ell}\right)$ is a single tuple $\left(C^{*}, x^{*}, y^{*}\right)$ such that running Eval to open $C^{*} \in \mathbb{G}$ at point $x^{*} \in \mathbb{F}$ to $y^{*} \in \mathbb{F}$ suffices to open each $C_{i} \in \mathbb{G}$ at $x_{i} \in \mathbb{F}$ to $y_{i} \in \mathbb{F}$. Aggregation enables batch evaluation, as shown in Figure 2.

Definition 8 (Aggregation). Let $\mathcal{P C S}=($ Setup, Commit, Verify, Eval) denote a PCS with commitment group $\mathbb{G}$. An aggregation scheme for $\mathcal{P C S}$ is a public-coin interactive protocol Aggregate with public inputs $\mathbf{C}=\left(C_{1}, \ldots, C_{\ell}\right) \in \mathbb{G}^{\ell}, \mathbf{x} \in \mathbb{F}^{\ell}, \mathbf{y} \in \mathbb{F}^{\ell}$, and private inputs $\mathbf{f} \in \mathbb{F}^{(<d)}[X]^{\ell}$ and open $=\left(\right.$ open $_{1}, \ldots$, open $\left._{\ell}\right)$ such that $\operatorname{Verify}\left(p p, f_{i}\right.$, open $\left._{i}, \mathrm{C}_{i}\right)=1$ for all $i \in[\ell]$ :

$$
\operatorname{Aggregate}(\mathcal{P}(\mathbf{f}, \text { open }), \mathcal{V}(\mathbf{C}, \mathbf{x}, \mathbf{y})) \rightarrow\left(\left(\text { open }^{*}, f^{*}\right),\left(C^{*}, x^{*}, y^{*}, b\right)\right)
$$

The public output is a tuple in $\mathbb{G} \times \mathbb{F}^{2} \times\{0,1\}$ and $\left|C^{*}\right|=\operatorname{poly}(\lambda)$ independent of $\ell$. The security requirement is that the batch evaluation protocol shown in Figure 2 is a proof of knowledge for the relation:

$$
\mathcal{R}_{\text {BatchEval }}(p p, d)=\left\{\langle(\mathbf{C}, \mathbf{x}, \mathbf{y}),(\mathbf{f}, \text { open })\rangle: \quad\left(\left(\mathrm{C}_{i}, x_{i}, y_{i}\right),\left(f_{i}, \text { open }_{i}\right)\right) \in \mathcal{R}_{\text {Eval }}(p p, d)\right\}
$$

As for correctness, if the inputs to $\mathcal{P}$ satisfy $\mathcal{R}_{\text {BatchEval }}(p p, d)$ then $\mathcal{V}$ outputs $b=1$ and the private output (open ${ }^{*}, f^{*}$ ) satisfies $\operatorname{Verify}\left(p p, f^{*}\right.$, open $\left.{ }^{*}, C^{*}\right)=1$.

Theorem 4. Any PCS that has a linear combination scheme LinCombine (Definition 7) also has an aggregation scheme Aggregate (Definition 8) that on $\ell$ input commitments makes a single call to LinCombine on $\ell+2$ commitments with $\lambda$-bit integer coefficients. Both the prover and verifier do an additional $O(\ell \log \ell)$ operations in $\mathbb{F}$, and the prover makes one call to Commit on a polynomial of degree $\max _{i}\left\{\operatorname{deg}\left(f_{i}\right)\right\}$. The additional communication is one $\mathbb{G}$ element and two $\mathbb{F}$ elements.

Corollary 1. Every additive PCS (Definition 4) has an aggregation scheme with prover complexity $O(\ell \log \ell)$ operations in $\mathbb{F}$ plus one Commit to a polynomial of degree $\max _{i}\left\{\operatorname{deg}\left(f_{i}\right)\right\}$, verifier complexity $O(\ell \log \ell)$ operations in $\mathbb{F}$ plus $O(\ell \cdot \lambda)$ operations in $\mathbb{G}$, and communication of one $\mathbb{G}$ element plus two $\mathbb{F}$ elements.

Figure 2: A batch evaluation protocol for multiple commitments at multiple points based on a PCS aggregation scheme.

| $\frac{\mathcal{P}(\mathbf{C}, \mathbf{z}, \mathbf{y}, \mathrm{open}, \mathbf{f})}{\left(\left(\text { open }^{*}, f^{*}\right),\left(C^{*}, z^{*}, y^{*}, b_{1}\right)\right) \leftarrow \operatorname{Aggregate}(\mathcal{P}(\mathbf{f}, \mathrm{open}), \mathcal{V}(\mathbf{C}, \mathbf{z}, \mathbf{y}))}$ | $\underline{\mathcal{V}(\mathbf{C}, \mathbf{z}, \mathbf{y})}$ |
| :--- | :--- |
| $\left(\perp, b_{2}\right) \leftarrow \operatorname{Eval}\left(\mathcal{P}\left(f^{*}\right.\right.$, open $\left.), \mathcal{V}\left(p p, C^{*}, z^{*}, y^{*}\right)\right)$ | Reject if $b_{1}=0$ |
|  | Accept if $b_{2}=1$ |

We will say that an aggregation scheme is efficient if the verifier complexity of the protocol Aggregate is sublinear in the maximum degree of the input polynomials. By Corollary 1, every additive PCS, and more generally any PCS with an efficient linear combination scheme, has an efficient aggregation scheme.

Corollary 2. If a PCS has an efficient linear combination scheme then it has an efficient aggregation scheme.

The last corollary summarizes the communication and verification efficiency of the generic batch evaluation protocol for a PCS in terms of the complexity of its evaluation protocol and the amortization ratio of its linear combination scheme.

Corollary 3. Suppose a PCS has a size-optimal linear combination scheme with amortization ratios $\epsilon, \delta \in[0,1]$. Let $S_{\text {Eval }}(\lambda, d), C_{E v a l}(\lambda, d)$, and $V_{\text {Eval }}(\lambda, d)$ respectively denote the worst case commitment size, Eval communication, and Eval verification complexities on commitments to polynomials of degree d. The PCS has a batch evaluation protocol for $\ell$ input commitments to polynomials in $\mathbb{F}^{(<d)}[X]$ with:

- Communication complexity at most $\epsilon \cdot(\ell+2) \cdot C_{\text {Eval }}(\lambda, d)+S_{\text {Eval }}(\lambda, d)+2 \log (|\mathbb{F}|)$
- Verifier complexity at most $\delta \cdot(\ell+2) \cdot V_{\text {Eval }}(\lambda, d)$ plus an additional $O(\ell \log \ell)$ operations in $\mathbb{F}$


### 5.1 A Protocol for Batch Zero Testing

We first construct a general protocol for batch zero testing. Batch evaluation is a simple generalization. The entire protocol is shown in Figure 3. The communication is comprised of one extra commitment and one evaluation protocol, independent of the number of input polynomials $k$. In Theorem 5 we show that the protocol is knowledge-sound.

The verifier is given $\left(\Omega_{1}, \mathrm{C}_{f_{1}}\right), \ldots,\left(\Omega_{k}, \mathrm{C}_{f_{k}}\right)$ where $\mathrm{C}_{f_{i}} \leftarrow \operatorname{Commit}\left(p p, f_{i}\right)$ and wants to be convinced that $f_{i}$ is zero on $\Omega_{i}$ for all $i \in[k]$. First, let $\Omega \subseteq \mathbb{F}$ be the union of $\Omega_{1}, \ldots, \Omega_{k}$, and let $z_{i}(X)$ be the minimal degree polynomial that is zero on the set $\Omega \backslash \Omega_{i}$. Notice that $z_{i} f_{i}$ is zero on all of $\Omega$ if and only if $f_{i}$ is zero on $\Omega_{i}$. Define

$$
f(X):=\sum_{i=1}^{k} \rho^{i-1} \cdot z_{i}(X) \cdot f_{i}(X) \quad \in \mathbb{F}[X]
$$

where $\rho \stackrel{\&}{\leftarrow}$ is chosen at random by the verifier. If $f$ is zero on $\Omega$ then we can conclude that $f_{i}$ is zero on $\Omega_{i}$ for all $i \in[k]$ with overwhelming probability. To see why, suppose there exists $j \in[k]$ and $\omega \in \Omega_{j}$ such that $f_{j}(\omega) \neq 0$. Since $z_{j}(\omega) \neq 0$ by definition, the degree $k-1$ polynomial $g(X):=\sum_{i=1}^{k} z_{i}(\omega) f_{i}(\omega) X^{i-1}$ is not identically zero because at least the coefficient of $X^{j-1}$ is non-zero. Then the probability $f(\omega)=g(\rho)=0$ over $\rho \stackrel{\&}{\leftarrow} \mathbb{F}$ is at most $k /|\mathbb{F}|$.

Second, to verify that $f(\Omega)=0$ we use a standard quotient proof. Let $z(X)$ be the minimal degree polynomial that is zero on $\Omega$. Then $f(\Omega)=0$ if and only if there is a polynomial $q \in \mathbb{F}^{(<d)}[X]$ such that $f(X)=q(X) z(X)$. The prover will commit to $q(X)$ and convince the verifier that $f(r)-q(r) z(r)=0$ for a random $r \leftarrow_{\leftarrow}^{\&}$ chosen by the verifier. One difficultly is that the verifier cannot derive the commitment to $f$ on its own, because the $z_{i}(X)$ are polynomials rather than field elements. However the verifier can sample a random $r \leftarrow^{\&} \mathbb{F}$ and derive the commitment to the polynomial $\hat{f}(X):=\sum_{i=1}^{k} \rho^{i-1} \cdot z_{i}(r) \cdot f_{i}(X)$, which is sufficient.

The protocol also preserves zero-knowledge. The zero-knowledge simulator for this protocol samples $\tilde{\rho}, \tilde{r} \leftarrow \mathbb{F}$, computes an integer representative $\hat{z} \in[0, p)$ for $z(\tilde{r})^{-1}$, sets $\tilde{\mathrm{C}}_{q}:=\sum_{i=1}^{k} \tilde{\rho}^{i-1} z_{i}(\tilde{r})$. $\hat{z} \cdot \mathrm{C}_{i}$, and sets $\tilde{\mathrm{C}}_{g}:=\sum_{i=1}^{k} \tilde{\rho}^{i-1} z_{i}(\tilde{r}) \cdot \mathrm{C}_{i}-z(\tilde{r}) \cdot \tilde{\mathrm{C}}_{q}$. If there exists an opening for each $\mathrm{C}_{i}$ then there exists an opening of $\mathrm{C}_{i}-z(\tilde{r}) \cdot\left(\hat{z} \cdot \mathrm{C}_{i}\right)$ to the zero-polynomial, and thus there exists an opening of $\tilde{\mathrm{C}}_{g}$ to the zero-polynomial. The simulator calls the Eval simulator on public input $\left(\tilde{\mathrm{C}}_{g}, \tilde{r}, 0\right)$ to get a simulated transcript $\tilde{\pi}$. It output the final simulated transcript $\left(\tilde{\rho}, \tilde{\mathrm{C}}_{q}, \tilde{r}, \tilde{\pi}\right)$.

Figure 3: A zero test for multiple polynomials on distinct sets:
$\left(\mathrm{C}_{i}\right.$, open $\left._{i}\right) \leftarrow \operatorname{Commit}\left(p p, f_{i}\right)$ and $\Omega_{i}$ is a non-empty subset of $\mathbb{F}$ for all $i \in[k]$. The prover computes open ${ }_{g}$ from $\rho, r$, open $_{1}, \ldots$, open $_{k}$ (not shown).

| $\underline{\mathcal{P}\left(\left(f_{1}, \text { open }_{1}, \Omega_{1}\right), \ldots,\left(f_{k}, \text { open }_{k}, \Omega_{k}\right)\right)}$ |  | $\mathcal{V}\left(\left(\mathrm{C}_{1}, \Omega_{1}\right), \ldots,\left(\mathrm{C}_{k}, \Omega_{k}\right)\right)$ |
| :---: | :---: | :---: |
| $\Omega:=\bigcup_{i=1}^{k} \Omega_{i}$ |  | $\Omega:=\bigcup_{i=1}^{k} \Omega_{i}$ |
| $z(X):=\prod_{\omega \in \Omega}(X-\omega)$ |  | $z(X):=\prod_{\omega \in \Omega}(X-\omega)$ |
| $\forall_{i} \Omega_{i}:=\Omega \backslash \Omega_{i}$ |  | $\forall_{i} \bar{\Omega}_{i}:=\Omega \backslash \Omega_{i}$ |
| $\forall_{i} z_{i}(X):=\prod_{\omega \in \bar{\Omega}_{i}}(X-\omega)$ |  | $\forall_{i} z_{i}(X):=\prod_{\omega \in \bar{\Omega}_{i}}(X-\omega)$ |
|  | $\rho$ | $\rho \stackrel{\leftarrow}{\leftarrow}$ |
| $q(X):=\sum_{i=1}^{k} \rho^{i-1} z_{i} f_{i} / z$ |  |  |
| $\left(\mathrm{C}_{q}\right.$, open $\left._{q}\right) \leftarrow \operatorname{Commit}(p p, q)$ | $\mathrm{C}_{q}$ |  |
|  | $r$ | $r{ }^{\&} \mathbb{F}$ |
| $g(X):=\sum_{i=1}^{k} \rho^{i-1} z_{i}(r) f_{i}(X)-z(r) q(X)$ |  | $\forall_{i}$ compute $z_{i}(r) \in \mathbb{F}$ |
| (if all is valid then $g(r)=0$ ) $\mathrm{C}^{*} \cdot=\sum^{k} \rho^{i-1} z_{i}(r) \cdot \mathrm{C}_{\text {i }}$ |  |  |
|  |  | $\mathrm{C}_{g}:=\mathrm{C}^{*}-z(r) \cdot \mathrm{C}_{q}$ |
|  | pen | $r, 0)$ ) |

Theorem 5. If Eval is knowledge sound, then the protocol in Figure 3 is a proof of knowledge for the relation:

$$
\mathcal{R}_{\text {ZTest }}(p p, d):=\left\{\begin{array}{ll} 
& \mathbf{f}=\left(f_{1}, \ldots, f_{k}\right) \text { s.t. } f_{i} \in \mathbb{F}^{(<d)}[X] \\
\langle(\mathrm{C}, \boldsymbol{\Omega}),(\mathbf{f}, \text { open })\rangle: & \forall i \in[k] \forall \omega \in \Omega_{i} f_{i}(\omega)=0 \\
& \forall i \in[k] \operatorname{Verify}\left(p p, \mathrm{C}_{i}, \text { open }_{i}, f_{i}\right)=1
\end{array}\right\}
$$

See $\S A .9$ for the proof.

### 5.2 Batch evaluation protocol

The protocol for batch evaluation is a small generalization of the zero-testing protocol in Figure 3. Here, for $i \in[k]$, the verifier has $\left(\mathrm{C}_{i}, \Omega_{i}, t_{i}\right)$ where $t_{i} \in \mathbb{F}^{(<d)}[X]$, and needs to be convinced that $f_{i}(x)=t_{i}(x)$ for all $i \in[k]$ and all $x \in \Omega_{i}$. This is the same as proving that every polynomial $\hat{f}_{i}:=f_{i}-t_{i}$ is zero on all of $\Omega_{i}$. Thus, we can apply the protocol in Figure 3 to $\hat{f}_{1}, \ldots, \hat{f}_{k}$.

Naively, the verifier would need to compute a commitment to each $\hat{f}_{i}$, which it can do from $\mathrm{C}_{i}$ and $t_{i}$. However, we can optimize the verifier by observing that the verifier only uses $t_{i}(X)$ to compute $t_{i}(r)$ for some random $r \in \mathbb{F}$. Hence, we can replace the verifier's computation of $\mathrm{C}^{*}$ in Figure 3 by instead computing $\mathrm{C}^{*}:=\sum_{i=1}^{k} \rho^{i-1} z_{i}(r) \cdot\left(\mathrm{C}_{i}-t_{i}(r) \cdot \mathrm{C}^{(1)}\right)$ where $\mathrm{C}^{(1)}$ is a commitment to the polynomial $f \equiv 1$. In doing so, we save the verifier the work to compute commitments to $\hat{f}_{1}, \ldots, \hat{f}_{k}$.

Theorem 6. If Eval is knowledge sound, then the batch evaluation protocol based on Figure 3 is a proof of knowledge for the relation $\mathcal{R}_{\text {BatchEval }}(p p, d)$.

See $\S A .9$ for the proof.
Moreover, the protocol is still zero-knowledge if the PCS is hiding and Eval is zero-knowledge. The description of the simulator is nearly identical to the simulator for the protocol in Figure 3 so we will not repeat the details.

### 5.3 Aggregation scheme (proof of Theorem 4)

When the PCS has a linear combination scheme (Definition 7), then the protocol from Section 5.2 together with the linear aggregation protocol LinCombine results in an aggregation scheme for the PCS. Concretely, the protocol on public inputs $\mathbf{C}=\left(C_{1}, \ldots, C_{k}\right) \in \mathbb{G}^{k}$, $\mathbf{x}=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{F}^{k}$, and $\mathbf{y}=\left(y_{1}, \ldots, y_{k}\right) \in \mathbb{F}^{k}$ with prover private inputs $\mathbf{f}=\left(f_{1}, \ldots, f_{k}\right) \in \mathbb{F}^{(<d)}[X]^{k}$ and open $=$ (open ${ }_{1}, \ldots$, open $_{k}$ ) operates as follows:
$\operatorname{Aggregate}(\mathcal{P}(\mathbf{f}$, open $), \mathcal{V}(\mathbf{C}, \mathbf{x}, \mathbf{y})) \rightarrow\left(\left(\right.\right.$ open $\left.\left.^{*}, f^{*}\right),\left(C^{*}, x^{*}, y^{*}, b\right)\right)$

1. Let $\Omega_{i}=\left\{x_{i}\right\}$ for $i \in[1, k]$, and let $t_{i}:=y_{i}$.
2. Run the protocol in Section 5.2 with public inputs $\left\{\left(\mathrm{C}_{i}, \Omega_{i}, t_{i}\right)\right\}_{i \in[k]}$ and prover private inputs $\left\{\left(f_{i}, \text { open }_{i}\right)\right\}_{i \in[k]}$ up until the point that $\mathcal{P}$ and $\mathcal{V}$ derive $\mathrm{C}_{g}$, the $\mathcal{P}$ has privately derived $g(X)$, and $\mathcal{V}$ has sent the challenge $r \in \mathbb{F}$. Note that $\mathrm{C}_{g}$ is a linear combination of the input commitments $\mathbf{C}$, the $\mathrm{C}_{q}$ sent during the protocol, and $\mathrm{C}^{(1)}$ (the commitment to 1 ).
3. If the PCS is additive, simply set the public output to $\left(\mathrm{C}_{g}, r, 0\right)$ and the prover's private output to $\left(\right.$ open $\left._{g}, g\right)$.
4. If the PCS is not additive, then the prover and verifier will run LinCombine instead:

- Let $\mathbf{C}^{\prime}:=\left(\mathrm{C}_{1}, \ldots, \mathrm{C}_{k}, \mathrm{C}^{(1)}, \mathrm{C}_{q}\right)$
- Let $\mathbf{f}^{\prime}:=\left(f_{1}, \ldots, f_{k}, 1, q\right)$ and let open ${ }^{\prime}=\left(\right.$ open $_{1}, \ldots$, open $_{k}$, open $^{(1)}$, open $\left.{ }_{q}\right)$
- For $i \in[k]$ let $\alpha_{i}:=\rho^{i-1} \cdot z_{i}(r) \cdot f_{i}$, let $\alpha_{k+1}:=-\sum_{i=1}^{k} \rho^{i-1} \cdot z_{i}(r) \cdot y_{i}$, and let $\alpha_{k+2}:=-z(r)$. Let $\boldsymbol{\alpha}:=\left(\alpha_{1}, \ldots, \alpha_{k+2}\right)$.
- Run the protocol LinCombine $\left(\mathcal{P}\left(\mathbf{f}^{\prime}\right.\right.$, open $\left.{ }^{\prime}\right), \mathcal{V}\left(p p, \mathbf{C}^{\prime}, \boldsymbol{\alpha}\right) \rightarrow\left(\right.$ open $\left.^{*},\left(C^{*}, b\right)\right)$.
- The prover's private output is (open ${ }^{*}, g$ ) and the verifier's public output is $\left(C^{*}, r, 0, b\right)$.

In the case that $\left(C^{*}\right.$, open* $)=\left(\mathrm{C}_{g}\right.$, open $\left._{g}\right)$, i.e. the PCS is additive, this composed protocol is a special case of the batch evaluation protocol in Section 5.2 , which by Theorem 6 is a proof of knowledge for relation $\mathcal{R}_{\text {BatchEval }}(p p, d)$. More generally, by the security property of the linear combination scheme there is an extractor that obtains (open', open*,$h$ ) such that open* is a valid opening of $C^{*}$ to $g \in \mathbb{F}^{(<d)}[X]$ and open' is also a valid opening of $\mathrm{C}_{g}$ to the same $g \in \mathbb{F}^{(<d)}[X]$. This provides the extractor from Theorem 6 with the same information it needs to extract an $\mathcal{R}_{\text {BatchEval }}(p p, d)$ witness.

The prover complexity in the aggregation protocol is $O(k \log k)$ operations in $\mathbb{F}$ using FFTs plus the complexity of a single call to Commit on a polynomial of degree at most $d$. The verifier complexity is $O(k \log k)$ operations in $\mathbb{F}$ and $O(k \cdot \lambda)$ operations in $\mathbb{G}$.

## 6 Homomorphic PCS Public Aggregation

The aggregation scheme in Definition 8 requires the aggregator, who plays the role of a prover, to know openings of all the input commitments. In a public aggregation scheme, the aggregator isn't required to know the openings of the input commitments but performs more work than the verifier. We define public aggregation only for a PCS with a non-interactive evaluation protocol NI-Eval.

The verifier in the Aggregate protocol receives NI-Eval proofs $\pi_{i}$ for each ( $C_{i}, x_{i}, y_{i}$ ) input tuple. The prover's output is (open*, $f^{*}$ ) and the verifier's output is $\left(C^{*}, x^{*}, y^{*}, b\right)$. If the prover succeeds in the aggregation protocol (i.e., the verifier outputs $b=1$ ) and the verifier separately verifies the membership of $\left(C^{*}, x^{*}, y^{*}\right)$ in $\mathcal{R}_{\text {Eval }}(p p, d)$ then it should be convinced that each input tuple is also in $\mathcal{R}_{\text {Eval }}(p p, d)$ with overwhelming probability.
Definition 9 (Public Aggregation). Let PCS $=($ Setup, Commit, Verify, NI-Eval) denote a PCS with commitment group $\mathbb{G}$ and a non-interactive evaluation protocol. A public aggregation scheme for $\mathcal{P C S}$ is a public-coin interactive protocol Aggregate that has public inputs $\mathbf{C}=\left(C_{1}, \ldots, C_{\ell}\right) \in \mathbb{G}^{\ell}$, $\mathbf{x} \in \mathbb{F}^{\ell}, \mathbf{y} \in \mathbb{F}^{\ell}$, and $\boldsymbol{\pi}=\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ :

$$
\operatorname{Aggregate}(\mathcal{P}, \mathcal{V}(p p, \boldsymbol{\pi}, \mathbf{C}, \mathbf{x}, \mathbf{y})) \rightarrow\left(\left(\text { open }^{*}, f^{*}\right),\left(C^{*}, x^{*}, y^{*}, b\right)\right)
$$

In a correct scheme, if the inputs satisfy $\mathcal{V}_{\text {Eval }}\left(\pi_{i}, C_{i}, x_{i}, y_{i}\right)=1$ for all $i \in[\ell]$, then the outputs satisfy $b=1$ and $\operatorname{Verify}\left(p p, f^{*}\right.$, open*,$\left.C^{*}\right)=1$. The soundness requirement is that the following probability is negligible:
$\operatorname{Pr}\left[\begin{array}{l}b \wedge \mathcal{V}_{\text {Eval }}\left(\pi^{*}, C^{*}, x^{*}, y^{*}\right)=1 \\ \exists_{i} \mathcal{V}_{\text {Eval }}\left(p p, \pi_{i}, C_{i}, x_{i}, y_{i}\right) \neq 1\end{array}:\right.$

$$
\begin{aligned}
& p p \leftarrow \operatorname{Setup}(\lambda, d) \\
& (\mathbf{C}, \mathbf{x}, \mathbf{y}, \boldsymbol{\pi}) \leftarrow \mathcal{A}(p p) \\
& \left(\left(\text { open }^{*}, f^{*}\right),\left(C^{*}, x^{*}, y^{*}, b\right)\right) \leftarrow \operatorname{Aggregate}(\mathcal{P}, \mathcal{V}(p p, \boldsymbol{\pi}, \mathbf{C}, \mathbf{x}, \mathbf{y})) \\
& \pi^{*} \leftarrow \operatorname{NI}-\operatorname{Eval}\left(p p, f^{*}, \text { open }^{*}, C^{*}, x^{*}, y^{*}\right)
\end{aligned}
$$

A public aggregation scheme is efficient if the verifier complexity of the protocol Aggregate is sublinear in the maximum degree of the input polynomials.

Theorem 7. There is a black-box compilation from any additive PCS over a prime field $\mathbb{F}=\mathbb{F}_{p}$ and commitment group $\mathbb{G}$ into a publicly aggregatable homomorphic PCS with the same commitment group $\mathbb{G}$. The overhead of the new Eval is:

- Communication: $O(\log d)$ additional elements of $\mathbb{G} \times \mathbb{F}$
- Prover: $O((\log p+\lambda) \cdot n)$ additional operations in $\mathbb{G}$
- Verifier: $O(\log d)$ additional operations in $\mathbb{G} \times \mathbb{F}$

The public aggregation scheme complexity for $\ell$ commitments is:

- Communication: One $\mathbb{G}$ element and two $\mathbb{F}$ elements.
- Prover: $O(\ell \log \ell)$ operations in $\mathbb{F}, O(\log p \cdot n)$ operations in $\mathbb{G}$, and $O(\ell \cdot n)$ multiplications of $\lambda$-bit integers
- Verifier: $O(\ell \log \ell)$ operations in $\mathbb{F}$ and $O(\ell \cdot \lambda)$ operations in $\mathbb{G}$.

Theorem 7 is proven in two parts. First, there is a simple transformation from any additive PCS into a homomorphic PCS with the same commitment group and opening group $\mathbb{H}=\mathbb{Z}^{n}$ (described in detail in Section 4). Second, in this section we present a compiler from any homomorphic PCS with opening group $\mathbb{H}=\mathbb{Z}^{n}$ into a new homomorphic PCS together with a public aggregation scheme that meets the performance requirements of the theorem. A key ingredient is a protocol for succinct proof of knowledge of homomorphism pre-image, which we present next.

### 6.1 A Succinct PoK for Homomorphism Pre-image

Let $\phi: \mathbb{Z}^{n} \rightarrow \mathbb{G}$ be any homomorphism where $\mathbb{G}$ is an abelian computational group. We will present a succinct public-coin interactive proof of knowledge for the following relation:

$$
\mathcal{R}_{\mathrm{HPI}}^{*}(\phi, \mathbb{G}, p)=\left\{\left(\left(\mathbf{x} \in \mathbb{Z}^{n}, t \in \mathbb{Z}\right), y \in \mathbb{G}\right): \phi(\mathbf{x})=t \cdot y \wedge t \neq 0 \bmod p\right\}
$$

In the special case that $p \mathbb{Z} \subseteq \operatorname{ker}(\phi)$, e.g. when $\mathbb{G}$ has order $p$ or is an $\mathbb{F}_{p}$-vector space, a proof of knowledge for this relation is equivalent to a proof of knowledge for the standard homomorphism pre-image relation. In this case, given a witness $(\mathbf{x}, t)$ for $\mathcal{R}_{\text {HPI }}^{*}$ it is possible to efficiently compute an integer vector $\mathbf{x}^{\prime}$ such that $\phi\left(\mathbf{x}^{\prime}\right)=y$ by computing $\hat{t} \in \mathbb{Z}$ such that $\hat{t} \equiv t^{-1} \bmod p$ and setting $\mathbf{x}^{\prime}:=\hat{t} \cdot x$.

Let $\left\{e_{i}\right\}_{i \in[n]}$ denote the standard basis of $\mathbb{Z}^{n}$ and define $g_{i}:=\phi\left(e_{i}\right)$. The homomorphism $\phi$ may be rewritten as the $\mathbb{Z}$-linear map $\phi(\mathbf{x})=\langle\mathbf{x}, \mathbf{g}\rangle=\sum_{i=1}^{n} x_{i} \cdot g_{i}$. We will use $\llbracket \mathbf{x} \rrbracket \mathbf{g}$ as a shorthand notation for $\langle\mathbf{x}, \mathbf{g}\rangle$ give $\mathbf{x} \in \mathbb{Z}^{n}$ and $\mathbf{g} \in \mathbb{G}^{n}$.

Note the following two properties of $\llbracket \rrbracket \rrbracket$ :

1. Decomposition If $\mathbf{x}=\left(\mathbf{x}_{L}, \mathbf{x}_{R}\right)$ for $\mathbf{x}_{L} \in \mathbb{Z}^{n_{1}}$ and $\mathbf{x}_{R} \in \mathbb{Z}^{n_{2}}$ such that $n_{1}+n_{2}=n$ and $\mathbf{g}=\left(\mathbf{g}_{L}, \mathbf{g}_{R}\right)$ for $\mathbf{g}_{L} \in \mathbb{G}^{n_{1}}$ and $\mathbf{g}_{R} \in \mathbb{G}^{n_{2}}$, then $\llbracket \mathbf{x} \rrbracket_{\mathbf{g}}=\llbracket \mathbf{x}_{L} \rrbracket_{\mathbf{g}_{L}}+\llbracket x_{R} \rrbracket_{\mathbf{g}_{R}}$.

Figure 4: A succinct interactive protocol for HPI. For simplicity $n$ is a power of 2 .

2. Bilinearity If $\alpha, \beta \in \mathbb{Z}, \mathbf{x} \in \mathbb{Z}^{n}$,and $\mathbf{g}, \mathbf{h} \in \mathbb{G}^{n}$ then $\alpha \llbracket \mathbf{x} \rrbracket_{\mathbf{g}}+\beta \llbracket \mathbf{x} \rrbracket_{\mathbf{h}}=\llbracket \alpha \mathbf{x} \rrbracket_{\mathbf{g}}+\llbracket \beta \mathbf{x} \rrbracket_{\mathbf{h}}=$ $\llbracket \mathbf{x} \rrbracket_{\alpha \mathbf{g}+\beta \mathbf{h}}$
The public coin interactive proof is illustrated in Figure 4. The verifier's public-coin challenges are sampled uniformly from the set $\mathcal{X}:=\left[0,2^{\lambda}\right)$.

Connection to Bulletproofs The protocol is both a simplification and a generalization of the core protocol in Bulletproofs $\left[\mathrm{BCC}^{+} 16, \mathrm{BBB}^{+} 18\right]$. The Bulletproofs protocol is an argument ${ }^{7}$ of knowledge for an inner-product relation between Pedersen vector commitments in a group of prime order $\mathbb{G}_{p}$. Provided with input commitments $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3} \in \mathbb{G}_{p}$, the prover demonstrates knowledge of $\mathbf{v}_{1} \in \mathbb{G}_{p}^{n}$ and $\mathbf{v}_{2} \in \mathbb{G}_{p}^{n}$ such that $\mathrm{C}_{i}$ is a Pedersen commitment to $\mathbf{v}_{i}$ for $i \in\{1,2\}$ and $\mathrm{C}_{3}$ is a commitment to $\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle$. In our case, the protocol simplifications come from the fact that the relation $\mathcal{R}_{\text {HPI }}^{*}$ involves a linear function of the witness vector as opposed to quadratic. On the other hand, the protocol is also more general in the sense that $\phi$ can be a more general homomorphism than the Pedersen commitment function over a prime order group. As it turns out, the resulting protocol is also a proof of knowledge as opposed to an argument. Similar observations were made in concurrent work [AC20].

Correctness If the prover follows the protocol honestly, then $\llbracket \mathbf{x} \rrbracket_{\mathbf{g}}=\llbracket \mathbf{x}_{L} \rrbracket_{\mathbf{g}_{L}}+\llbracket \mathbf{x}_{R} \rrbracket_{\mathbf{g}_{R}}$, and:

$$
\begin{aligned}
y^{\prime}=y_{L}+\alpha^{2} y_{R}+\alpha y & =\llbracket \mathbf{x}_{L} \rrbracket_{\mathbf{g}_{R}}+\llbracket \alpha^{2} \mathbf{x}_{R} \rrbracket_{\mathbf{g}_{L}}+\llbracket \alpha \mathbf{x}_{L} \rrbracket_{\mathrm{g}_{L}}+\llbracket \alpha \mathbf{x}_{R} \rrbracket_{\mathbf{g}_{R}} \\
& =\llbracket \mathbf{x}^{\prime} \rrbracket_{\mathbf{g}_{R}}+\llbracket \alpha \mathbf{x}^{\prime} \rrbracket_{\mathbf{g}_{L}}=\llbracket \mathbf{x}^{\prime} \rrbracket_{\mathbf{g}_{R}+\alpha \mathbf{g}_{L}}
\end{aligned}
$$

[^5]Thus, in each recursive round, if $\mathbf{x}$ is a valid witness for $(y, n, \mathbf{g})$ then $\mathbf{x}^{\prime}$ is a valid witness for $\left(y^{\prime}, n^{\prime}, \mathbf{g}^{\prime}\right)$.

Proof communication size The proof size is two $\mathbb{G}$ elements per round for $\log n$ rounds, and then additionally a single integer $x^{\prime} \in \mathbb{Z}$ sent in the final round. In the case that $p \mathbb{Z} \subseteq \operatorname{ker}(\phi)$ then only the value $x^{\prime} \bmod p$ needs to be communicated. More generally, if all coordinates of the witness $\mathbf{x}$ have absolute value at most $2^{\lambda}$ then $x^{\prime}$ is an integer of absolute value at most $2^{\lambda(\log n+1)}$. Letting $\Delta$ denote the size (in bit-length) of the final integer sent and $S_{\mathbb{G}} \in O(\log |G|)$ the representation size of group elements, then the total communication size is $2 \log n \cdot S_{\mathbb{G}}+\Delta$.

Prover complexity Suppose that the prover's witness $\mathbf{x} \in \mathbb{Z}^{n}$ has bounded norm $\|\mathbf{x}\|_{\infty} \leq B$. In the $i$ th round of the protocol, for $i \in[1, \log n]$, the prover's work is dominated by computing two linear combinations over $\mathbb{G}$ each of length $n / 2^{i}$ with integer coefficients of size at most $2^{(i-1) \lambda} \cdot B$. In total, these linear combinations naively cost at most $2(\lambda+\log B) \cdot n$ operations in $\mathbb{G}$. Fast algorithms for linear combinations over groups (e.g., Pippenger [Pip80]) may give up to a factor $\log n$ speedup. In the case that $\mathbb{G}$ has known order $q$, then the coefficients do not exceed $q$ as they can first be reduced modulo $q$. In this case the total number of group operations is $O(\log q \cdot n)$.

Verifier complexity The verifier's work is $O(\lambda \cdot n)$ operations in $\mathbb{G}$ overall. The main cost is deriving the group vectors $\mathbf{g}^{\prime} \leftarrow \mathbf{g}_{R}+\alpha \mathbf{g}_{L}$ for each round. As an optimization, since the $\mathbf{g}$ vectors are not used explicitly by the verifier until the last round where $d^{\prime}=1$, the verifier does not need to output the intermediate values of $\mathbf{g}^{\prime}$ for rounds where $d^{\prime}>1$. It may derive the final $g^{\prime} \in \mathbb{G}$ as a single linear combination of $n$ group vectors in $\mathbb{G}$ with coefficients of size $O(\lambda \log n)$-bits from $\mathbb{Z}$. The verifier additionally computes a linear combination of 3 elements in $\mathbb{G}$ with scalars at most $2 \lambda$-bits per round to derive the final round $y^{\prime} \in \mathbb{G}$ and check that $x^{\prime} \cdot g^{\prime}=y^{\prime}$.

Batch verification Extending ideas from Bulletproofs $\left[\mathrm{BBB}^{+} 18\right]$ and Halo [BGH19], there is a way to amortize the cost of verifying proofs in a batch. The $\mathbf{g}$ vectors are not used explicitly by the verifier until the last round. Moreover, the final $g^{\prime}=\llbracket \mathbf{u} \rrbracket_{\mathbf{g}}=\phi(\mathbf{u})$ where each $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{Z}^{n}$ is defined as follows. Given challenges $\left\{\alpha_{i}\right\}$ for an execution of the protocol, for each $i \in[d]$ let $u_{i}=\prod_{j=1}^{\log n} v_{i j}$ where the value $v_{i j}=\alpha_{j}$ if the $j$ th bit of $i$ is 0 and $v_{i j}=1$ if the $j$ th bit of $i$ is 1 . Equivalently, $\mathbf{u}$ is the coefficient vector of the degree $n-1$ polynomial $u(X)=\prod_{i=1}^{\log n}\left(\alpha_{i}+X^{2^{i-1}}\right)$.

Suppose the verifier receives $k$ proofs with final round pre-images $x_{1}^{\prime}, \ldots, x_{k}^{\prime}$ and targets $y_{1}^{\prime}, \ldots, y_{k}^{\prime}$. Let $\mathbf{u}_{i}$ be defined by the challenges of the $i$ th proof as described above. Rather than computing $g_{i}^{\prime} \leftarrow \phi\left(\mathbf{u}_{i}\right)$ for each $i \in[k]$ and checking that $y_{i}^{\prime}=x_{i}^{\prime} \cdot g_{i}^{\prime}$ individually, the verifier instead samples $r_{1}, \ldots, r_{k} \leftarrow\left[0,2^{\lambda}\right)$, computes $\mathbf{u}^{*}:=\sum_{i=1}^{k} r_{i} \cdot x_{i}^{\prime} \cdot \mathbf{u}_{i}, y^{*}=\sum_{i=1}^{k} y_{i}^{\prime}$, and checks that $y^{*}=\phi\left(\mathbf{u}^{*}\right)$. While deriving $\mathbf{u}^{*}$ still requires $\Omega(k n)$ integer multiplications ${ }^{8}$, the verifier evaluates $\phi$ only once. This is advantageous when evaluating $\phi$ is more expensive than computing linear combinations of vectors in $\mathbb{Z}^{n}$ (e.g., when operations in $\mathbb{G}$ are slower than integer multiplications). There are also algorithms to amortize the cost of large linear combinations of group elements (such as Pippenger's "multiexponentiation" algorithms [Pip80]), which may help for speeding up the evaluation of $\phi$.

[^6]Moreover, when the verifier knows $|\mathbb{G}|=q$ then all the scalar multiplications can be taken over $\mathbb{Z}_{q}$, which is more efficient.

Theorem 8. The protocol in Figure 4 is a proof of knowledge for the relation $\mathcal{R}_{H P I}^{*}(\phi, \mathbb{G}, p)$.
Proof. Our analysis will show the protocol is a proof of knowledge for the relation $\mathcal{R}_{\mathrm{HPI}}^{*}(\llbracket \cdot \rrbracket, \mathbb{G}, p)$. For simplicity we assume $n$ is a power of 2 . We define a knowledge extractor $\mathcal{E}$ that runs with an adversary $\mathcal{A}$ who succeeds for public input $(\mathbf{x}, y, \mathbf{g})$ with probability $\epsilon=1 / \operatorname{poly}(\lambda)$. $\mathcal{E}$ begins by using the tree-finding algorithm of Lemma 5 to generate a tree of accepting transcripts with the following characteristics:

- The tree has depth $\log n$ and branching factor 3 . We will index nodes by $v \in\left[0, n^{\log 3}\right)$.
- The root is labeled with the verifier's input $(y, \mathbf{g})$.
- Each non-leaf node $v$ distinct from the root is labeled with a challenge $\alpha_{v}$ and a prover message $\left(y_{v, 0}, y_{v, 1}\right)$.
- Each non-leaf node $v$ has three children each labeled with three distinct verifier challenges. $\alpha_{v, 1} \neq \alpha_{v, 2} \neq \alpha_{v, 3}$.
- Each leaf node $v$ is labeled with a prover message $x_{v} \in \mathbb{Z}$.

Since the probability of collision on a pair of challenges sampled uniformly from $\mathcal{X}$ is $1 / 2^{\lambda}$, by Lemma 5 this tree-finding algorithm runs for time polynomial in $\lambda$ and succeeds excepts with negligible probability in $\lambda$.

For any non-leaf node $v$ with parent $w$ and message pair ( $y_{v, 0}, y_{v, 1}$ ) and challenge $\alpha_{v}$ define $y_{v}:=y_{w, 0}+\alpha_{v}^{2} \cdot y_{w, 1}+\alpha_{v} \cdot y_{w}$. For any leaf node $v$ the value of $y_{v}$ is already defined by the transcript. For the root node rt define $y_{\mathrm{rt}}:=y$, where $y$ is the input. We also define a value $\mathbf{g}_{v}$ for every node $v$ as follows: if $v$ is the root then $\mathbf{g}_{v}:=\mathbf{g}$, else if $v$ has a parent $w$ then $\mathbf{g}_{v}:=\mathbf{g}_{w, 0}+\alpha_{v} \cdot \mathbf{g}_{w, 1}$ where $\mathbf{g}_{w}=\left(\mathbf{g}_{w, 0}, \mathbf{g}_{w, 1}\right)$ is the concatenation of equal length vectors $\mathbf{g}_{w, 0}, \mathbf{g}_{w, 1}$. If $v$ is a node on the $i$ th level up from the leaves then $\mathbf{g}_{v} \in \mathbb{G}^{2}{ }^{i}$. Every component of $\mathbf{g}_{v}$ is a linear combination of the elements in $\mathbf{g}$ derived from challenges along a path up the tree. Thus, for each $\mathbf{g}_{v}$ the extractor also knows a matrix $\mathbf{U}_{v} \in \mathbb{Z}^{2^{i} \times n}$ such $\mathbf{U}_{v} \cdot \mathbf{g}=\mathbf{g}_{v}$. By construction, for every root to leaf path of nodes $v_{1}, \ldots, v_{\log n}$ the sequence of values $\left(\alpha_{v_{i}}, y_{v_{i}, 0}, y_{v_{i}, 1}\right)$ form an accepting transcript between the prover and verifier where $\left(\mathbf{g}_{v_{i}}, y_{v_{i}}\right)$ are the verifier's local inputs in the $i$ th round. Moreover, the leaf node labels satisfy $x_{v} \cdot \mathbf{g}_{v}=y_{v}$.

We will show that given this tree, the extractor can compute $\left(t_{v}, \mathbf{x}_{v}\right) \in \mathbb{Z} \times \mathbb{Z}^{n}$ for each node $v$ such that $\llbracket \mathbf{x}_{v} \rrbracket_{\mathbf{g}}=t_{v} \cdot y_{v}$. In particular, this means that the extractor obtains a witness $\left(t_{\mathrm{rt}}, \mathbf{x}_{\mathrm{rt}}\right) \in$ $\mathbb{Z} \times \mathbb{Z}^{n}$ for $y \in \mathbb{G}$ such that $\llbracket \mathbf{x}_{\mathrm{rt}} \rrbracket \mathrm{g}=t_{\mathrm{rt}} \cdot y$. This is a valid pair for the relation $\mathcal{R}_{\mathrm{HPI}}^{*}\left(\llbracket \cdot \rrbracket, \mathbb{Z}^{n}, \mathbb{G}\right)$. The extractor begins at the leaves. Every leaf node is already labeled with $x_{v} \in \mathbb{Z}$ such that $x_{v} \cdot \mathbf{g}_{v}=x_{v} \cdot \mathbf{U}_{v} \cdot \mathbf{g}=y_{v}$ where $\mathbf{U}_{v} \in \mathbb{Z}^{1 \times n}$. The extractor sets $\mathbf{x}_{v}:=x_{v} \cdot \mathbf{U}_{v}$. Next, suppose the extractor has already successfully computed an $\left(t_{v}, \mathbf{x}_{v}\right)$ pair for all children nodes of a node $w$. For ease of notation, temporarily let $y_{1}, y_{2}, y_{3}$ denote the $y_{v}$ values for the three children and $\alpha_{1}, \alpha_{3}, \alpha_{3}$ denote their respective challenge labels. Similarly, let $\left(\mathbf{x}_{i}, t_{i}\right) \in \mathbb{Z}^{n} \times \mathbb{Z}$ for $i \in[3]$ denote the extracted labels for the children nodes. By construction, $y_{i}=y_{w}+\alpha_{i}^{2} y_{w, 0}+\alpha_{i} y_{w, 1}$ for $i \in[3]$. Defining $\mathbf{A} \in \mathbb{Z}^{3 \times 3}$ to be the matrix with rows (1, $\alpha_{i}^{2}, \alpha_{i}$ ), $\mathbf{T}$ the diagonal matrix with diagonal
entries $t_{1}, t_{2}, t_{3} \neq 0 \bmod p$, and $\mathbf{X} \in \mathbb{Z}^{3 \times n}$ the integer matrix with rows $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$, we can summarize the relations:

$$
\mathbf{A} \cdot\left[\begin{array}{c}
y_{w} \\
y_{w, 0} \\
y_{w, 1}
\end{array}\right]=\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right] \quad \mathbf{T} \cdot\left[\begin{array}{c}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{l}
\llbracket \mathbf{x}_{1} \rrbracket_{\mathbf{g}} \\
\llbracket \mathbf{x}_{2} \rrbracket_{\mathbf{g}} \\
\llbracket \mathbf{x}_{3} \rrbracket_{\mathbf{g}}
\end{array}\right]=\mathbf{X} \cdot \mathbf{g}
$$

$\mathbf{T}$ is invertible over $\mathbb{F}$. Since $\mathbf{A}$ is Vandermonde it is also invertible over $\mathbb{F}$. Therefore $\mathbf{T} \cdot \mathbf{A}$ is invertible over $\mathbb{F}$. By Lemma 8, there is an efficient algorithm to compute a matrix $\mathbf{P}$ such that $\mathbf{P} \cdot \mathbf{T} \cdot \mathbf{A}=\mathbf{D}$ is a diagonal matrix with entries non-zero over $\mathbb{F}$. In particular, we obtain $d \neq 0 \bmod p$ such that $d \cdot y_{w}=\left\langle\mathbf{P}_{1}, \mathbf{X} \cdot \mathbf{g}\right\rangle$. The extractor sets $\mathbf{x}_{w}:=\left\langle\mathbf{P}_{1}, \mathbf{X}\right\rangle$ and $t_{w}:=d$, which now satisfies $\llbracket \mathbf{x}_{w} \rrbracket_{\mathbf{g}}=\left\langle\mathbf{x}_{w}, \mathbf{g}\right\rangle=t_{w} \cdot y_{w}$.

Zero knowledge The protocol in Figure 4 is not zero-knowledge. There is a simple transformation that compiles any interactive proof for $\mathcal{R}_{\text {HPI }}^{*}$ into a zero-knowledge proof while preserving knowledge-soundness. Technically, the transformed protocol constrains the max norm of the prover's witness. For $\mathbf{x} \in \mathbb{Z}^{n}$ define $\mathcal{N}(x):=\|\mathbf{x}\|_{\infty}$. The transformed protocol is an HVZK interactive proof for the modified relation:

$$
\mathcal{R}_{\text {Bounded-HPI }}(\phi, \mathbb{G}, B)=\left\{\left(\mathbf{x} \in \mathbb{Z}^{n}, y \in \mathbb{G}\right): \phi(\mathbf{x})=y \wedge \mathcal{N}(\mathbf{x})<B\right\}
$$

The transformation adds one extra round and increases communication by just $O(\lambda)$ bits.

1. The prover samples random $\mathbf{r} \leftarrow_{\leftarrow}^{\&}\left[-2^{3 \lambda-1}, 2^{3 \lambda-1}\right]^{n}$ and sends $h:=\llbracket \mathbf{r} \rrbracket_{\mathbf{g}}$ to the verifier.
2. The verifier samples a challenge $c \leftarrow\left[0,2^{\lambda}\right)$
3. The prover and verifier run the proof of knowledge protocol for $\mathcal{R}_{\mathrm{HPI}}^{*}$ where the prover's witness is $\mathbf{r}+c \cdot \mathbf{x}$ and the common input is $h+c \cdot y$.

Lemma 4. The transformed protocol is an $n \cdot 2^{-\lambda}$-statistical HVZK interactive protocol for relation $\mathcal{R}_{\text {Bounded-HPI }}\left(\phi, \mathbb{G}, 2^{\lambda}\right)$, and a proof of knowledge for relation $\mathcal{R}_{H P I}^{*}(\phi, \mathbb{G}, p)$.

See §A. 10 for the proof.
HPI proof aggregation It is possible to aggregate $k$ non-interactive HPI proofs (i.e., FS transform of Figure 4) for $k$ HPI instances into a single HPI instance and aggregate proof, without knowing the witnesses for the $k$ initial HPI statements. Verifying the aggregate proof convinces a verifier of the $k$ initial proofs. It is knowledge-sound in the sense that there is an extractor that gets the states of both the initial provers and the aggregation prover and can extract witnesses for the $k$ initial statements. Computing the aggregate proof costs $O(k n)$ work. The aggregate proof incurs only $O(\log n)$ extra communication and combined with the initial proofs requires only $O(k \log n+n)$ work to verify. The amortized verification time per proof is thus $O(\log n+n / k)$.

Verification of the HPI protocol in Figure 4 is dominated by the cost of deriving the final base element $g^{\prime} \in \mathbb{G}$ as an integer linear combination of the input bases $\mathbf{g} \in \mathbb{G}^{n}$ in order to check $x^{\prime} \cdot g^{\prime}=y^{\prime}$ (see discussion of batch verification above). The key observation behind the aggregation protocol is that the verifier does not actually need to compute $g^{\prime}$ as long as it is given a proof of knowledge that $y^{\prime}$ is some linear combination of $\mathbf{g}$. The protocol is presented in Figure 5.

Figure 5: Public aggregation for HPI with amortized verifier efficiency. The HPI instance is defined by $y \in \mathbb{G}$ and $\mathbf{g} \in \mathbb{G}^{n}$. The public inputs are proof transcripts $\left(\pi_{1}, \ldots, \pi_{k}\right)$ where $\pi_{i}$ consists of $r=\log n$ prover messages $\left\{\left(y_{L}^{(i j)}, y_{R}^{(i j)}\right)\right\}_{j=1}^{r}$ and the prover's final message $x_{i}^{\prime} \in \mathbb{Z}$. The algorithm $\left(y^{\prime}, b\right) \leftarrow \mathcal{V}_{\mathrm{HPI}}^{*}(n, y, \pi)$ denotes a modification of the non-interactive verifier $\mathcal{V}_{\text {HPI }}$ which only partially verifies the transcript $\pi$. It derives the FS simulated challenges $\left\{\alpha_{i j}\right\}_{j=1}^{r}$ for each round, checks the correctness of the prover messages $\left\{\left(y_{L}^{(i j)}, y_{R}^{(i j)}\right)\right\}_{j=1}^{r}$, and derives the final round $y^{\prime}$. It does not derive the final round $g^{\prime}$ nor check that $x^{\prime} \cdot g^{\prime}=y^{\prime}$. It returns $\left(y^{\prime}, 1\right)$ if these checks pass.

| $\frac{\mathcal{P}_{\text {agg }}\left(\mathbf{y} \in \mathbb{G}^{k},\left(\pi_{1}, \ldots, \pi_{k}\right), \mathbf{g}\right)}{}$ | $\frac{\mathcal{V}_{\text {agg }}\left(\mathbf{y} \in \mathbb{G}^{k},\left(\pi_{1}, \ldots, \pi_{k}\right), \mathbf{g}\right)}{\forall_{i \in[k]} u_{i}(X):=\prod_{j=1}^{\log n}\left(\alpha_{i j}+X^{2^{j-1}}\right)}$ |  |
| :--- | :--- | :--- |
| $\left.\mathbf{u}_{i \in[k]} \in y_{i}^{\prime}, b_{i}\right) \leftarrow \mathcal{Z}_{\text {HPI }}^{*}$ coeff. of $u_{i}(X)$ | If $\left.\exists i y_{i}, \pi_{i}\right)$ |  |
|  | $\tau \leftarrow$ fail |  |
| $\mathbf{u}^{*}:=\sum_{i=1}^{k} \tau^{i-1} \cdot x_{i} \cdot \mathbf{u}_{i}$ | $\left.\tau 0,2^{\lambda}\right)$ |  |
| $\mathcal{P}_{\text {HPI }}\left(n, \mathbf{u}^{*}, y^{*}\right)$ | $y^{*}:=\sum_{i=1}^{k} \tau^{i-1} \cdot y_{i}^{\prime}$ |  |

The aggregation protocol in Figure 5 is also compatible with the zero-knowledge HPI protocol (Section 6.1). The zero-knowledge protocol reduces the HPI statement about a pre-image of $y \in \mathbb{G}$ to an HPI statement about a pre-image of some $y+c \cdot h \in \mathbb{G}$. The aggregation verifier must check the first round of the protocol to verify the reduction is correct, but otherwise the protocol in Figure 5 is used to aggregate the reduced statements.

Theorem 9. For any $\phi: \mathbb{Z}^{n} \rightarrow \mathbb{G}$ given by $\phi(\mathbb{x})=\llbracket \mathrm{x} \rrbracket_{\mathbf{g}}$, the composed protocol in which $\left(\mathcal{P}_{\text {HPI }}, \mathcal{V}_{\text {HPI }}\right)$ run the protocol in Figure 4 on $k$ instances to generate $k$ (unchecked) transcripts and ( $\mathcal{P}_{\text {agg }}, \mathcal{V}_{\text {agg }}$ ) run the protocol in Figure 5 on these transcripts, is a proof of knowledge for the relation:

$$
\mathcal{R}_{\text {MultiHPI }}^{*}(\phi, \mathbb{G}, p)=\left\{\left(\left(\mathbf{X} \in \mathbb{Z}^{n \times k}, \mathbf{t} \in \mathbb{Z}^{k}\right), \mathbf{y} \in \mathbb{G}^{k}\right): \forall_{i \in[k]}\left(\left(t_{i}, \mathbf{X}_{i}\right), y_{i}\right) \in \mathcal{R}_{H P I}^{*}(\phi, \mathbb{G}, p)\right\}
$$

Proof Sketch We only provide a sketch of this proof and leave the details to the reader. First, observe that in the analysis of Theorem 8 the extractor does not strictly need the labels ( $x_{v}, g_{v}$ ) such that $x_{v} \cdot g_{v}=y_{v}$ at the leaves of the tree, which corresponds to the final round HPI instance for the normal HPI protocol in Figure 4. Rather, it simply uses these values as a way to derive a pre-image $\mathbf{x}_{v}$ of $y_{v}$ such that $\phi\left(\mathbf{x}_{v}\right)=y_{v}$. In fact, the extractor succeeds assuming it has any labels $\left(t_{v}, \mathbf{x}_{v}, y_{v}\right)$ at the leaves of the tree such that $\phi\left(\mathbf{x}_{v}\right)=t_{v} \cdot y_{v}$. By the standard forking analysis, if $\mathcal{P}_{\text {agg }}$ succeeds with non-negligible probability in the $\mathcal{P}_{\text {HPI }}$ subroutine on HPI instance $y^{*}=\sum_{i=1}^{k} \tau^{i-1} y_{i}$, then assuming knowledge-soundness of this subroutine there is an extractor that obtains witnesses $\left(t_{i}, \mathbf{w}_{i}\right)$ for each $y_{i}$ such that $\phi\left(\mathbf{w}_{i}\right)=t_{i} \cdot y_{i}$. (See $\S A .9$ for an example of this extraction argument, which involves diagonalization of a Vandermonde matrix). These are fed to the extractor for $\mathcal{P}_{\mathrm{HPI}}$ instead of $\left(x_{i}^{\prime}, g_{i}^{\prime}\right)$ for each $i \in[k]$, because the verifier $\mathcal{V}_{\text {agg }}$ never checks that $x_{i}^{\prime} \cdot g_{i}^{\prime}=y_{i}^{\prime}$.

Homomorphic PCS from collision-resistant homomorphism A collision-resistant homomorphism $h: \mathbb{Z}^{d} \rightarrow \mathbb{G}$ and a succinct proof of knowledge for the HPI problem can be used to
construct a homomorphic PCS over $\mathbb{F}_{p}$. For $f \in \mathbb{F}^{(<d)}[X]$ with coefficient vector $\mathbf{f} \in \mathbb{Z}^{d}$, the commitment is $h(\mathbf{f})$. Let $\hat{\mathbb{G}}:=\mathbb{G} \times \mathbb{F}$.. For any point $z \in \mathbb{F}$, define the homomorphism $\phi_{z}: \mathbb{Z}^{d} \rightarrow \hat{\mathbb{G}}$ such that $\phi_{\alpha}(\mathbf{f})=(h(\mathbf{f}), f(z))$. The evaluation protocol opens C at $z$ using the HPI proof of knowledge for the relation $\mathcal{R}_{\text {HPI }}^{*}\left(\phi_{z}, \hat{\mathbb{G}}, p\right)$ on input $(\mathrm{C}, f(z))$ with witness $\mathbf{f}$. The HPI extractor obtains the "relaxed" opening $(t, \mathbf{x})$ such that $\phi_{z}(\mathbf{x})=(t \cdot \mathrm{C}, t \cdot f(z))$ and $t \neq 0 \bmod p$.

### 6.2 Publicly aggregatable PCS (proof of Theorem 7)

The Halo [BGH19] protocol contains a public aggregation protocol for the Bulletproofs PCS. Inspired by this idea, we show how the HPI protocol of Figure 4 can be used to compile any homomorphic PCS with opening group $\mathbb{H}=\mathbb{Z}^{n}$ and commitment group $\mathbb{G}$ into a publicly aggregatable homomorphic PCS with the same commitment group $\mathbb{G}$. Compared with the commitment size and Eval complexity of the original PCS, the commitment size of the transformed PCS is the same, the new Eval communication has an extra $O(\log d)$ elements of $\mathbb{G}$, and the verification overhead is $O(\log d)$ operations in $\mathbb{G}$. Running the public aggregation protocol on $k$ commitments and evaluation points together with an Eval on the aggregate commitment achieves an amortized verification complexity of $O\left(\log k+\lambda+\frac{V_{\text {Eval }}(\lambda, d)}{k}\right)$ where $V_{\text {Eval }}(\lambda, d)$ is the Eval verifier complexity. Any additive/homomorphic scheme can first be compiled into a homomorphic PCS with opening group $\mathbb{Z}^{n}$, using the compiler described in Section 4.

Comparison to Halo aggregation The Halo aggregation protocol for the Bulletproofs PCS uses the fact that the expensive part of verification is deriving $g^{\prime}=\phi(\mathbf{u})$ and $u(X)$ can be evaluated in time $O(\log d)$. The aggregator proves correctness of $g^{\prime}$ (interpreted as a commitment to $u$ ) by running the Bulletproofs Eval to open it to $u(s)$ at a random point $s$ chosen by the verifier. Multiple instances can be batched using private Eval aggregation. This works only because $\mathbf{u} \in \mathbb{Z}_{p}$ and $\phi: \mathbb{Z}_{p}^{n} \rightarrow \mathbb{G}$ is collision-resistant. In a more general homomorphic PCS with $\mathbf{u} \in \mathbb{Z}^{n}, \phi$ might only be collision-resistant over $\mathbb{Z}^{n} / \operatorname{ker}(\chi)$ and it may be possible to open $g^{\prime}$ to $u(X)$ even when $\phi(\mathbf{u}) \neq g^{\prime}$. The key observation that allows us to generalize the aggregation protocol for any PCS is our novel analysis of the HPI protocol (Theorem 8) which shows that the verifier does not need to compute $g^{\prime}$; it only needs a proof of knowledge that $y^{\prime}$ is some linear combination of $\mathbf{g}$.

Compiler: Homomorphic to publicly aggregatable Let $\mathcal{P C S}=$ (Setup, Commit, Verify, Eval) denote the input homomorphic PCS. The output of the compiler will be a scheme denoted $\mathcal{P C S}^{*}=$ (Setup*, Commit ${ }^{*}$, Verify ${ }^{*}$, Eval ${ }^{*}$ ) that will support public aggregation. Let $\mathbb{H}=\mathbb{Z}^{n}$ for some $n>d$. By definition, there are efficiently computable homomorphisms $\phi: \mathbb{Z}^{n} \rightarrow \mathbb{G}$ and $\chi: \mathbb{Z}^{n} \rightarrow \mathbb{F}^{(<d)}[X]$ such that the output $(\mathrm{C}$, open $) \leftarrow \operatorname{Commit}(p p, f)$ for any $f \in \mathbb{F}^{(<d)}[X]$ satisfies $\mathrm{C}=\phi$ (open) and $f=\chi$ (open).

For any $\mathbf{v} \in \mathbb{Z}^{n}$ let $f_{\mathbf{v}}:=\chi(\mathbf{v})$. Let $\hat{\mathbb{G}}:=\mathbb{G} \times \mathbb{F}$. For a point $x \in \mathbb{F}$, define the homomorphism $\phi_{x}: \mathbb{Z}^{n} \rightarrow \hat{\mathbb{G}}$ as $\phi_{x}(\mathbf{v}):=\left(\phi(\mathbf{v}), f_{\mathbf{v}}(x)\right)$. The new PCS algorithms (Setup*, Commit ${ }^{*}$ ) are identical to (Setup, Commit). The algorithm Verify* is the standard "relaxation" of Verify from Section 2.2: it accepts tuples $(f,(t$, open $))$ such that $\phi($ open $)=t \cdot \mathrm{C}$ and $\chi($ open $)=t \cdot f$ where $t \neq 0$ is an integer. The protocol Eval* is transformed as follows:
Eval ${ }^{*}(\mathcal{P}(f$, open $), \mathcal{V}(\mathrm{C}, x, y))$ :

1. The prover/verifier run a modification of the HPI protocol from Figure 4 with $\mathcal{P}_{\text {HPI }}(n$, open, (C, $y)$ ) and $\mathcal{V}_{\text {HPI }}(n,(\mathrm{C}, y))$ for the homomorphism $\phi_{x}: \mathbb{Z}^{n} \rightarrow \hat{\mathbb{G}}$. The verifier stores the out-
put $\left(x^{\prime},\left(\mathrm{C}^{\prime}, y^{\prime}\right)\right) \in \mathbb{Z} \times \hat{\mathbb{G}}$ and performs all verification steps except for deriving $g^{\prime} \in \hat{\mathbb{G}}$ or checking $x^{\prime} \cdot g^{\prime}=\left(\mathrm{C}^{\prime}, y^{\prime}\right)$. The prover derives the coefficient vector $\mathbf{u}$ of the polynomial $u(X)=\prod_{i=1}^{\log n}\left(\alpha_{i}+X^{2^{i-1}}\right)$ defined by the verifier challenges, which satisfies $\phi_{x}(\mathbf{u})=g^{\prime}$ and $\phi_{x}\left(x^{\prime} \cdot \mathbf{u}\right)=x^{\prime} \cdot g^{\prime}=\left(\mathrm{C}^{\prime}, y^{\prime}\right)$.
2. Run $\operatorname{Eval}\left(\mathcal{P}\left(f_{x^{\prime} \cdot \mathbf{u}}, x^{\prime} \cdot \mathbf{u}\right), \mathcal{V}\left(\mathrm{C}^{\prime}, x, y^{\prime}\right)\right)$, where $\mathrm{C}^{\prime}$ is interpreted as a polynomial commitment to $f_{x^{\prime} \cdot \mathbf{u}}$ with opening $x^{\prime} \cdot \mathbf{u}$.

We provide only a sketch of the knowledge soundness analysis and leave the details to the reader. The sketch is essentially the same as the proof sketch for Theorem 9. Recall that the extractor in the analysis of Theorem 8 succeeds assuming it has any labels ( $t_{v}, \mathbf{x}_{v}, y_{v}$ ) at the leaves of the tree such that $\left[\mathbb{x}_{v}\right]_{\mathrm{g}}=t_{v} \cdot y_{v}$, i.e. $\phi_{s}\left(\mathbf{x}_{v}\right)=t_{v} \cdot y_{v}$ in this case. The knowledge extractor for Eval ${ }^{*}$ begins by running the usual extractor for $\mathcal{P}_{\text {HPI }}$, but calls the extractor for Eval to obtain a $\phi_{x}$ homomorphism pre-image of $\left(\mathrm{C}^{\prime}, y^{\prime}\right)$. This is passed to the extractor for $\mathcal{P}_{\mathrm{HPI}}$, which in turn outputs a witness $(t, \mathbf{v}) \in \mathbb{Z} \times \mathbb{Z}^{n}$ such that $((\mathbf{v}, t),(\mathbf{C}, y)) \in \mathcal{R}_{\mathrm{HPI}}^{*}\left(\phi_{x}, \mathbb{Z}^{n}, \hat{\mathbb{G}}\right)$, i.e. $\phi_{x}(\mathbf{v})=(t \cdot \mathrm{C}, t \cdot y)$ and $t \neq 0$. Thus, $\phi(\mathbf{v})=t \cdot \mathbf{C}$ and $f_{\mathbf{v}}(x)=t \cdot y$, so Verify* accepts $\left(t^{-1} f_{\mathbf{v}},(t, \mathbf{v})\right)$ and $t^{-1} f_{\mathbf{v}}(x)=y$, i.e. $\left(t^{-1} f_{\mathbf{v}},(t, \mathbf{v})\right)$ is an $\mathcal{R}_{\text {Eval }}$ witness for (C, $\left.x, y\right)$.

The compiled PCS has the same commitment size since the commitment algorithm is unchanged. The overhead in the Eval* communication is $O(\log d)$ elements of $\hat{\mathbb{G}}=\mathbb{G} \times \mathbb{F}$ and the overhead in verification is $O(\log d)$ operations in $\hat{\mathbb{G}}$ (from Step 1$)$. The prover overhead is $O((\lambda+\log B) \cdot n)$ operations in $\widehat{\mathbb{G}}$ assuming $\|$ open $\|_{\infty}<B$ (in Step 1) and $O(n)$ integer multiplications to derive $\mathbf{u}$ (also from Step 1). In the case that $|\mathbb{G}|=p$ the integer multiplications become field multiplication modulo $p$.

If the input PCS Eval protocol is zero-knowledge and the prover/verifier run the zero-knowledge variation of the HPI protocol between $\mathcal{P}_{\text {init }}$ and $\mathcal{V}_{\text {init }}$ then Eval ${ }^{*}$ is also zero-knowledge. If Eval is already non-interactive (or public-coin and FS compatible) then Eval ${ }^{*}$ is still public-coin and can be made non-interactive by applying the Fiat-Shamir transform. The knowledge soundness of the resulting protocol is left as a conjecture:

Conjecture 1. If Eval is FS compatible then protocol Eval* is FS compatible.
This conjecture is true in the random oracle model when $n$ is a constant independent of the security parameter [GK96].

Public aggregation scheme Each non-interactive proof returned by NI-Eval* has the form $\left(\pi_{\mathrm{HPI}}, x^{\prime}, y^{\prime}, \pi_{\text {eval }}\right)$ where $\pi_{\text {HPI }}$ is the transcript from the first step, $\left(x^{\prime}, y^{\prime}\right)=\left(x^{\prime},\left(\mathrm{C}^{\prime}, t^{\prime}\right)\right) \in \mathbb{Z} \times(\mathbb{G} \times \mathbb{F})$ is the verifier's intermediate output in the first step, and $\pi_{\text {Eval }}$ is the non-interactive Eval proof from the second step for the commitment $\mathrm{C}^{\prime}$ to the polynomial $f_{x^{\prime} \cdot \mathbf{u}}$. The vector $x^{\prime} \cdot \mathbf{u}$ can be computed from the transcript $\pi_{\text {HPI }}$.

The public aggregation scheme Aggregate takes public inputs $\mathbf{C}=\left(\mathrm{C}_{1}, \ldots, \mathrm{C}_{k}\right) \in \mathbb{G}^{k}$, $\mathbf{s} \in \mathbb{F}^{k}$, $\mathbf{t} \in \mathbb{F}^{k}$, and a vector of NI-Eval* proofs $\boldsymbol{\pi}=\left(\pi_{1}, \ldots, \pi_{k}\right)$ where $\pi_{i}=\left(\pi_{\mathrm{HPI}}^{(i)}, x_{i}^{\prime}, y_{i}^{\prime}, \pi_{\text {eval }}^{(i)}\right)$ :

$$
\operatorname{Aggregate}(\mathcal{P}, \mathcal{V}(p p, \boldsymbol{\pi}, \mathbf{C}, \mathbf{s}, \mathbf{t})) \rightarrow\left(\left(\text { open }^{*}, f^{*}\right),\left(C^{*}, s^{*}, t^{*}, b\right)\right)
$$

The verifier does not check $\pi_{\text {Eval }}^{(i)}$ for each $i \in[k]$, and therefore is not yet convinced that $\phi_{s_{i}}\left(x_{i}^{\prime} \cdot \mathbf{u}_{i}\right)=y_{i}^{\prime}$. Instead, the aggregation prover/verifier run the private aggregation protocol from Section 5.3 where the prover has private inputs $\left\{f_{x^{\prime} \cdot \mathbf{u}}^{i}\right\}_{i=1}^{k}$ and opening strings $\left\{x^{\prime} \cdot \mathbf{u}_{i}\right\}_{i=1}^{k}$ for each
commitment $\mathrm{C}_{i}^{\prime}$ such that $f_{x^{\prime} \cdot \mathbf{u}_{i}}\left(s_{i}\right)=t_{i}^{\prime}$. The output of this private aggregation protocol determine the prover's outputs (open* ${ }^{*} f^{*}$ ) and the verifier's outputs ( $C^{*}, s^{*}, t^{*}, b$ ).

By the soundness definition of the private aggregation scheme, if the prover can succeed in the Eval protocol on public inputs $\left(C^{*}, s^{*}, t^{*}\right)$ with non-negligible probability then there exists a polynomial time knowledge extractor that obtains an $\mathcal{R}_{\text {Eval }}$ witness for each ( $\mathrm{C}_{i}^{\prime}, s_{i}, t_{i}^{\prime}$ ), which includes a $\phi_{s_{i}}$ pre-image of $y_{i}^{\prime}=\left(\mathrm{C}_{i}^{\prime}, t_{i}^{\prime}\right)$. These witnesses are then used to extract $\mathcal{R}_{\text {Eval }}$ witnesses for each ( $\mathrm{C}_{i}, s_{i}, t_{i}$ ) as described above in the knowledge-soundness analysis for Eval*.

The public aggregation scheme verification and communication inherits the same complexity as the private aggregation protocol. From Theorem 4, the generic scheme from Section 5.3 has verifier complexity $O(k \log k)$ operations in $\mathbb{F}$ plus $O(k \cdot \lambda)$ operations in $\mathbb{G}$ and communication of one $\mathbb{G}$ element plus two $\mathbb{F}$ elements. The prover complexity of the private aggregation subprotocol is $O(k \log k)$ operations in $\mathbb{F}$ plus one Commit to a polynomial of degree at most $d$. In addition, the prover must derive each integer vector $\mathbf{u}_{i}$, which requires $O(k \cdot n)$ integer multiplications. In the case that $|\mathbb{G}|=p$ the integer multiplications become field multiplication modulo $p$.

## 7 SNARKs and IVC from PCS Aggregation

Bünz et. al. [BCMS20] formally show how a concept they define called PCS accumulation schemes can be used to construct a PCD system, generalizing the Halo protocol [BGH19]. We show that a PCS public aggregation scheme satisfies the definition of a PCS accumulation scheme [BCMS20]. For a detailed and self-contained exposition of IVC/PCD for path distributed computation directly from PCS aggregation see §A.11.

PCS accumulation scheme We show that a public aggregation scheme for a PCS (Definition 9) satisfies the definition of an accumulation scheme for a non-interactive PCS from [BCMS20]. We first review the definition of an accumulation scheme. The definition has small syntactic differences from [BCMS20] due to syntactic differences in our PCS definition.

Definition 10 (PCS accumulation). Let $\mathcal{P C S}=($ Setup, Commit, Verify, Eval) denote a PCS with a non-interactive Eval protocol given by a prover algorithm $\mathcal{P}_{\text {Eval }}$ and verifier algorithm $\mathcal{V}_{\text {Eval. }}$. An accumulation scheme for $\mathcal{P C S}$ has algorithms $(G, I, P, V, D)$ with the syntax:

- $G(\lambda) \rightarrow p p_{a c}$
- $I\left(p p_{a c}, p p_{p c}\right) \rightarrow(a p k, a v k, d k)$
- $P\left(a p k,\left[\left\{X_{i}\right\}_{i=1}^{k},\left\{a c c_{i}\right\}_{i=1}^{\ell}\right) \rightarrow\left(a c c, \pi_{V}\right)\right.$
- $V\left(a v k,\left\{X_{i}\right\}_{i=1}^{k},\left\{a c c_{i}\right\}_{i=1}^{\ell}, a c c, \pi_{V}\right) \rightarrow b_{V}$
- $D(d k, a c c) \rightarrow b_{D}$

The scheme is complete if for any $p p_{p c}$ and $(a p k, a v k, d k) \leftarrow I\left(p p_{a c}, p p_{p c}\right)$ and inputs $\left(\left\{X_{i}\right\}_{i=1}^{k},\left[a c c_{i}\right]_{i=1}^{\ell}\right)$
 lation scheme prover $P\left(a p k,\left\{X_{i}\right\}_{i=1}^{k},\left\{a c c_{i}\right\}_{i=1}^{\ell}\right)$ outputs (acc, $\left.\pi_{V}\right)$ such that $D(d k, a c c)=1$ and $V\left(a v k,\left\{X_{i}\right\}_{i=1}^{k},\left\{a c c_{i}\right\}_{i=1}^{\ell}, a c c, \pi_{V}\right)=1$. For soundness, the following probability is negligible in $\lambda$ :

$$
\operatorname{Pr}\left[\begin{array}{ll}
V\left(a v k,\left\{X_{i}\right\}_{i=1}^{k},\left\{a c c_{i}\right\}_{i=1}^{\ell}, a c c, \pi_{V}\right)=1 & p p_{p c} \leftarrow \operatorname{Setup}(\lambda, d), p p_{a c} \leftarrow G(\lambda) \\
D(d k, a c c)=1 & : \\
\exists_{i \in[k]} \mathcal{V}_{E v a l}\left(p p_{p c}, X_{i}\right) \neq 1 \vee \exists_{i \in[\ell]} D\left(d k, a c c_{i}\right) \neq 1 & \left\{X_{i}\right\}_{i=1}^{k},\{a c k, d k) \leftarrow I\left(p p_{a c}, p p_{p c}^{\ell}\right) \\
{ }_{i=1}, a c c, \pi_{V} \leftarrow \mathcal{A}\left(p p_{a c}, p p_{p c}\right)
\end{array}\right]
$$

The fact that a non-interactive public aggregation scheme gives an accumulation scheme is an immediate consequence of the definitions. The algorithms $G$ and $I$ are trivial, setting all parameters to $p p_{\mathrm{pc}}$. Each $a c c=(\mathrm{C}, x, y, \pi)$ is an Eval tuple. The prover $P\left(p p_{\mathrm{pc}},\left\{X_{i}\right\}_{i=1}^{k},\left\{a c c_{i}\right\}_{i=1}^{\ell}\right)$ first sets $\mathbf{C} \in \mathbb{G}^{k+\ell}$ so that $\mathrm{C}_{i}=X_{i}$ for $i \in[k]$ and $\mathrm{C}_{i}=a c c_{i-k}$ for $i>k$, sets $\boldsymbol{\pi}$ so that the $i$ th and $(i+k)$ th components are the Eval proofs in $X_{i}$ and $a c c_{i}$ respectively, and sets ( $\left.\mathbf{s}, \mathbf{t}\right) \in$ $\mathbb{F}^{k+\ell} \times \mathbb{F}^{k+\ell}$ so that $\left(s_{i}, t_{i}\right)=\left(x_{i}, y_{i}\right)$ from $X_{i}$ for $i \in[k]$ and from $a c c_{i}$ for $i>k$. It runs Aggregate $\left(p p_{\mathrm{pc}}, \boldsymbol{\pi}, \mathbf{C}, \mathbf{s}, \mathbf{t}\right)$ to get (open $\left.{ }^{*}, f^{*}, \mathrm{C}^{*}, s^{*}, t^{*}, \pi_{\mathrm{agg}}\right)$ and Eval(open*$\left., f^{*}, \mathrm{C}^{*}, s^{*}, t^{*}\right)$ to get $\pi^{*}$. It returns $\pi_{V}:=\pi_{\mathrm{agg}}$ and acc $:=\left(\mathrm{C}^{*}, s^{*}, t^{*}, \pi^{*}\right) . \quad D\left(p p_{\mathrm{pc}}, a c c\right)$ calls the Eval verifier. Finally, the algorithm $V\left(p p_{\mathrm{pc}},\left\{X_{i}\right\}_{i=1}^{k},\left\{a c c_{i}\right\}_{i=1}^{\ell}, a c c, \pi_{\text {agg }}\right)$ derives the tuples $(\boldsymbol{\pi}, \mathbf{C}, \mathbf{s}, \mathbf{t})$, parses acc $=$ $\left(\mathrm{C}^{*}, s^{*}, t^{*}, \pi^{*}\right)$, and runs the aggregation verifier $\mathcal{V}_{\text {Aggregate }}\left(p p_{\mathrm{pc}}, \boldsymbol{\pi}, \mathbf{C}, \mathbf{s}, \mathbf{t}, \mathrm{C}^{*}, s^{*}, t^{*}, \pi_{\mathrm{agg}}\right)$.

Theorem 10. Given any non-interactive PCS that has prover complexity $P_{\text {Eval }}(\lambda, d)$, verification complexity $V_{\text {Eval }}(\lambda, d)$, and size complexity $S_{\text {Eval }}(\lambda, d)$, and a non-interactive public aggregation scheme with prover complexity $P_{\text {agg }}(\lambda, d, \ell)$, aggregation proof size complexity $S_{\text {agg }}(\lambda, d, \ell)$, and verifier complexity $V_{\text {agg }}(\lambda, d, \ell) \in \operatorname{poly}(\lambda, \ell, \log d)$ there is an efficient construction of a PCD system such that for any distributed computation with maximum in-degree $\ell$ and local predicate $\Phi$ of size $|\Phi|=N:$

- the prover runs in $O\left(P_{\text {Eval }}(\lambda, N)+P_{\text {agg }}(\lambda, d, \ell)+\lambda N \log N+\operatorname{poly}(\lambda)\right)$
- the verifier runs in $O\left(V_{E v a l}(\lambda, N)+V_{\text {agg }}(\lambda, N, \ell)\right)$
- the proof size is $O\left(S_{\text {agg }}(\lambda, d, \ell)+S_{\text {Eval }}(\lambda, d)\right)$

Theorem 10 is a consequence of the theorems in [BCMS20] combined with the observation that public aggregation gives an accumulation scheme as well generic compilers that construct SNARKs from any PCS. These compilers combine a PCS together with an information theoretic proof system known as a Polynomial Interactive Oracle Proof [BFS20] (or equivalently Algebraic Holographic Proof $\left.\left[\mathrm{CHM}^{+} 19\right]\right)$ to produce a SNARK. Using recent Polynomial IOPs [ $\mathrm{CHM}^{+} 19$, GWC19], the compilation yields a SNARK with prover complexity $O\left(\lambda N \log N+P_{\text {Eval }}(\lambda, N)\right)$, verifier complexity $O\left(V_{\text {Eval }}(\lambda, N)\right)$, and size complexity $O\left(S_{\text {Eval }}(\lambda, N)\right)$.

For any PCS with $V_{\text {Eval }}(\lambda, d) \in \operatorname{poly}(\lambda, \log d)$, it was already known how to construct a PCD with the efficiency characteristics stated. The asymptotics of Theorem 10 does not reflect how the concrete efficiency is dependent on $V_{\text {agg }}(\lambda, d, \ell)$ and should result in a strict improvement on prior methods when $V_{\text {agg }}(\lambda, d, \ell) \ll V_{\text {Eval }}(\lambda, d)$.

Private accumulation A small tweak to Definition 10 would make it compatible with private aggregation. The accumulation prover is additionally given as inputs a vector of private states $\left\{s t_{i}\right\}_{i=1}^{k+\ell}$ and outputs $\left(s t, a c c, \pi_{V}\right)$. The other algorithms and the security definition are unchanged. Constructing this from a private aggregation scheme, the state $s t$ will contain the prover's private outputs (open $\left.{ }^{*}, f^{*}\right)$ and each $s t_{i}$ contains an $\left(\right.$ open $\left._{i}, f_{i}\right)$ pair.

Moreover, we remark that Theorem 10 can be adapted for private aggregation schemes as well. This only affects the proof size which has size $O(N)$ because it includes the "private" states (openings for polynomials of degree $N$ ). Intuitively, the construction of PCD from [BCMS20] is not materially affected by using private accumulation because each prover node in the DAG distributed computation simply passes its private state to its target nodes as "advice". The advice does not impact the size of the recursive statement, which is only dependent on the size of the accumulation verifier.
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## A Appendices

## A. 1 Computational group

Definition 11. A computational group is a finite group $\mathbb{G}$ whose elements are represented as bit strings of length poly $(\log |\mathbb{G}|)$, where the identity element has a special string id, together with polynomial time algorithms add, invert, and equal:

- $\operatorname{add}\left(g_{1}, g_{2}\right) \rightarrow g_{3}$ takes as input the bit string representations of two group elements $g_{1}, g_{2} \in \mathbb{G}$ and outputs the bit string representation of the element $g_{1}+g_{2}$, or $\perp$ if either input is not a representation of a group element.
- $\operatorname{invert}(g) \rightarrow-g$ takes as input the bit string representation of an element $g \in \mathbb{G}$ and outputs the bit string representation of its inverse $-g \in \mathbb{G}$, or $\perp$ if the input is not a representation of a group element.
- equal $\left(g_{1}, g_{2}\right)$ takes as input two bit strings, it outputs 1 if they are both valid representations of the same element in $\mathbb{G}$, and otherwise outputs 0 .

Our definition is not explicit about how group elements are sampled in the first place, other than the bit string id that is part of the definition of the group. Clearly, a computational group is only useful if there is a way to generate at least one initial group element other than the identity. However, this can be specified by the application. For example, our definition of polynomial commitments (Section 2.2) includes a commitment algorithm that outputs elements in a computational group.

## A. 2 Probability distributions

For a distribution $\mathcal{D}$, we write $x \leftarrow \mathcal{D}$ to denote that $x$ is sampled from $\mathcal{D}$; for a finite set $S$, we write $x \stackrel{\&}{\leftarrow} S$ to denote that $x$ is sampled uniformly from $S$.

For two discrete random variables $X$ and $Y$ that take on values in the same set $\mathcal{U}$, we denote by $S D(X, Y)$ the statistical distance between $X$ and $Y$, also known as the total variation distance defined as follows:

$$
S D(X, Y):=\max _{S \subseteq \mathcal{U}}|\operatorname{Pr}[X \in S]-\operatorname{Pr}[Y \in S]|=\frac{1}{2} \sum_{u \in \mathcal{U}}|\operatorname{Pr}[X=u]-\operatorname{Pr}[Y=u]|
$$

Two random variables $X$ and $Y$ over $\mathcal{U}$ are $\delta$-close if $S D(X, Y) \leq \delta$.
Fact 1. If $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ and $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{n}\right)$ are each vectors of $n$ independent discrete random variables, then $\mathbf{X}$ and $\mathbf{Y}$ are random variables such that $S D(\mathbf{X}, \mathbf{Y}) \leq \sum_{i=1}^{n} S D\left(X_{i}, Y_{i}\right)$.
Fact 2. If $X$ is a random variable uniformly distributed over the interval $[-A, A]$ for $A \in \mathbb{Z}$ and $Y=X+z$ for a fixed $z \in \mathbb{Z}$ with bounded absolute value $|z|<B$, then $S D(X, Y)<\frac{B}{2 A}$.

## A. 3 Interactive proofs of knowledge

Definition 12 (Interactive Proof with Efficient ${ }^{9}$ Prover). Let Setup $(\lambda)$ denote a non-interactive setup algorithm that outputs public parameters pp given a security parameter $\lambda$. Let $\Pi(\mathcal{P}(w), \mathcal{V}(p p, x))$ denote a two-party interactive protocol between $\mathcal{P}$ and $\mathcal{V}$, where $\mathcal{P}$ has private input $w$ and $\mathcal{V}$ has the common public input $(p p, x)$. Let $\langle\mathcal{P}(w), \mathcal{V}(p p, x)\rangle$ be a random variables that is the output of $\mathcal{V}$. All algorithms run in time poly $(\lambda,|p p|,|x|,|w|)$. The pair (Setup, $\Pi$ ) is called a proof of knowledge for relation $\mathcal{R}$ if for all non-uniform adversaries $\mathcal{A}$ the following properties hold:

- Perfect Completeness.

$$
\operatorname{Pr}\left[\begin{array}{c}
(x, w) \notin \mathcal{R} \text { or } \\
\langle\mathcal{P}(w), \mathcal{V}(p p, x)\rangle=1
\end{array}: \begin{array}{c}
p p \leftarrow \operatorname{Setup}(\lambda) \\
(x, w) \leftarrow \mathcal{A}(p p)
\end{array}\right]=1
$$

[^7]- Knowledge soundness [BG93] There exists a probabilistic oracle machine $\mathcal{E}$ called the extractor such that for every adversarial interactive prover algorithm $\mathcal{A}$ that is only given the public inputs $(p p, x)$ and every $x \in \mathcal{L}_{R}$ the following holds: if $\langle\mathcal{A}(\cdot), \mathcal{V}(p p, x)\rangle=1$ with probability $\epsilon(x)>\operatorname{neg}\left((\lambda)\right.$ then $\mathcal{E}^{\mathcal{A}}(p p, x)$ with oracle access to $\mathcal{A}$ runs in time poly $(|x|, \lambda)$ and outputs $w$ such that $(x, w) \in R$ with probability $1-\operatorname{neg} I(\lambda)$.

Forking lemmas The following "forking lemma" is helpful for proving knowledge soundness of multi-round public coin interactive protocols over an exponentially large challenge space (i.e., where each verifier message is a uniform sample from a space $\mathcal{X}$ that has size at least $2^{\lambda}$ ). It says that if the adversary succeeds with non-negligible probability $\epsilon=1 / \operatorname{poly}(\lambda)$, then there is an $O(\operatorname{poly}(\lambda))-$ time algorithm for generating a tree of accepting transcripts defined as follows. For an $r$-round protocol, an ( $n_{1}, \ldots, n_{r}$ )-tree of accepting transcripts for $n_{i} \geq 0$ is a tree where (i) every node $v$ of the tree corresponds to a partial transcript $\operatorname{tr}_{v}$, (ii) every level- $i$ node $v$ has $n_{i}$ children nodes that correspond to continuations of $\operatorname{tr}_{v}$ with distinct $i$ th round challenges, and (iii) every leaf node corresponds to a full transcript in which the verifier accepts. More generally, the property that each pair of challenges on sibling nodes are distinct can be replaced with any property $\pi: \mathcal{X}^{2} \rightarrow\{0,1\}$ which outputs 1 on a random pair of challenges with overwhelming probability. This forking lemma generalizes a similar lemma by Bootle et al. $\left[\mathrm{BCC}^{+} 16\right]$.

Lemma 5 (Forking Lemma). Let $(\mathcal{P}, \mathcal{V})$ be an r-round public-coin interactive proof system and $\mathcal{A}$ an adversary that runs in expected time $t_{\mathcal{A}}$ such that $\langle\mathcal{A}(\cdot), \mathcal{V}(p p, x)\rangle=1$ with probability $\epsilon$ on public input $x$ and public parameters pp. Let $\left\{\pi_{i}\right\}_{i=1}^{r}$ be a set of properties $\pi_{i}: \mathcal{X}^{2} \rightarrow\{0,1\}$ such that $\forall_{i} \operatorname{Pr}\left[\pi\left(x_{1}, x_{2}\right)=1: x_{1}, x_{2} \leftrightarrow \mathcal{X}\right]>1-\operatorname{neg} /(\lambda)$. If $r \in O(\log \lambda)$ then for any constants $n_{1}, \ldots, n_{r} \in \mathbb{N}$ there exists an algorithm $\mathcal{T}$ that runs in time poly $(\lambda) \cdot\left(t_{\mathcal{A}} / \epsilon\right)$ and with probability at least $1-n e g /(\lambda) / \epsilon^{2}$ outputs an $\left(n_{1}, \ldots, n_{r}\right)$-tree of accepting transcripts such that for $i \in[1, r]$ all pairs of sibling-node challenges $x_{1}, x_{2} \in \mathcal{X}$ at level $i$ satisfy $\pi_{i}\left(x_{1}, x_{2}\right)=1$.

The forking lemma is used to prove knowledge soundness of $(\mathcal{P}, \mathcal{V})$ in combination with a deterministic extraction algorithm that outputs a witness given an $\left(n_{1}, \ldots, n_{r}\right)$-tree of accepting transcripts satisfying properties $\pi_{1}, \ldots, \pi_{r}$. The proof of our Lemma 5 is nearly identical to the proof in $\left[\mathrm{BCC}^{+} 16\right]$. The tree-finding algorithm in $\left[\mathrm{BCC}^{+} 16\right]$ is an adaptive rejection sampling algorithm which samples at most poly $(\lambda) / \epsilon$ challenges overall from the uniform distribution over $\mathcal{X}$, and outputs a subset of these challenges. They show that all sibling challenges are unique with overwhelming probability by a union bound over the probability of a collision between any pair of challenges sampled by the algorithm. This union bound argument can be extended to any property of challenge pairs that holds with overwhelming probability $1-\operatorname{negl}(\lambda)$ for a randomly sampled pair.

Lemma 6 provides another helpful fact about partial transcripts in the tree returned by the algorithm of Lemma 5. If tr is a partial transcript of the protocol interaction between $\mathcal{A}$ and a verifier on the first $i$ round challenges $\left(x_{1}, \ldots, x_{i}\right)$ and st is the internal state of $\mathcal{A}$ after generating $\operatorname{tr}$, then "running $\mathcal{A}$ on partial transcript tr" means that the internal state of $\mathcal{A}$ is restored to st, and the protocol is continued on uniform random challenges for the remaining rounds. $\mathcal{A}$ "succeeds" on $t r$ if it causes the verifier to accept when it is run on $t r$.

Lemma 6. Fix any $\delta \in[0,1]$. With probability at least $1-\frac{\delta}{\epsilon} \cdot \operatorname{poly}(\lambda)$, every partial transcript $t r$ in the transcript tree output by the algorithm $\mathcal{T}$ in Lemma 5 with adversary $\mathcal{A}$ has the property that $\mathcal{A}$ succeeds on tr with probability at least $\delta$.

This lemma holds because the transcripts that appear in the tree are the result of rejection sampling. In the course of the tree finding algorithm, at most poly $(\lambda) / \epsilon$ partial transcripts are "tested" and the probability a given partial transcript is not rejected is bounded by the probability $\mathcal{A}$ succeeds on it. By a union bound, there is a probability at most poly $(\lambda) \cdot \delta / \epsilon$ that the output tree contains a partial transcript that $\mathcal{A}$ succeeds on it with probability less than $\delta$.
Definition 13 (HVZK for interactive proofs). Let $\operatorname{View}_{\langle\mathcal{P}(x, w), \mathcal{V}(x)\rangle}$ denote the view of the verifier in an interactive protocol described in Definition 12 on common input $x$ and prover witness input $w$. It is a random variable over the randomness of $\mathcal{P}$ and $\mathcal{V}$. The interactive protocol has $\delta$-statistical honest verifier zero-knowledge (HVZK) if there exists a probabilistic polynomial time algorithm $\mathcal{S}$ such that for every $(x, w) \in \mathcal{R}$, the random variable $\mathcal{S}(x)$ is $\delta$-close to the random variable $\operatorname{View}_{\langle\mathcal{P}(x, w), \mathcal{V}(x)\rangle}$. The protocol has perfect HVZK when $\delta=0$.

## A. 4 Hash functions

Definition 14 (Collision-resistant hashing). A hash function family $\mathcal{H}=\left\{H_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ is a collection of functions such that $H_{\lambda}: \mathcal{K}_{\lambda} \times \mathcal{X}_{\lambda} \rightarrow \mathcal{T}_{\lambda}$ where $\left|\mathcal{T}_{\lambda}\right|<\left|\mathcal{X}_{\lambda}\right|$. Let $\mathcal{A}$ denote an algorithm that takes inputs $k \in \mathcal{K}_{\lambda}$ and let $C R[\mathcal{A}, \mathcal{H}](\lambda)$ denote the probability over $k \leftarrow^{\S} \mathcal{K}_{\lambda}$ that $\mathcal{A}$ outputs a pair $(x, y) \in \mathcal{X}_{\lambda}^{2}$ such that $H_{\lambda}(k, x)=H_{\lambda}(k, y)$ and $x \neq y$. $\mathcal{H}$ is a collision-resistant hash function (CRHF) family if $C R[\mathcal{A}, \mathcal{H}](\lambda)$ is a negligible function of $\lambda$ for all $\mathcal{A}$ with runtime polynomial in $\lambda$.

The above definition is asymptotic. As a more concrete way to define collision-resistance, we may say that $H: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{T}$ is a " $\lambda$-bit secure CRHF" if $|\mathcal{T}|<|\mathcal{X}|$ and there is no probabilistic algorithm $\mathcal{A}$ that runs on input $k \stackrel{\leftarrow}{\leftarrow} \mathcal{K}$ and returns a collision $x \neq y$ such that $h(x)=h(y)$ in expected time $2^{\lambda}$ steps. The probability is over the randomness of $h$ and internal randomness of the algorithm. This precludes attacks that always find a collision in less than $2^{\lambda}$ steps, or that find a collision with probability $\epsilon$ in less than $\epsilon \cdot 2^{\lambda}$ steps.

Whenever we informally refer to a hash function $h: \mathcal{X} \rightarrow \mathcal{T}$ as collision-resistant, it is understood that $h$ is sampled from a family of keyed hash functions, i.e. $h:=H_{\lambda}(k, \cdot)$ for $k \leftarrow \mathcal{K}$ and a chosen security level $\lambda \in \mathbb{N}$, where either $\left\{H_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ is a CRHF family as in Definition 14 or a concrete $\lambda$-bit secure CRHF as defined above.

Definition 15 (Universal hashing). A family of keyed hash functions $H: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{T}$ is 2universal if for all $(x, y) \in \mathcal{X}^{2}$ such that $x \neq y$, the probability over $k \leftarrow_{\leftarrow}^{\&} \mathcal{K}$ that $H(k, x)=H(k, y)$ is $\frac{1}{|\mathcal{T}|}$.

The classical Leftover Hash Lemma [HILL99] expresses how a 2 -universal hash family can be used as randomness extractors to obtain an element distributed close to uniform over $\mathcal{T}$ from any non-uniform random variable $X$ over $\mathcal{X}$ that has more than $\log |\mathcal{T}|$ bits of min-entropy. The min-entropy of $X$ is defined as $\mathbb{H}_{\infty}(X):=-\log \max _{x \in \mathcal{X}} \operatorname{Pr}[X=x]$.
Lemma 7 (Leftover Hash Lemma). If $H: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{T}$ is a 2-universal hash family, $X$ is a random variable over $\mathcal{X}, Y:=H(k, X)$ is the random variable over $\mathcal{T}$ for $k \leftarrow \mathcal{K}$, and $U_{\mathcal{T}}$ is the uniform distribution over $\mathcal{T}$, then $S D\left((Y, k),\left(U_{\mathcal{T}}, k\right)\right) \leq \frac{1}{2} \cdot \sqrt{\frac{|\mathcal{T}|}{2^{H} \propto(X)}}$.

## A. 5 Module equations for PCS

The following lemmas are useful for knowledge soundness analysis (i.e., extraction) for protocols involving a PCS. Let $\mathbb{G}$ denote an abelian group We first prove an elementary linear algebraic fact.

Lemma 8. Let $\mathbb{G}$ be a $\mathbb{Z}$-module. Let $p$ be a prime and $\mathbb{F}=\mathbb{Z}_{p}$. Given two vectors $\mathbf{x}, \mathbf{y} \in \mathbb{G}^{n}$ and a system of equations $\mathbf{A x}=\mathbf{y}$ for a matrix $\mathbf{A} \in \mathbb{Z}^{n \times n}$ that is invertible over $\mathbb{F}$, there is an efficient algorithm to derive a diagonal integer matrix $\mathbf{D}$ with diagonal entries all non-zero modulo $p$ and $a$ matrix $\mathbf{L}$ such that $\mathbf{D} \cdot \mathbf{x}=\mathbf{L} \cdot \mathbf{y}$. In particular, $\mathbf{L A}=\mathbf{D}$.

Proof. Since $\operatorname{det}(\mathbf{A}) \neq 0$, the matrix $\mathbf{A}$ is invertible over the rationals $\mathbb{Q}$. Let $\mathbf{A}^{-1}$ denote the inverse of $\mathbf{A}$ over $\mathbb{Q}$ and let $\mathbf{I}$ denote the identity matrix over $\mathbb{Z}$. Set $\mathbf{L}$ to be the matrix obtained by clearing the denominators of $\mathbf{A}^{-1}$, i.e. $\mathbf{L}=x \cdot \mathbf{A}^{-1}$ where $x \neq 0$ is the least common multiple of all denominators of the rational entries of $\mathbf{A}^{-1}$. The matrix $\mathbf{L} \cdot \mathbf{A}=x \cdot \mathbf{A}^{-1} \cdot \mathbf{A}=x \cdot \mathbf{I}$ is a diagonal integer matrix.

The next lemma is a direct result of this fact. Suppose that $\mathbb{G}$ is the abelian group for a PCS.
Lemma 9. Given two vectors of commitments $\mathbf{C}, \mathbf{C}^{*} \in \mathbb{G}^{n}$, a system of equations $\mathbf{A C}=\mathbf{C}^{*}$ for an integer matrix $\mathbf{A} \in \mathbb{Z}^{n \times n}$ that is invertible over $\mathbb{F}_{p}$, and a vector of openings of $\mathbf{C}^{*}$ to a vector of polynomials $\mathbf{f}^{*}=\left(f_{1}^{*}, \ldots, f_{n}^{*}\right) \in\left(\mathbb{F}^{(<d)}[X]\right)^{n}$, there is an efficient algorithm to derive polynomials $\mathbf{f}=\left(f_{1}, \ldots, f_{n}\right) \in\left(\mathbb{F}^{(<d)}[X]\right)^{n}$, integer vector $\mathbf{t} \in \mathbb{Z}^{n}$ such that $t_{i} \neq 0 \bmod p$, and openings for each $t_{i} \cdot \mathbf{C}_{i}$ to the polynomial $t_{i} \cdot f_{i} \bmod p$ such that $\mathbf{A} \cdot \mathbf{f} \equiv \mathbf{f}^{*}(\bmod p)$.

Proof. By Lemma 8, there exists a diagonal matrix $\mathbf{T}$ with integer entries $t_{1}, \ldots, t_{n} \neq 0 \bmod p$ and a matrix $\mathbf{L}$ such that $\mathbf{T} \cdot \mathbf{C}=\mathbf{L} \cdot \mathbf{C}^{*}$ and $\mathbf{L} \cdot \mathbf{A}=\mathbf{T}$. From each linear combination of $\mathbf{C}^{*}$, we use add* to derive an opening of $t_{i} \cdot \mathbf{C}_{i}$ to a polynomial $g_{i}=\left\langle\mathbf{L}_{i}, \mathbf{f}^{*}\right\rangle \in \mathbb{F}[X]$. Let $\mathbf{g}=\left(g_{1}, \ldots, g_{n}\right)$. Finally, solve for the vector of polynomials $\mathbf{f}$ such that $\mathbf{A} \cdot \mathbf{f}=\mathbf{f}^{*}$ by computing $\mathbf{A}^{-1} \bmod p$. Note that $\mathbf{L} \cdot \mathbf{A} \cdot \mathbf{f}=\mathbf{T} \cdot \mathbf{f}=\mathbf{L} \cdot \mathbf{f}^{*}$ where $\mathbf{T}$ is a diagonal matrix with entries $t_{i} \neq 0 \bmod p$. Thus, $t_{i} f_{i}=g_{i}$, for which we have a valid opening of $t_{i} \cdot \mathbf{C}_{i}$.

## A. 6 Additive PCS examples

Bulletproofs The polynomial commitment is a Pedersen hash function over a prime order group $\mathbb{G}_{p}$. The setup parameters includes $d$ randomly sampled generators $g_{0}, \ldots, g_{d-1}$. In additive group notation, the commitment to $f \in \mathbb{F}$ with coefficient vector $\left(f_{0}, \ldots, f_{d-1}\right)$ is $C_{f}:=\sum_{i=0}^{d-1} f_{i-1} \cdot g_{i}$. There is no special opening string. The commitment function is a group homomorphism from $\mathbb{F}^{d} \rightarrow$ $\mathbb{G}_{p}$. The evaluation protocol is based on the inner-product argument of Bootle et. al. [ $\left.\mathrm{BCC}^{+} 16\right]$, improved upon by Bünz et. al. $\left[\mathrm{BBB}^{+} 18\right]$. The PCS evaluation requires opening a linear form, and therefore is slightly simpler than the original version for inner-products (e.g., see [AC20] or our homomorphism pre-image protocol in Section 6). The communication complexity of Eval is $O(\log d)$ group elements and the verification complexity is $O(d)$ group operations. Neither communication nor verification complexity increase when applied to a linear combination of two commitments.

KZG The KZG [KZG10] polynomial commitment uses a triple of groups $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{t}\right)$ that have an efficiently computable non-degenerate bilinear pairing $e: \mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{t}$. The groups have the same prime order $p$ as the field $\mathbb{F}$ over which the polynomials are defined. A trusted setup generates additional public parameters $\left(g, g_{1}, \ldots, g_{d-1}, h, h_{1}\right)$ where $g \in \mathbb{G}_{1}$ and $h \in \mathbb{G}_{2}$ are generators, $s \in \mathbb{F}$ is sampled uniformly, $g_{i}=s^{i} \cdot g$ and $h_{1}=s \cdot h$. The value of $s$ must remain secret. Similar to the Bulletproof PCS, a commitment to a polynomial $f \in \mathbb{F}$ with coefficient vector $\left(f_{0}, \ldots, f_{d-1}\right)$ is $C_{f}:=\sum_{i=0}^{d-1} f_{i-1} \cdot g_{i}$. Note that $C_{f}=g^{f(s)}$. There is no special opening string. The commitment function is a group homomorphism from $\mathbb{F}^{d} \rightarrow \mathbb{G}_{1}$. To prove that $f(z)=y$, the prover simply
outputs a commitment $C_{q}$ to the quotient polynomial $q:=\frac{f-y}{X-z}$. A correctly generated $C_{q}=g^{q(s)}$ will satisfy $e\left(C_{q}, h_{1} \cdot h^{-z}\right)=e\left(g^{q(s)}, h^{s-z}\right)=e\left(g^{f(s)}, h\right)$. The proof is accepted by the verifier if and only if $e\left(C_{f}, h\right)=e\left(C_{q}, h_{1} \cdot h^{-z}\right)$. Neither communication nor verification complexity increase when applied to a linear combination of two commitments.

DARK The DARK [BFS20] polynomial commitment uses a cyclic group of unknown order $\mathbb{G}$ with a generator $g$. If $\mathbb{G}$ can be instantiated without trusted setup (e.g., the class group of a quadratic number field), then the scheme does not require trusted setup. To support commitments to $\mathbb{F}^{(<d)}[X]$, an integer $q$ of size $O(\log d \cdot \log p)$ bits is fixed. A commitment to the integer coefficient vector $\left(f_{0}, \ldots, f_{d-1}\right) \in[0, p)^{d}$ is $C_{f}:=\sum_{i=0}^{d-1} f_{i-1} \cdot q^{i-1} \cdot g$. Equivalently, $C_{f}=f(q) \cdot g$ where $f(q)$ is evaluated over $\mathbb{Z}$. This commitment function is a homomorphism from $\mathbb{Z}^{d} \rightarrow \mathbb{G}$. However, since the commitment is only binding as long as $q>p / 2$, the scheme only supports a bounded number of homomorphic additions of commitments. The evaluation proof is a recursive protocol that has the same flavor as Bulletproofs, but additionally requires the verifier to check an integer bound on the final message sent by the prover. The extracted witness are the integer coefficients of a polynomial $f^{*}$ such that $C_{f}=f^{*}(q) \cdot g$. Due to technicalities of the analysis, the extracted coefficients may have size $p^{O(\log d)}$. This is the reason why $q$ must be substantially larger than $p$.

## A. 7 FRI

Reed-Solomon codes over $\mathbb{F}$ are parametrized by a rate parameter $\rho$ and subset $D \subseteq \mathbb{F}$ of size $n$ and are defined as the set $R S[D, \rho]:=\left\{f(D): f \in \mathbb{F}^{(<\rho n)}[X]\right\}$. The notation $f(D)$ denotes the vector of evaluations of $f$ on all points in $D$ in some canonical order. Two vectors $\mathbf{u}, \mathbf{v} \in \mathbb{F}^{n}$ are considered $\delta$-close if their relative Hamming distance, denoted $\Delta(\mathbf{u}, \mathbf{v})$, is at most $\delta$. (The relative Hamming distance between vectors in $\mathbb{F}^{n}$ is defined as the number of components in which $\mathbf{u}$ and $\mathbf{v}$ are different divided by $n)$. For any $\mathbf{u} \in \mathbb{F}^{n}$ and $\delta \in[0,1]$, let $B_{\delta}(\mathbf{u})$ denote the ball of vectors that are $\delta$-close to $\mathbf{u}$. If $\mathbf{u} \in R S[D, \rho]$, then the unique decoding radius of $\mathbf{u}$ is $\delta_{0}:=\frac{1-\rho}{2}$. This is due to the fact that the evaluations of any two distinct polynomials of degree less than $\rho n$ agree in less than $\rho n$ points of $D$. Equivalently, if $\mathbf{u}, \mathbf{v} \in R S[D, \rho]$ are distinct codewords then $\Delta(\mathbf{u}, \mathbf{v})>1-\rho$. Thus, by the triangle inequality no $\mathbf{w}$ can simultaneously have distance less than or equal to $\frac{1-\rho}{2}$ to both $\mathbf{u}$ and $\mathbf{v}$. Given $\mathbf{w} \in B_{\delta_{0}}(\mathbf{u})$ for $u \in R S[D, \rho]$ with $\delta=\delta_{0}$, the Berlekamp-Welch algorithm can be used to recover $\mathbf{u}$ in time $O\left(n^{3}\right)$. More generally, for $\delta<1-\sqrt{\rho}$, the Guruswami-Sudan algorithm may be used to recover from $\mathbf{w} \in \mathbb{F}^{n}$ all $\mathbf{u} \in R S[D, \rho]$ such that $\Delta(\mathbf{w}, \mathbf{u}) \leq \delta$ in time $O\left(n^{3}\right)$.

Setting $d=\lceil\rho n\rceil$, the FRI protocol requires only $O(\log d)$ oracle queries to locations of a vector in order to prove with overwhelming probability that the vector is in $B_{\delta}(\mathbf{u})$ for some $\mathbf{u} \in R S[D, \rho]$. The value of $\delta$ affects the concrete efficiency (a smaller $\delta$ requires more queries to maintain the same error probability). Equating vectors in $\mathbb{F}^{n}$ with polynomials $\mathbb{F}^{(<n)}[X]$, given an oracle for $f \in \mathbb{F}^{(<n)}[X]$ the FRI protocol with $\delta$ set to the unique decoding radius $\delta_{0}$ proves that $f$ has degree at most $d$. The FRI protocol can also be applied to rational functions implicitly defined by several oracles. For example, if the verifier has oracle access to $f, g, h \in \mathbb{F}^{(<n)}[X]$ then FRI can be used to prove that $\frac{f+g}{h}$ has degree at most $d$.

FRI can be used as the evaluation protocol for a polynomial commitment scheme [VP19, KPV19, BGKS19]. The commitment $\mathrm{C}_{f}$ to $f \in \mathbb{F}^{(<d)}[X]$ is a vector commitment to the codeword $f(D) \in$ $R S[D, \rho]$. An opening is simply an opening of the vector commitment. To open an evaluation of
$\mathrm{C}_{f}$ to $f(z)=y$ for $z \notin D$, the prover runs FRI for the codewords $f(D)$ and $q(D)$ for $q:=\frac{f-y}{X-z}$, simulating oracle access to $f(D)$ and $q(D)$ by opening locations of the vector commitment to $f(D)$. In fact, it suffices to run FRI on a random linear combination of $f(D)$ and $q(D)$. For $z \in D$ the prover runs FRI just on $f(D)$ and opens the appropriate location of the commitment to $f(D)$.

FRI batch evaluation FRI can be applied directly to a linear combination codeword commitments (i.e., virtual codeword commitment) with additive as opposed to multiplicative overhead (see Protocol 8.2 of Aurora [ $\left.\mathrm{BCR}^{+} 19\right]$ ). FRI involves $2 \log d$ codewords in addition to the input codeword and $\kappa$ queries to each codeword, where $\kappa$ is a statistical security parameter. The total number of queries is $2 \kappa \log d+\kappa$, however only $\kappa$ of these queries are made to the input codeword. Thus, the number of queries in FRI applied to a formal linear combination of $\ell$ committed codewords of equal rate is only $\kappa \cdot(\ell-1)$ larger than applying FRI to a single codeword. As a result, the communication/verification complexity of FRI Eval on a linear combination of $\ell$ equal rate commitments is less than a factor $1+\frac{\ell}{2 \log d}$ larger than on a single commitment. Moreover, to simultaneously demonstrate proximity of multiple committed vectors to RS codewords it suffices to run FRI on a random linear combination of the commitments (see Section 8 of Aurora [ $\left.\mathrm{BCR}^{+} 19\right]$ ). This means that $\ell$ commitments may be opened at $\ell$ distinct points with complexity proportional to a single Eval.

FRI linear combination scheme On input commitments $\mathrm{C}_{1}, \ldots, \mathrm{C}_{\ell}$ to RS codewords $f_{i}(\mathcal{D})$ for $i \in[\ell]$, the LinCombine prover computes a fresh FRI PCS commitment $\mathrm{C}_{f}$ to the linearly combined polynomial $f:=\sum_{i} \alpha_{i} f_{i}$ (i.e., a vector commitment to the codeword $f(\mathcal{D})$ ). It also runs the first round of FRI on the virtual commitment $\mathrm{C}:=\mathrm{C}_{f}-\sum_{i=1}^{\ell} \alpha_{i} \cdot \mathrm{C}_{i}$ (i.e., formal linear combination) to show that:

1. C is a commitment to the zero polynomial
2. $\mathrm{C}_{i}$ is a valid polynomial commitment (i.e., close to an RS codeword) for all $i \in[\ell]$

There are various methods to do this. For example, to show that $C$ is a commitment to the zero polynomial it suffices to run the FRI Eval protocol to open an evaluation of $C$ at a random point to the value zero. To show that all $\mathrm{C}_{i}$ are valid commitments for $i \in[\ell]$ it suffices to run the FRI proximity proof on a random linear combination of $C_{i}$. Moreover, these protocols can be batched into a single FRI protocol on virtual codewords derived from C and $\left\{\mathrm{C}_{i}\right\}_{i \in[\ell]}$. The prover's first round message in this protocol contains a new commitment $\mathrm{C}_{f^{\prime}}$ to a codeword for a degree $d / 2$ polynomial $f^{\prime}$ and also openings for queries to C and $\mathrm{C}_{f^{\prime}}$. The verifier checks the first round openings. The remaining FRI protocol rounds (omitted from the aggregation proof) would constitute an RS proximity proof for $\mathrm{C}_{f^{\prime}}$.

The aggregate commitment will be the pair $\left(\mathrm{C}_{f}, \mathrm{C}_{f^{\prime}}\right)$. Technically, to conform to the PCS syntax, we augment $\mathbb{G}$ to allow for pairs of commitments $\left(\mathrm{C}_{f}, \mathrm{C}_{f^{\prime}}\right)$ and Eval at a point $z$ uses the batched FRI protocol to simultaneously open $f(z)$ and prove RS proximity of $\mathrm{C}_{f^{\prime}}$. Thus, running Eval on the aggregation output simultaneously opens an evaluation of $f$ and completes the proof that C is a valid commitment to the zero polynomial and that each $\mathrm{C}_{i}$ was a valid commitment for $i \in[\ell]$. In total, this shows that $\mathrm{C}_{f}$ is a commitment to $f:=\sum_{i} \alpha_{i} f_{i}$ where $\mathrm{C}_{i}$ is a commitment to $f_{i}$ for $i \in[\ell]$ and also opens $f(z)$.

This linear combination scheme has an amortization ratio of $\frac{1}{\ell}+\frac{1}{\Omega(\log d)}$. The verifier complexity is dominated by running the first round of FRI on the virtual commitment $C$, and is thus a factor $\Omega(\log d)$ smaller than the verifier complexity of Eval.

## A. 8 Hiding/ZK PCS Compiler

## A.8.1 Proof of Lemma 2

We recall the statement of the lemma:
The PCS returned by the compiler in Figure 1 is binding, knowledge-sound, and statistically hiding for $m \kappa \geq \lambda+\log |\mathbb{G}|$.

Binding If Verify* accepts distinct openings open ${ }_{1}=\left(\mathbf{r}_{1}, \mathbf{f}_{1}\right)$ and open ${ }_{2}=\left(\mathbf{r}_{2}, \mathbf{f}_{2}\right)$ of $C$ to distinct $f_{1} \neq f_{2}$ then $\mathbf{f}_{1} \not \equiv \mathbf{f}_{2} \bmod p$ yet $\left.\phi\left(\left(\mathbf{A} \cdot \mathbf{r}_{1}, \mathbf{f}_{1}\right)\right)=\phi\left(\mathbf{A} \cdot \mathbf{r}_{2}, \mathbf{f}_{2}\right)\right)$. This contradicts the binding property of the input scheme.

Knowledge soundness An adversary that succeeds with non-negligible probability in the evaluation protocol succeeds with non-negligible probability in the three Eval subprotocols. Hence, the extractor can run the Eval extractors to obtain openings $\left(f\right.$, open $\left.{ }_{f}\right)$ of $\mathrm{C}_{f}$, $\left(f^{\prime}\right.$, open' $)$ of $\mathrm{C}^{\prime}=\mathrm{C}-\mathrm{C}_{r}$ such that $f(z)=y, f^{\prime}(\rho)=\rho^{m} \cdot f(\rho), \operatorname{deg}(f)<D$, and $\operatorname{deg}\left(f^{\prime}\right)<D$. Moreover, there exists at least $D+m$ distinct $\rho_{1}, \ldots, \rho_{D+m}$ such that the adversary would succeed in all three Eval subprotocols with non-negligible probability on each of these evaluation points. By evaluation binding of the PCS, this implies that $f^{\prime}\left(\rho_{i}\right)=\rho_{i}^{m} \cdot f\left(\rho_{i}\right)$ for each $i \in[1, D+m]$. Since $\operatorname{deg}\left(f^{\prime}-X^{m} \cdot f\right)<D+m$ this implies $f^{\prime}=X^{m} \cdot f$ and $\operatorname{deg}(f)<d$. Finally, using the additive property of the PCS the extractor can derive from $\mathbf{r}$ and open' an opening of $C$ to the polynomial with coefficient vector $(\mathbf{r}, \mathbf{f})$.

Hiding Let $q=|\mathbb{G}|$. Let $\phi_{m}: \mathbb{Z}^{m} \rightarrow \mathbb{G}$ be defined as $\phi_{m}(\mathbf{x})=\sum_{i=1}^{m} x_{i} \cdot g_{i}$. It suffices prove that $\mathrm{C}_{r}=\phi(\mathbf{A} \cdot \mathbf{r})$ for $\mathbf{r} \stackrel{\&}{\leftarrow}\left[0,2^{\kappa}\right)^{m}$ has negligible distance to uniform over $\mathbb{G}$. The min-entropy of $\mathbf{r}$ is $m \kappa$. Due to the fact that the PCS is $m$-spanning $\phi_{m}$ is surjective. We will show that $\phi_{m}(\mathbf{A} \cdot \mathbf{r})$ is a good randomness extractor using the Leftover Hash Lemma.

Define the keyed hash family $\mathcal{H}: \mathbb{Z}_{q}^{m \times m} \times \mathbb{Z}^{m} \rightarrow \mathbb{G}$ such that $\mathcal{H}(\mathbf{A}, \mathbf{x})=\phi_{m}(\mathbf{A} \cdot \mathbf{x})$. For uniform $\mathbf{y} \in \mathbb{Z}_{q}^{m}$ the element $\phi_{m}(\mathbf{y})$ is uniformly distributed over $\mathbb{G}$. Moreover, for $\mathbf{A}$ sampled uniformly and $\mathbf{x} \neq 0$ the vector $\mathbf{y}=\mathbf{A} \cdot \mathbf{x} \bmod q$ is uniformly distributed over $\mathbb{Z}_{q}^{m}$. Thus, $\mathcal{H}$ is 2-universal (Definition 15) because for any $\mathbf{x} \neq \mathbf{y}$ and uniformly distributed $\mathbf{A}$ the element $\mathcal{H}(\mathbf{A}, \mathbf{x})-\mathcal{H}(\mathbf{A}, \mathbf{y})$ is uniformly distributed in $\mathbb{G}$ and the probability of a collision is $1 /|\mathbb{G}|$. Let $U_{\mathbb{G}}$ denote an independent random variable from the uniform distribution over $\mathbb{G}$. Since $H_{\infty}(\mathbf{r}) \geq m \kappa$ and $\mathbf{A}$ is independently uniform over $\mathbb{G}$, by the Leftover Hash Lemma (Lemma 7):

$$
S D\left((\mathcal{H}(\mathbf{A}, \mathbf{r}), \mathbf{A}),\left(U_{\mathbb{G}}, \mathbf{A}\right)\right) \leq \frac{1}{2} \sqrt{2^{\log q-m \kappa}}
$$

Thus, for $m \kappa \geq \lambda+\log q$, the distribution of $C_{r}$ has negligible distance at most $2^{-\lambda}$ from uniform over $\mathbb{G}$.

## A.8.2 Proof of Lemma 3 (zk compiler)

We recall the statement of the lemma:
For any $B \in \mathbb{R}$ such that $B \geq p, \operatorname{ZKEval}(B)$ is an honest-verifier statistical zeroknowledge proof for the bounded witness PCS relation $\mathcal{R}_{\text {Eval }}\left(p p, d, B,\|\cdot\|_{\infty}\right)$ when $\kappa>2 \lambda+\log D$. If Eval is knowledge-sound then $\operatorname{ZKEval}(B)$ is also knowledge-sound.
The relation $\mathcal{R}_{\text {Eval }}\left(p p, d, B,\|\cdot\|_{\infty}\right)$, defined in Section 3, contains all commitment/witness pairs ( C , open) $\in \mathcal{R}_{\text {Eval }}(p p, d)$ such that $\|$ open $\|_{\infty} \leq B$, where $\|\cdot\|_{\infty}: \mathbb{R}^{D} \rightarrow \mathbb{R}$ is the standard infinity norm. This is well defined for the PCS returned by the compiler because open $\in \mathbb{Z}^{D}$.

Let $|\mathbb{G}|=q$ (not necessarily known to the simulator). The simulator samples $c^{*} \leftarrow_{\leftarrow}^{\&}\left[0,2^{\lambda}\right.$ ) and $\mathbf{t} \mathscr{\&}_{\leftarrow}^{\&}\left[-2^{\kappa} \cdot B, 2^{\kappa} \cdot B\right]^{D}$. It sets $y_{\beta}:=\beta(z)$ where $\beta=\chi(\boldsymbol{\beta})$ and defines $\mathbf{f}^{*} \in[0, p)^{D}$ such that $\chi\left(\mathbf{f}^{*}\right)=y$ is the constant polynomial $y \in[0, p)$. It sets $\mathbf{s}^{*}:=\boldsymbol{\beta}+c^{*} \cdot \mathbf{f}^{*}$. It sets open ${ }_{s}^{*}:=\mathbf{s}^{*}$ and $\mathrm{C}_{s}^{*}:=\phi\left(\mathbf{s}^{*}\right)$. It also sets $\mathrm{C}_{\beta}:=\mathrm{C}_{s}^{*}-c^{*} \cdot \mathrm{C}_{f}$. It generates a transcript $\pi^{*}$ for Eval with prover input ( $s^{*}$, open ${ }_{s}^{*}$ ) and verifier input ( $\mathrm{C}_{s}^{*}, z, y_{\beta}+c^{*} \cdot y$ ). It outputs the full simulated transcript ( $\mathrm{C}_{\beta}, y_{\beta}, c^{*}, \mathrm{C}_{s}^{*}, \pi^{*}$ ).

We will argue that the tuples real $=\left(\mathrm{C}_{\alpha}, y_{\alpha}, c, \mathbf{s}, s\right)$ and $\operatorname{sim}=\left(\mathrm{C}_{\beta}, y_{\beta}, c^{*}, \mathbf{s}^{*}, s^{*}\right)$ have statistical distance at most $D \cdot 2^{-\kappa+\lambda}$. This implies that the conditional distributions of $\pi \mid$ real and $\pi^{*} \mid$ sim also have statistical distance bounded by $D \cdot 2^{-\kappa+\lambda}$ because these tuples fully determine the inputs to the Eval subprotocol. The values $c^{*}$ and $c$ are sampled identically. The vectors $\boldsymbol{\beta}$ and $\boldsymbol{\alpha}$ are identically distributed, hence $y_{\beta}$ and $y_{\alpha}$ are also identically distributed. Assuming $\|$ open $_{f} \|_{\infty} \leq B$, the random variables $\mathbf{s}^{*}=\boldsymbol{\beta}+c^{*} \cdot \mathbf{f}^{*}$ and $\mathbf{s}=\boldsymbol{\alpha}+c \cdot$ open $_{f}$ each have statistical distance at most $D \cdot 2^{-\kappa+\lambda-1}$ from uniform over $\left[-2^{\kappa} \cdot B, 2^{\kappa} \cdot B\right]^{d}$ (Fact 1 and Fact 2) and therefore at most distance $D \cdot 2^{-\kappa+\lambda}$ from each other by the triangle inequality. Furthermore, $\chi(\boldsymbol{\alpha}+c \cdot \mathbf{f})(z)-y_{\alpha}=c \cdot y$ is identically distributed to $\chi\left(\mathbf{s}^{*}\right)(z)-y_{\beta}=c^{*} \cdot y$. The values $\mathrm{C}_{\alpha}=\phi(\mathbf{s})-c \cdot \mathrm{C}_{f}$ and $\mathrm{C}_{\alpha}^{*}=\phi\left(\mathbf{s}^{*}\right)-c^{*} \cdot \mathrm{C}_{f}$ are identically determined by the other components of the tuple. Similarly, $s=\chi(\mathbf{s})$ and $s^{*}=\chi\left(\mathbf{s}^{*}\right)$ are identically determined.

As for soundness, the extractor $\mathcal{E}$ invokes tree-finding algorithm (Lemma 5) to get two accepting transcripts that share the same first message $\mathrm{C}_{\alpha}, \alpha(z)$ but have distinct challenges $c, c^{\prime}$, which define $\mathrm{C}_{s}, \mathrm{C}_{s}^{\prime}$. $\mathcal{E}$ then invokes $\mathcal{E}_{\text {Eval }}$ for $\left(\mathrm{C}_{s}, z, \alpha(z)\right)$ and $\left(\mathrm{C}_{s}^{\prime}, z, \alpha(z)\right)$ respectively. By Lemma 6 , with high probability the transcript has the property that the adversary succeeds in Eval on both $\left(\mathrm{C}_{\alpha}, c\right)$ and $\left(\mathrm{C}_{\alpha}, c^{\prime}\right)$ with non-negligible probability. In this case, $\mathcal{E}_{\text {Eval }}$ outputs openings of $\mathrm{C}_{s}$ to $s \in \mathbb{F}^{(<d)}[X]$ such that $s(z)=\alpha(z)+c \cdot y$ and of $\mathrm{C}_{s}^{\prime}$ to $s^{\prime} \in \mathbb{F}^{(<d)}[X]$ such that $s^{\prime}(z)=\alpha^{\prime}(z)+c^{\prime} \cdot y$ with overwhelming probability. If it does not succeed this step is repeated up to $\lambda$ times, and the probability none succeeds is negligible.

Let $\mathbf{A} \in \mathbb{Z}^{2 \times 2}$ be the matrix with rows $(1, c)$ and $\left(1, c^{\prime}\right)$, which is invertible over $\mathbb{F}_{p}$ because $c \neq c^{\prime}$. Since $\mathrm{C}_{\alpha}+c \cdot \mathrm{C}_{f}=\mathrm{C}_{s}$ and $\mathrm{C}_{\alpha}+c^{\prime} \cdot \mathrm{C}_{f}=\mathrm{C}_{s}^{\prime}$, by Lemma 9 the extractor can efficiently compute openings of $\mathrm{C}_{\alpha}$ to $\alpha$ and $\mathrm{C}_{f}$ to $f$ such that $\langle\mathbf{A},(\alpha, f)\rangle=\left(s, s^{\prime}\right)^{\top}$. This implies $\alpha(z)+c \cdot f(z)=$ $s(z)=\alpha(z)+c \cdot y \bmod p$, i.e. $f(z)=y \bmod p$.

## A. 9 Batch evaluation protocol

## A.9.1 Proof of Theorem 5

If Eval is knowledge sound, then the protocol in Figure 3 is a proof of knowledge for the relation:

$$
\mathcal{R}_{\text {ZTest }}(p p, d):=\left\{\begin{array}{ll} 
& \mathbf{f}=\left(f_{1}, \ldots, f_{k}\right) \text { s.t. } f_{i} \in \mathbb{F}^{(<d)}[X] \\
\langle(\mathrm{C}, \boldsymbol{\Omega}),(\mathbf{f}, \text { open })\rangle: & \forall i \in[k] \forall \omega \in \Omega_{i} f_{i}(\omega)=0 \\
& \forall i \in[k] \operatorname{Verify}\left(p p, \mathrm{C}_{i}, \text { open }_{i}, f_{i}\right)=1
\end{array}\right\}
$$

Proof. Let $\mathcal{A}$ be an adversary that succeeds in the protocol with non-negligible probability. We define a knowledge extractor $\mathcal{E}$ which will call the knowledge extractor $\mathcal{E}_{\text {Eval }}$ for Eval as a black box.

Step 1: $\mathcal{E}$ runs with an adversary $\mathcal{A}$ and begins by using the tree-finding algorithm of Lemma 5 to generate a tree of $2 k$ accepting transcripts that has the following properties:

1. There are $k$ distinct first-round challenges $\rho_{1} \neq \cdots \neq \rho_{k} \neq 0 \bmod p$
2. For all $i \in[k]$, two transcripts share the first-round challenge $\rho_{i}$ and have distinct secondround challenges $r_{i}$ and $r_{i}^{\prime}$ such that $z\left(r_{i}\right) \neq z\left(r_{i}^{\prime}\right) \neq 0$.
3. Let $\mathbf{V} \in \mathbb{Z}^{k \times k}$ denote the Vandermonde matrix with $j$ th row ( $1, \rho_{j}, \ldots, \rho_{j}^{k-1}$ ) and let $\mathbf{R} \in \mathbb{Z}^{k \times k}$ be the matrix with $(i, j)$ th coordinate $z_{i}\left(r_{j}\right)$. The Hadamard product of these matrices $\mathbf{A}:=\mathbf{V} \circ \mathbf{R}$ is invertible over $\mathbb{F}_{p}$.

We will first show that the property $z(r) \neq z\left(r^{\prime}\right) \neq 0$ holds with overwhelming probability over $r, r^{\prime} \leftarrow \mathbb{F}$. Let $|\Omega|=m>0$. Since $z \neq 0$ for non-empty $\Omega$ and $\operatorname{deg}(z) \leq m$, by the fundamental theorem of algebra the probability that $z(r)=0$ is at most $\frac{m}{|F|}$. Similarly, define the non-zero polynomial $z^{\prime}(X):=z(X)-z(r)$, then $r^{\prime}$ is a root of $z^{\prime}(X)$ with probability at most $\frac{m}{|F|}$. By a union bound $z(r) \neq z\left(r^{\prime}\right) \neq 0$ with probability at least $1-\frac{3 m}{|\mathbb{F}|}$.

Next, we will show that the third property holds with overwhelming probability. By Lemma 10, if every entry of $\mathbf{R}$ is non-zero over $\mathbb{F}_{p}$, then for $\left\{\rho_{j}\right\}$ sampled uniformly and independently the matrix $\mathbf{A}$ is invertible except with probability $\frac{k^{2}}{|F|}$. Moreover, for $\left\{r_{j}\right\}$ sampled uniformly and independently, $z_{i}\left(r_{j}\right) \neq 0 \bmod p$ except with probability $\frac{k}{|F|}$. Thus, $\mathbf{A}$ is invertible for random $\left\{\rho_{j}, r_{j}\right\}$ with overwhelming probability.

Having established these facts, by Lemma 5 there is an algorithm that runs in time poly $(\lambda) / \epsilon$ and with overwhelming probability generates a transcript tree satisfying the three properties above.

Step 2: For $j \in[k]$ let $\mathrm{C}_{j}^{*}:=\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i}\left(r_{j}\right) \cdot \mathrm{C}_{i}$ and let $\mathrm{C}_{q_{j}}$ denote the commitment sent by the prover in the transcript starting with $\rho_{j}$. The next step is to show that there exists a deterministic extraction algorithm that is given the transcript tree from Step 1 and succeeds with non-negligible probability to extract:

- Valid openings of $\mathrm{C}_{1}^{*}, \ldots, \mathrm{C}_{k}^{*}$ to a vector of polynomials $\mathbf{f}^{*}=\left(f_{1}^{*}, \ldots, f_{k}^{*}\right) \in \mathbb{F}^{(<d)}[X]^{k}$
- Valid openings of $\mathrm{C}_{q_{1}}, \ldots, \mathrm{C}_{q_{k}}$ to polynomials $\mathbf{q}=\left(q_{1}, \ldots, q_{k}\right) \in \mathbb{F}[X]^{k}$ such that $f_{i}^{*}\left(r_{i}\right)=$ $q_{i}\left(r_{i}\right) z\left(r_{i}\right)$ for all $i \in[k]$

The success probability of the deterministic extractor will be over the randomness of the transcript tree output. By repeating the transcript tree generation poly $(\lambda)$ times we can amplify the probability of success to $1-\operatorname{negl}(\lambda)$.

We will describe the algorithm to extract $f_{1}^{*}$ and $q_{1}$ such that $f_{1}^{*}\left(r_{1}\right)=q_{1}\left(r_{1}\right) \cdot z\left(r_{1}\right)$; the algorithm will be symmetric for all other $j \in[k]$. Let $\mathrm{C}_{g}:=\mathrm{C}_{1}^{*}-z\left(r_{1}\right) \cdot \mathrm{C}_{q_{1}}$ and $\mathrm{C}_{g^{\prime}}:=\mathrm{C}_{1}^{*}-z\left(r_{1}^{\prime}\right) \cdot \mathrm{C}_{q_{1}}$. Set any non-negligible $\delta<\epsilon / \operatorname{poly}(\lambda)$. By Lemma 6 , with probability at least $1-\frac{\delta}{\epsilon}$ poly $(\lambda)$, if $\mathcal{A}$ is rerun on partial transcripts in the tree it succeeds with probability at least $\delta$. In particular, this means there is an Eval adversary $\mathcal{A}_{\text {Eval }}$ that uses $\mathcal{A}$ to succeed in the evaluation protocol on
public inputs $\left(\mathrm{C}_{g}, r_{1}, 0\right)$ and $\left(\mathrm{C}_{g}, r_{1}^{\prime}, 0\right)$ with probability at least $\delta$. Therefore, with probability $1-\frac{\delta}{\epsilon} \operatorname{poly}(\lambda)$, there exists $\mathcal{E}_{\text {Eval }}$ that runs for time $\operatorname{poly}(\lambda) / \delta$ and with overwhelming probability succeeds in extracting valid openings of $\mathrm{C}_{g}$ and $\mathrm{C}_{g^{\prime}}$ to polynomials $g(X)$ and $g^{\prime}(X)$ such that $g\left(r_{1}\right)=g^{\prime}\left(r_{1}^{\prime}\right)=0$.

Assuming these steps have succeeded, let $\mathbf{M}$ be the $2 \times 2$ integer matrix with columns ( $1,-z\left(r_{1}\right)$ ) and $\left(1,-z\left(r_{1}^{\prime}\right)\right)$ so that $\left(\mathrm{C}_{g}, \mathrm{C}_{g^{\prime}}\right) \cdot \mathbf{M}=\left(\mathrm{C}_{1}^{*}, \mathrm{C}_{q_{1}}\right)$. Applying Lemma 9, the extractor obtains polynomials $f_{1}^{*}, q_{1} \in \mathbb{F}^{(<d)}[X]$ such that $f_{1}^{*}-z\left(r_{1}\right) q_{1}=g \bmod p$ and $f_{1}^{*}-z\left(r_{1}^{\prime}\right) q_{1}=g^{\prime} \bmod p$, integers $t, t^{\prime} \neq 0$, and openings of $t \cdot \mathrm{C}_{1}^{*}$ to $t \cdot f_{1}^{*} \bmod p$ and of $t^{\prime} \cdot \mathrm{C}_{q_{1}}$ to $t^{\prime} \cdot q \bmod p$. These are valid openings of $\mathrm{C}_{1}^{*}$ to $f_{1}^{*}$ and $\mathrm{C}_{q_{1}}$ to $q_{1}$. Moreover, $f_{1}^{*}\left(r_{1}\right)=z\left(r_{1}\right) q\left(r_{1}\right) \bmod p$ and $f\left(r_{1}^{\prime}\right)=z\left(r_{1}^{\prime}\right) q\left(r_{1}^{\prime}\right) \bmod p$.

Step 3: Finally, we show there is an algorithm that takes the information extracted in Step 2 and with overwhelming probability outputs valid openings of $\mathrm{C}_{1}, \ldots, \mathrm{C}_{k}$ to a list of polynomials $f_{1}, \ldots, f_{k} \in \mathbb{F}^{(<d)}[X]$ such that $z$ divides $z_{i} \cdot f_{i}$ for each $i \in[k]$. This implies that $f_{i}\left(\Omega_{i}\right)=0$ for each $i \in[k]$.

Let $\mathbf{C}^{*}=\left(\mathrm{C}_{1}^{*}, \ldots, \mathrm{C}_{k}^{*}\right)$ and $\mathbf{C}=\left(\mathrm{C}_{1}, \ldots, \mathrm{C}_{k}\right)$. We have that $\mathbf{A} \cdot \mathbf{C}=\mathbf{C}^{*}$ for $\mathbf{A}=\mathbf{V} \circ \mathbf{R}$. If $\mathbf{A}$ is invertible, then by Lemma 9 there is an efficient algorithm to compute valid openings of the components of $\mathbf{C}$ to a vector of polynomials $\mathbf{f}=\left(f_{1}, \ldots, f_{k}\right) \in\left(\mathbb{F}^{(<d)}[X]\right)^{k}$ such that $\mathbf{A f}=\mathbf{f}^{*}$. This implies that $\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i}\left(r_{j}\right) f_{i}\left(r_{j}\right)=f_{j}^{*}\left(r_{j}\right)=q_{j}\left(r_{j}\right) \cdot z\left(r_{j}\right)$ for each $j \in[k]$. We can now argue that if $\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i} \cdot f_{i} \neq q_{i} \cdot z$ then this contradicts the binding property of the PCS.

Let $h_{j}:=\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i} \cdot f_{i}-q_{j} \cdot z$. If $h \neq 0$ for $j \in[k]$, then based on Lemma 6 and Lemma 5, there is an efficient algorithm to generate a fresh transcript tree with the same fixed challenges $\rho_{j}$ but fresh subtrees with new challenges $\left\{r_{j}^{\prime}\right\}$ with the property that $h_{j}\left(r_{j}^{\prime}\right) \neq 0$. Repeating the extraction process above, with non-negligible probability this algorithm succeeds in computing openings of each $\mathrm{C}_{q_{j}}$ to a polynomial $q_{j}^{\prime}$ and an opening of each $\mathrm{C}_{i}$ to a polynomial $f_{i}^{\prime}$ such that $\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i}\left(r_{j}^{\prime}\right) f_{i}^{\prime}\left(r_{j}^{\prime}\right)=q_{j}^{\prime}\left(r_{j}\right) \cdot z\left(r_{j}^{\prime}\right)$. Yet, since $h_{j}\left(r_{j}^{\prime}\right) \neq 0$ for all $j$, this implies that either $f_{i}^{\prime} \neq f_{i}$ for some $i \in[k]$, or $q_{j}^{\prime} \neq q_{j}$ for some $j \in[k]$. This would contradict the binding property of the PCS.

We conclude that with overwhelming probability $h_{j}=0$ for all $j \in[k]$. Setting $\mathbf{z}:=\left(z_{1}, \ldots, z_{k}\right)$ so that $\mathbf{z} \circ \mathbf{f}=\left(z_{1} \cdot f_{1}, \ldots, z_{k} \cdot f_{k}\right)$, we have $\mathbf{V} \cdot(\mathbf{z} \circ \mathbf{f})=z \cdot \mathbf{q} \bmod p$. Since $\mathbf{V}$ is invertible, this shows that $\mathbf{z} \circ \mathbf{f}=z \cdot \mathbf{V}^{-1} \mathbf{q}$. Therefore, every $z_{i} \cdot f_{i}$ is a multiple of $z$.

Lemma 10. Let $\mathbf{M}$ be an $n \times n$ matrix over $\mathbb{F}_{p}^{\times}$. Let $\mathbf{V}$ be a random Vandermonde matrix over $\mathbb{F}_{p}$, sampled uniformly and independent of $\mathbf{A}$. Their Hadamard product $\mathbf{V} \circ \mathbf{M}$ is invertible with probability at least $1-\frac{n^{2}}{|\mathbb{F}|}$.

Proof. Let $\mathbf{V}(\mathbf{X})$ denote the Vandermonde matrix over formal variables $X_{1}, \ldots, X_{n}$. Using the Leibnitz formula, $\operatorname{det}(\mathbf{V}(\mathbf{X}))$ is an $n$-variate polynomial, which is an alternating sum of $n$ ! distinct monomials. The determinant of the Hadamard product, $\operatorname{det}(\mathbf{V}(\mathbf{X}) \circ \mathbf{M})$ is also an alternating sum of $n$ ! distinct monomials where the coefficient on each distinct monomial is a distinct summand of the Leibnitz formula for $\operatorname{det}(\mathbf{M})$. All coefficients are non-zero since all entries of $\mathbf{A}$ are nonzero. Therefore, this $n$-variate polynomial is not identically zero. Let $p\left(X_{1}, \ldots, X_{n}\right)$ denote this polynomial, which has total degree less than $n^{2}$. A random Vandermonde matrix $\mathbf{V}$ is a random assignment $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ to the $n$ variables $X_{1}, \ldots, X_{n}$ and thus $\operatorname{det}(\mathbf{V} \circ \mathbf{M})=p\left(x_{1}, \ldots, x_{n}\right)$. By the Schwartz-Zippel lemma, the probability that $p\left(x_{1}, \ldots, x_{n}\right)=0$ is at most $\frac{n^{2}}{|\mathbb{F}|}$.

## A.9.2 Proof of Theorem 6

If Eval is knowledge sound, then the batch evaluation protocol in Figure 6 is a proof of knowledge for the relation $\mathcal{R}_{\text {BatchEval }}(p p, d)$.

Proof. The extractor requires only a one line change to the extractor in the analysis of Theorem 5. Once the extractor obtains an opening for $\mathrm{C}_{j}^{*}$ to $f_{j}^{*} \in \mathbb{F}^{(<d)}[X]$ for each $j \in[k]$ such that

- $\mathrm{C}_{j}^{*}=\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i}\left(r_{j}\right) \cdot\left(\mathrm{C}_{i}-t_{i}\left(r_{j}\right)\right) \cdot \mathrm{C}_{1}$
- $f_{j}^{*}\left(r_{j}\right)=q_{j}\left(r_{j}\right) \cdot z\left(r_{j}\right)$
it derives the commitments $\tilde{\mathrm{C}}_{j}:=\mathrm{C}_{j}^{*}+\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i}\left(r_{j}\right) \cdot t_{i}\left(r_{j}\right) \cdot \mathrm{C}_{1}$ and an opening of each $\tilde{\mathrm{C}}_{j}$ to the polynomial $\tilde{f}:=f^{*}+\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i}\left(r_{j}\right) \cdot t_{i}\left(r_{j}\right)$. Since $\tilde{\mathrm{C}}_{j}=\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i}\left(r_{j}\right) \cdot \mathrm{C}_{i}$, the extractor can proceed in exactly the same way replacing each $\mathrm{C}_{j}^{*}$ with $\tilde{\mathrm{C}}_{j}$. The extractor obtains $f_{1}, \ldots, f_{k}$ such that $\sum_{i=1}^{k-1} \rho_{j}^{i-1} z_{i}\left(r_{j}\right) f_{i}\left(r_{j}\right)=\tilde{f}_{j}\left(r_{j}\right)$. Since $\tilde{f}_{j}=q_{j}\left(r_{j}\right) \cdot z\left(r_{j}\right)+\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i}\left(r_{j}\right) \cdot t_{i}\left(r_{j}\right)$, the remainder of the analysis shows that $\sum_{i=1}^{k} \rho_{j}^{i-1} z_{i} \cdot\left(f_{i}-t_{i}\right)=q_{i} \cdot z$ with overwhelming probability. Finally, this implies that each $z_{i} \cdot\left(f_{i}-t_{i}\right)$ is a multiple of $z$, by inverting the Vandermonde matrix defined by the challenges $\rho_{j}$. In conclusion, $f_{i}\left(\Omega_{i}\right)=t_{i}\left(\Omega_{i}\right)$ for all $i \in[k]$.


## A. 10 Zero knowledge HPI protocol

Lemma 4 stated:
The transformed protocol is an $n \cdot 2^{-\lambda}$-statistical HVZK interactive protocol for relation $\mathcal{R}_{\text {Bounded-HPI }}\left(\phi, \mathbb{G}, 2^{\lambda}\right)$, and a proof of knowledge for relation $\mathcal{R}_{\text {HPI }}^{*}(\phi, \mathbb{G}, p)$.
Proof. The simulator samples an element $\tilde{z}$ of $\mathbb{G}$ by sampling a uniform random vector $\mathbf{z} \leftarrow\left[0,2^{2 \lambda}\right)^{n}$ and setting $\tilde{z} \leftarrow \llbracket \mathbf{z} \rrbracket_{\mathbf{g}}$. It samples $\tilde{c} \leftarrow\left[{ }^{\&}\left[0,2^{\lambda}\right)\right.$. It sets $\tilde{h} \leftarrow \tilde{z}-\tilde{c} \cdot y$. It generates a simulated transcript $\tilde{\pi}$ of the honest protocol for $\mathcal{R}_{\text {HPI }}^{*}$ playing the roles of both prover/verifier on witness $\mathbf{z}$ and verifier input $\tilde{z}$. It outputs the simulated transcript $(\tilde{h}, \tilde{c}, \tilde{z}, \tilde{\pi})$.

The challenges $\tilde{c}$ and $c$ are identically distributed and sampled independently from all other components of the transcripts. If the prover's witness $\mathbf{x}$ is in the bounded set $\left(-2^{\lambda}, 2^{\lambda}\right)^{n}$ then by Fact 1 and Fact 2 the statistical distance between $\mathbf{z}$ and $\mathbf{r}+c \cdot \mathbf{x}$ is at most $n \cdot 2^{-\lambda}$. The distributions of the transcripts $\pi$ and $\tilde{\pi}$ are fully determined by witnesses $\mathbf{r}+c \cdot \mathbf{x}$ and $\mathbf{z}$ respectively, and thus $(\mathbf{z}, \tilde{\pi})$ and $(\mathbf{r}+c \cdot \mathbf{x}, \pi)$ have distance at most $n \cdot 2^{-\lambda}$. Finally, since $\tilde{z}=\phi(\mathbf{z}), h+c \cdot y=\phi(\mathbf{r}+c \cdot \mathbf{x})$, and $\tilde{h}=\tilde{z}-\tilde{c} \cdot y$, it follows that $(\tilde{h}, \tilde{c}, \tilde{z}, \tilde{\pi})$ and $(h, c, h+c \cdot y, \pi)$ have distance at most $n \cdot 2^{-\lambda}$.

As for soundness, the extractor $\mathcal{E}$ invokes the tree-finding algorithm (Lemma 5) to get two accepting transcripts that share the same first message $h$ but have distinct challenges $c, c^{\prime}$, which define $z=h+c \cdot y$ and $z^{\prime}=h+c^{\prime} \cdot y$. By Lemma 6 , with high probability the transcript has the property that the adversary succeeds in the subroutine for $\mathcal{R}_{\text {HPI }}^{*}$ on both partial transcripts with non-negligible probability. In this case, the extractor $\mathcal{E}^{\prime}$ for the $\mathcal{R}_{\text {HPI }}^{*}$ subprotocol outputs witnesses $(t, s) \in \mathbb{Z} \times \mathbb{G}_{1}$ such that $\phi(s)=t \cdot z$ and $\left(t^{\prime}, s^{\prime}\right) \in \mathbb{Z} \times \mathbb{G}_{2}$ such that $\phi\left(s^{\prime}\right)=t^{\prime} \cdot z^{\prime}$, where $t \neq 0 \bmod p$ and $t^{\prime} \neq 0 \bmod p$. If it does not succeed this step is repeated up to $\lambda$ times. The probability none succeed is negligible in $\lambda$.

Let $\mathbf{T} \in \mathbb{Z}^{2 \times 2}$ be the diagonal matrix with entries $t$ and $t^{\prime}$. Let $\mathbf{A} \in \mathbb{Z}^{2 \times 2}$ be the matrix with rows $(1, c)$ and $\left(1, c^{\prime}\right)$ so that $\langle\mathbf{T A},(h, y)\rangle=\left\langle\mathbf{T},\left(z, z^{\prime}\right)\right\rangle$. Since $\operatorname{det}(\mathbf{T})=t \cdot t^{\prime} \neq 0 \bmod p$ and

Figure 6: A protocol for simultaneously proving equality of multiple committed polynomials with multiple public polynomials on distinct sets: $\mathrm{C}_{i}=\operatorname{Commit}\left(p p, f_{i}\right), \Omega_{i}$ is a non-empty subset of $\mathbb{F}$, and $t_{i} \in \mathbb{F}^{(<d)}[X]$ for all $i \in[k]$. The protocol shows that $f_{i}\left(\Omega_{i}\right)=t_{i}\left(\Omega_{i}\right)$. The pair $\left(\mathrm{C}^{(1)}\right.$, open $\left.{ }^{(1)}\right) \leftarrow \operatorname{Commit}(p p, 1)$ is a deterministic commitment to the constant polynomial $f \equiv 1$ that can be publicly derived. The prover's derivation of the opening string open for $\mathrm{C}_{f}$ from $o_{1}, \ldots, o_{k}$, open ${ }_{q}$ and open ${ }^{(1)}$ using add* is not shown.

$\operatorname{det}(\mathbf{A})=c-c^{\prime} \neq 0 \bmod p$, both $\mathbf{T} \cdot \mathbf{A}$ is invertible over $\mathbb{F}$. There is a matrix $\mathbf{L} \in \mathbb{Z}^{2 \times 2}$ such that $\mathbf{L} \cdot \mathbf{T} \cdot \mathbf{A}=\mathbf{D}$ is diagonal with entries $d_{1}, d_{2}$ such that $d_{1} \neq 0 \bmod p$ and $d_{2} \neq 0 \bmod p$. Let $\mathbf{L}_{2}$ denote the second row of $\mathbf{L}$, let $\mathbf{s}:=\left(s, s^{\prime}\right)$, and let $\phi(\mathbf{s}):=\left(\phi(s), \phi\left(s^{\prime}\right)\right)$. The extractor obtains the witness $\left(d_{2},\left\langle\mathbf{L}_{2}, \mathbf{s}\right\rangle\right) \in \mathbb{Z} \times \mathbb{G}_{2}$, which satisfies $d_{2} \cdot y=\left\langle\mathbf{L}_{2} \cdot \mathbf{T},\left(z, z^{\prime}\right)\right\rangle=\left\langle\mathbf{L}_{2}, \phi(\mathbf{s})\right\rangle=\phi\left(\left\langle\mathbf{L}_{2}, \mathbf{s}\right\rangle\right)$.

## A. 11 Halo proof recursion from PCS aggregation

Proof bootstrapping The construction we will describe is based on the recursive proving paradigm of Bitansky et. al. [BCCT13], also known as "proof bootstrapping", combined with a generalization of a technique described in the Halo protocol [BGH19]. A recursive proof system $(S, P, V)$ for a path distributed computation with predicate $F: \mathbb{F}^{\ell_{1}} \times \mathbb{F}^{\ell_{2}} \rightarrow \mathbb{F}^{\ell_{1}}$ (informally) provides the ability to prove the statements $\phi\left(i, z_{0}, z_{i}\right)$ defined recursively, given $\operatorname{loc}_{1}, \ldots$, loc ${ }_{i}$, as:
"there exists $z_{i-1} \in \mathbb{F}^{\ell_{1}}, w_{i} \in \mathbb{F}^{\ell_{2}}$, and a proof $\pi_{i-1}$ such that $F\left(z_{i-1}\right.$, loc $\left._{i}\right)=z_{i}$ and the verification $V\left(\phi\left(i-1, z_{0}, z_{i-1}\right), \pi_{i-1}\right)$ accepts"

Bitansky et. al. showed that starting from a SNARK system that has sublinear time verification
it is possible to build a recursive proof system for path distributed computations, where the size and verification time of proofs, as well as the complexity of generating a proof for the incremental statement $\phi\left(i, z_{0}, z_{i}\right)$ given $w_{i}$ and $\pi_{i-1}$ are all independent of the recursion depth. Recently, Chiesa et. al. [COS20] improved upon this construction for the case of preprocessing SNARKs. A prover can use the recursive proof system to incrementally generate proofs for each step of the path distributed computation and publish only the last proof. This not only achieves a proof size and verification time independent of the depth, but also the prover's space complexity is independent of the depth $t$ and its time complexity is linear in $t$. Bitansky et. al. call this a complexity-preserving SNARK, which was a primary motivation behind their recursive proof system. The system is used to "bootstrap" a normal SNARK (which may have expensive preprocessing, inefficient space complexity proportional to $t$, or a superlinear proving time) into a complexity-preserving one.

The main significance of the construction we will describe, which is based on the Halo protocol, is that we do not even start from an efficiently verifiable SNARK. Rather, we start with a succinct PCS, an efficient aggregation scheme for the PCS, and a Polynomial IOP (PIOP) for general programs (i.e., NP languages). Any PCS that is both succinct and efficient can be combined with any Polynomial IOP (PIOP) to build a SNARK [BFS20, $\mathrm{CHM}^{+} 20$ ], in which case the classical bootstrapping method works. However, in our case, it is ok for the PCS to have inefficient verification as long as it has an efficient aggregation scheme (i.e., with a good amortization ratio). Thus, the construction can be used to "bootstrap" this special class of PIOP-based SNARKs with inefficient verification into complexity-preserving SNARKs with efficient verification. Furthermore, in addition to enabling bootstrapping for a wider class of proof systems, the technique is also a practical improvement on the classical proof recursion method of Bitansky et. al. applied to PIOP-based SNARKs, when the underlying PCS has an efficient aggregation scheme. Based on the results of the prior sections, this includes any additive PCS, and even some non-additive schemes such as the FRI-based PCS.

Proof carrying data A recursive proof system has applications beyond bootstrapping. For example, it can be used inside the path distributed computation itself so that each node receives a proof along with the output of the previous node that attests to the correctness of all prior computations along the distributed path. Each node verifies this proof, performs its local computation, and produces an output along with a proof that it both verified the previous proof and performed the local computation correctly. This is called a proof carrying data (PCD) [CT10, BCCT13] system and generalizes to any DAG distributed computation. PCD systems also generalize incrementally verifiable computation (IVC), proposed by Valiant [Val08], where a machine outputs a proof after each step of computation that attests to the correct history of computation steps.

Private vs public aggregation An important distinction between the needs of proof bootstrapping and IVC versus PCD is that in the former the prover can retain an additional private state that helps it produce the next incremental proof whereas in the latter it cannot. In PCD any additional state must be included as a part of the proof because the next node/prover must be able to produce the next proof. In other words, PCD is sufficient but not necessary for proof bootstrapping, while a bootsrapping system is insufficient for PCD. This is relevant to our generalized Halo protocol: we present two variations of the protocol, one that uses public PCS aggregation and one that uses private PCS aggregation. Public PCS aggregation achieves a smaller communication between nodes of the PCD computation compared with private PCS aggregation. However, in our general con-
structions public aggregation is computationally more expensive than private aggregation. Private aggregation is superior for the purpose of constructing efficient SNARKs or IVC.

Bounded RAM programs A bounded RAM program is specified as a tuple $(P, \ell, m, t)$, where $P$ is a program with a fixed-size read/write memory array of length $\ell$, called the work tape, and $t$ is an upper bound on the maximum number of steps for which $P$ runs any input. The program is modeled as having a separate read-only memory array of length at most $m$ that holds the inputs, called the input tape. In the context of a proof system, the input may be split into $m_{1}$ public inputs $\mathbf{x}$ and $m_{2}$ private inputs $\mathbf{w}$, where $m_{1}+m_{2}=m$. The verifier only receives $\mathbf{x}$ and the prover demonstrates existence/knowledge of $\mathbf{w}$ (also called the witness) such that the RAM program has a specified output (included as part of $\mathbf{x}$ ).

Bounded RAM computational reduction A proof system for bounded RAM programs ( $P, \ell, m, t$ ) that achieves verification time poly $\left(m_{1},|P|, \ell, \log t\right)$ for $m_{1}$ public inputs is sufficient to construct a computationally-sound proof system that achieves verification time poly $\left(m_{1},|P|, \log t\right)$ regardless of the memory bound $\left[\mathrm{BEG}^{+} 91, \mathrm{BCGT13}\right]$. Moreover, it is sufficient if the proof system assumes the bounded RAM program reads sequentially from the witness portion of the input. This construction uses Merkle trees. Any RAM computation $P$ that runs for $t$ steps using $O(t)$ space can be verified by a RAM program $P^{\prime}$, which uses only $O(\log t)$ space and runs for $O(t \log t)$ steps, provided a witness that contains Merkle proofs for the authenticated read/write operations of $P$.

Path distributed computation The iterated function $F: \mathbb{F}^{\ell} \rightarrow \mathbb{F}^{\ell}$ corresponds to a special case of a bounded RAM program that initially copies $\ell$ inputs to its work tape, and iterates for $t$ steps on the work tape, never reading any more inputs. A more general bounded RAM program that reads sequentially from its input tape may be represented as a path distributed computation where each node along the path has $\ell_{1}$ local inputs (coming from the input tape), $\ell_{2}$ inputs that were outputs of the prior node, and $\ell_{2}$ outputs. Each node computes the same function $F: \mathbb{F}^{\ell_{1}+\ell_{2}} \rightarrow \mathbb{F}^{\ell_{2}}$.

Preprocessing arithmetic circuits Theoretically, a proof system with these characteristics for bounded RAM programs making sequential witness reads is also sufficient to construct a preprocessing SNARK for arithmetic circuits. The preprocessing step produces a Merkle tree commitment to the wiring description of the circuit. A satisfying assignment to the circuit wires can be verified by a bounded RAM program that is provided an additional witness containing authenticated descriptions of each gate, which it verifies against the Merkle tree commitment.

Preprocessing SNARKs in the URS Model A preprocessing SNARK in the URS model consists of three algorithms ( $S, P, V$ ). The URS is first sampled uniformly urs $\leftarrow_{\leftarrow}^{\leftarrow}\{0,1\}^{\text {poly }(\lambda)}$. This urs is an implicit input to $S, P$, and $V$, but we will drop it to avoid notational clutter. The setup algorithm $S$ takes as input the description of any circuit $C$ and outputs a verification key $v k_{C}$, a proving key $p k_{C}$. The prover algorithm $P$ receives $p k_{C}, \mathbf{x}$, and $\mathbf{w}$ as input such that $C(\mathbf{x}, \mathbf{w})=1$ and outputs a proof $\pi$. The verification algorithm $V$ receives $v k_{C}, \mathbf{x}$, and $\pi$ as inputs and returns a binary output. There are two security properties, completeness and knowledgesoundness. The system is complete if with overwhelming probability in $\lambda$, over the randomness of the urs and keys returned by $S, P$ will always succeed in creating a valid proof that $V$ will accept when run on valid inputs. The system is knowledge-sound if for any circuit $C$, the non-interactive
proof with the setup procedure that calls $S$ on $C$ is a proof of knowledge (Definition 12) for the relation of pairs ( $\mathbf{x}, \mathbf{w}$ ) accepted by $C$. Technically, a SNARK is only required to be an argument of knowledge, which means that soundness holds only against efficient adversaries. We refer the reader to [COS20, $\left.\mathrm{BCI}^{+} 13\right]$ for formal definitions of preprocessing SNARK completeness and knowledgesoundness properties. Preprocessing SNARKs also have complexity requirements. The algorithms $S, P$, and $V$ are polynomial time. Let $|C|$ denote the length of the description of the circuit $C$ that is an input to $S$, which returns $\left(p k_{C}, v k_{C}\right)$. The size of proofs returned by the prover algorithm $P$ running with $p k_{C}$ must be $o(|C|)$. Some authors also require that the verifier algorithm $V$ running with $v k_{C}$ runs in time $o(|C|)$. However, we will distinguish such systems as efficient preprocessing SNARKs.

Proof recursion with preprocessing SNARKs Formally describing the proof system and a circuit that itself calls the code of the verifier requires care, especially since the setup procedure may need to preprocess the circuit. Proving the statements $\phi\left(i, z_{0}, z_{i}\right)$ for a path distributed computation, which were described informally in the introduction to this section, can be realized via a proof system for the following recursive program defined with respect to an efficient preprocessing SNARK ( $S, P, V$ ) [COS20]:

## Program $R(\mathbf{x}, \mathbf{w})$ :

Public Input: Tuple $\mathbf{x}=\left(v k, i, z_{i}, z_{0}\right)$ where $v k$ is a verification key and $i$ is a counter.
Private Input: Tuple $\mathbf{w}=\left(z_{i-1}, \pi_{i-1}, \mathrm{loc}_{i}\right)$ where $\pi_{i-1}$ is a SNARK proof.
Code: Output 1 if $i=1$ and $z_{1}=F\left(z_{0}, \operatorname{loc}_{1}\right)$, or if $i>1$ and $z_{i}=F\left(z_{i-1}, \operatorname{loc}_{i}\right)$ and $V\left(v k, \mathbf{x}_{i-1}, \pi_{i-1}\right)=1$, where $\mathbf{x}_{i-1}=\left(v k, i-1, z_{i-1}, z_{0}\right)$. Otherwise output 0 .

The recursive proof system $\left(S^{\prime}, P^{\prime}, V^{\prime}\right)$ for $t$ steps ${ }^{10}$ of the path distributed computation $F$ with local inputs ( $\operatorname{loc}_{1}, \ldots$, loc $_{t}$ ) operates as follows. $S^{\prime}$ runs $S$ to preprocess a circuit description of $R(\mathbf{x}, \mathbf{w})$ to generate $\left(p k_{R}, v k_{R}\right)$. The prover $P^{\prime}$ starts by computing $\pi_{0} \leftarrow P\left(p k_{R},\left(v k_{R}, 1, z_{1}, z_{0}\right), \perp\right)$. Then, given a valid proof $\pi_{i-1}$ for the input $\left(v k_{R}, i-1, z_{i-1}\right)$, and local input $\operatorname{loc}_{i}, P$ runs $P\left(p k_{R},\left(v k_{R}, i, z_{i}, z_{0}\right),\left(z_{i-1}, \pi_{i-1}\right.\right.$, loc $\left.\left._{i}\right)\right)$, which outputs a proof $\pi_{i}$. It does this for $i=2, \ldots, t$. To verify the proof $\pi_{t}, V^{\prime}$ runs $V\left(v k_{R},\left(v k_{R}, t, z_{0}, z_{t}\right), \pi_{t}\right)$. In the special case with no local inputs, the proof $\pi_{t}$ attests to $F^{(t)}\left(z_{0}\right)=z_{t}$.

There remains a subtle catch. The circuit description of $R$ requires a circuit description of the programs $F$ and $V$. As the program $V$ accepts arbitrarily large inputs, it cannot be described as a single circuit. Rather, $V$ may be represented as a family of circuits $\left\{V_{N}: N \in \mathbb{N}\right\}$ where $V_{N}$ runs on verification keys for circuits of size as most $N$. (The circuit size bound $N$ also implicitly places an upper bound on the sizes of the verification key, input $\mathbf{x}$, and proof $\pi$ ). Finally, in order to successfully implement the proof recursion method above, $S^{\prime}$ must preprocess a circuit description

[^8]of $R$ using some $V_{N}$ (for sufficiently large $N \in \mathbb{N}$ ) such that the resulting circuit size is smaller than $N$. Otherwise, $V_{N}$ would not accept $v k_{R}$ as input. The size of $R$ is approximately $|F|+\left|V_{N}\right|$ and $|R|<N$ only if $\left|V_{N}\right|<N-|F|$. Since the size of $V_{N}$ is asymptotically $o(N)$, there exists sufficiently large $N$ such that $\left|V_{N}\right|<N-|F|$.

This is captured in the following theorem. ${ }^{11}$ Let $V_{N, \lambda, \ell}$ denote the verification circuit of the proof system $(S, P, V)$ for security parameter $\lambda$, which accepts verification keys for circuits of size at most $N$ and input instances of size at most $\ell$. Given $F: \mathbb{F}^{2 \ell} \rightarrow \mathbb{F}^{\ell}$, define the binary relation $\operatorname{PDC}(F, t)$ over instances $\mathbf{x}=\left(z_{0}, z_{t}\right) \in \mathbb{F}^{2 \ell}$ paired with witnesses $\mathbf{w}=\left(\left(z_{1}, w_{1}\right), \ldots,\left(z_{t-1}, w_{t-1}\right)\right) \in \mathbb{F}^{2 \ell(t-1)}$ satisfying $\forall_{i>0} F\left(z_{i-1}, w_{i}\right)=z_{i}$. Given a preprocessing SNARK $(S, P, V)$ in the URS model, let $\left(S^{\prime}, P^{\prime}, V^{\prime}\right) \leftarrow \mathbb{T}(S, P, V)$ denote the transformed proof system described above.

Theorem 11 ([COS20]). If $(S, P, V)$ is a preprocessing SNARK for binary relations in the URS model then for any function $F: \mathbb{F}^{2 \ell} \rightarrow \mathbb{F}^{\ell}$ and constant $t \in \mathbb{N}$ the proof system $\left(S^{\prime}, P^{\prime}, V^{\prime}\right)=$ $\mathbb{T}(S, P, V)$ is a preprocessing non-interactive argument of knowledge for the binary relation $P D C(F, t)$. If $\left|V_{N, \lambda, \ell}\right|<N^{1-\epsilon} \cdot \operatorname{poly}(\lambda, \ell)$ for some $\epsilon \in(0,1)$, then $S^{\prime}, P^{\prime}$, and $V^{\prime}$ run in time equal to $S, P$, and $V$ respectively on circuits of size $|F|+O\left(\right.$ poly $\left.(\lambda, \ell)^{1 / \epsilon}\right)$ with inputs of size $O(\lambda+\ell)$.

In particular, if the preprocessing SNARK has a polylogarithmic verifier, i.e., $\left|V_{N, \lambda, \ell}\right|<\log ^{c} N$. poly $(\lambda, \ell)$, then for any $\delta>0$ the running times of $S^{\prime}, P^{\prime}$, and $V^{\prime}$ are upper bounded by the running times of $S, P$, and $V$ respectively on circuits of size $|F|+o\left(\operatorname{poly}(\lambda, \ell)^{1+\delta}\right)$ with inputs of size $O(\lambda+\ell)$.

We are now ready to describe how the Halo construction may be generalized to combine any Polynomial IOP (PIOP) with any aggregatable PCS.

There are two essential building blocks to Halo proof recursion. The first building block is a PIOP-based preprocessing $\operatorname{SNARK}(\mathcal{S}, \mathcal{P}, \mathcal{V})$. This SNARK must be succinct, but is not strictly required to have efficient verification as we will see. A PIOP-based preprocessing SNARK compiles a preprocessing PIOP with a non-interactive polynomial commitment scheme $\mathcal{P C S}$. Let $\mathbb{G}$ denote the commitment group of $\mathcal{P C S}$. The SNARK proofs of $(\mathcal{S}, \mathcal{P}, \mathcal{V})$ have the form $(\boldsymbol{\rho}, \pi=(\mathbf{C}, \mathbf{u}, \mathbf{v}, \alpha))$ where $\mathbf{C} \in \mathbb{G}^{k}$ is a vector of polynomial commitments for a PCS scheme with commitment group $\mathbb{G}$ to polynomials $f_{1}, \ldots, f_{k} \in \mathbb{F}^{(<d)}[X], \mathbf{u} \in \mathbb{F}^{k}, \mathbf{v} \in \mathbb{F}^{k}, f_{i}\left(u_{i}\right)=v_{i}$ for all $i \in[k], \rho=\left(\rho_{1}, \ldots, \rho_{k}\right)$ is a vector of non-interactive evaluation proofs for $\mathcal{P C S}$ where $\rho_{i}$ is an evaluation proof opening $C_{i}$ at $u_{i} \in \mathbb{F}$ to $v_{i} \in \mathbb{F}$, and finally $\alpha$ is additional auxiliary content. Moreover, the verifier $\mathcal{V}=\left(\mathcal{V}_{1}, \mathcal{V}_{2}\right)$ running on a public input $\mathbf{x}$, an input polynomial commitment $v k$ called the verification key, and a proof $\pi$ consists of two parts:

1. $\mathcal{V}_{1}(v k, \mathbf{x}, \pi)$ runs in time sublinear in the size of the circuit corresponding to the preprocessed verification key $v k$. It may also run in time linear in the size of the inputs $(v k, \mathbf{x}, \pi)$.
2. $\mathcal{V}_{2}(\boldsymbol{\rho}, \mathbf{C}, \mathbf{u}, \mathbf{v})$ verifies each NI-Eval proof $\rho_{i}$ with $\left(C_{i}, u_{i}, v_{i}\right)$ for each $i \in[k]$.

The second building block is a non-interactive efficient aggregation scheme for $\mathcal{P C S}$ (Definitions $8-9$ ). We will discuss the implications of using a private vs public aggregation scheme later. Given that we require an aggregation scheme, we may actually assume that the proofs of $(\mathcal{S}, \mathcal{P}, \mathcal{V})$ consist of only one NI-Eval at a single point (i.e., $k=1$ ) because otherwise the aggregation scheme can first be applied to achieve this. Letting open $=\left(\right.$ open $_{1}, \ldots$, open $\left._{k}\right)$ denote $\mathcal{P}$ 's opening strings for commitments $\mathbf{C}$, the new prover $\mathcal{P}^{\prime}$ would do the following:

[^9]1. Run $\mathcal{P}$ to get the original proof $(\boldsymbol{\rho}, \pi=(\mathbf{C}, \mathbf{u}, \mathbf{v}, \alpha))$.
2. Run $\left(\left(\right.\right.$ open $\left.\left.^{\prime}, f^{\prime}\right),\left(C^{\prime}, u^{\prime}, v^{\prime}\right), \operatorname{tr}\right) \leftarrow$ NI-Aggregate $(\mathbf{f}$, open, $\mathbf{C}, \mathbf{u}, \mathbf{v})$
3. Compute the aggregate opening $\rho^{\prime} \leftarrow \mathrm{NI}$-Eval $\left(\left(\right.\right.$ open $\left.\left.^{\prime}, f^{\prime}\right),\left(C^{\prime}, u^{\prime}, v^{\prime}\right)\right)$.
4. Modify the SNARK proof by replacing the original commitments/openings with the aggregate commitment $C^{\prime}$ and opening $\rho^{\prime}$, and appending the original commitments, openings, along with the aggregation transcript to the auxiliary string. The new proof is $\left(\rho^{\prime}, \pi^{\prime}\right)$ where $\pi^{\prime}=$ $\left(C^{\prime}, u^{\prime}, v^{\prime}, \alpha^{\prime}\right)$ where $\alpha^{\prime}=(\alpha, \mathbf{C}, \mathbf{u}, \mathbf{v}$, tr $)$.

The new verification algorithm $\mathcal{V}_{1}^{\prime}$ would still run $\mathcal{V}_{1}(v k, \mathbf{x},(\mathbf{C}, \mathbf{u}, \mathbf{v}, \alpha))$ and additionally run the aggregation protocol verification of ( $\left.C^{\prime}, u^{\prime}, v^{\prime}, \operatorname{tr}\right)$. $\mathcal{V}_{2}^{\prime}$ receives ( $\rho^{\prime}, C^{\prime}, u^{\prime}, v^{\prime}$ ) and verifies the single NI-Eval proof $\rho^{\prime}$.

Protocol overview Given these two building blocks, the main idea in Halo is to only include $\mathcal{V}_{1}$, the sublinear component of $\mathcal{V}$, inside the recursion circuit, and to pass the "unverified" polynomial commitment evaluation tuple $(C, \mathrm{pt}) \in \mathbb{G} \times \mathbb{F}^{2}$ as an additional public input to the external verifier. Let us revisit the task of proving the iterated function $F^{(t)}\left(z_{0}\right)=z_{t}$ where $F: \mathbb{F}^{\ell} \rightarrow \mathbb{F}^{\ell}$. Consider first a strawman construction: at each $i$ th step in the recursion chain the prover generates a new proof $\left(\rho_{i}, \pi_{i}\right)=\left(\rho_{i},\left(C_{i}, \mathrm{pt}_{i}, \alpha_{i}\right)\right)$ attesting to the next incremental step of the computation and knowledge of the last recursive proof $\left(\rho_{i-1}, \pi_{i-1}\right)=\left(\rho_{i-1},\left(C_{i-1}, \mathrm{pt}_{i-1}, \alpha_{i-1}\right)\right)$ such that $\mathcal{V}_{1}$ accepts the proof component $\left(C_{i-1}, \mathrm{pt}_{i-1}, \alpha_{i-1}\right)$. This proof alone is not a sound proof of the computation's integrity. However, if the verifier were additionally provided ( $\rho_{i-1}, C_{i-1}, \mathrm{pt}_{i-1}$ ), then it could run $\mathcal{V}_{1}$ verification of $\pi_{i}$ along with the Eval verifications $\mathcal{V}_{2}\left(\rho_{i-1}, C_{i-1}, \mathrm{pt}_{i-1}\right)$ and $\mathcal{V}_{2}\left(\rho_{i}, C_{i}, \mathrm{pt}_{i}\right)$. This would complete verification of the inner proof that is part of the witness and also the incremental step. Moreover, the two required Eval verifications could be combined using the aggregation scheme. Let $\mathrm{pt}_{i}=\left(u_{i}, v_{i}\right)$ for each $i \in \mathbb{N}$, the prover runs:

$$
\text { NI-Aggregate }\left(\left(f_{i-1}, f_{i}\right),\left(\text { open }_{i-1}, \text { open }_{i}\right),\left(C_{i-1}, C_{i}\right),\left(u_{i-1}, u_{i}\right),\left(v_{i-1}, v_{i}\right)\right)
$$

The output to the prover is (open*,$\left.f^{*}\right)$ and the public output is $\left(C^{*}, \mathrm{pt}^{*}, \mathrm{tr}\right)$. If the prover includes $\left(C^{*}, \mathrm{pt}^{*}, \operatorname{tr}\right)$ in its incremental proof and additionally provides an NI -Eval proof $\rho^{*}$ for $\left(C^{*}, \mathrm{pt}^{*}\right)$, then the verifier could check that $V_{1}$ accepts $\left(C_{i}, \mathrm{pt}_{i}, \alpha_{i}\right)$, check that $V_{2}$ accepts ( $\left.\rho^{*}, C^{*}, \mathrm{pt}^{*}\right)$, and run the aggregation verification given tr. This leads to the following strategy. The tuple $\left(C^{*}, \mathrm{pt}^{*}\right)$, which is necessary for completing the verification of the $i$ th computation transition, will be a public input to the proof for the $(i+1)$ st transition. The next proof $\pi_{i+1}$ will also prove (i.e., include as a part of the circuit) the verifier $\mathcal{V}_{\text {agg }}$ of the aggregation step that produces the tuple $\left(C^{*}, \mathrm{pt}^{*}\right)$. The values $\mathrm{tr}, C_{i}, C_{i-1}, \mathrm{pt}_{i}$, and $\mathrm{pt}_{i-1}$ are witnesses. The circuit for $\pi_{i+1}$ also includes the $\mathcal{V}_{1}$ verification of $\left(C_{i}, \mathrm{pt}_{i}, \alpha_{i}\right)$. This requires the prover to save $\left(C_{i-1}, \mathrm{pt}_{i-1}\right)$ as part of the witness in addition to $\pi_{i}$. Likewise, both $\left(C^{*}, \mathrm{pt}^{*}\right)$ and $\pi_{i+1}$ will become part of the witness for the next proof, and so on and so forth.

Efficiency If $\mathcal{V}_{1}$ and $\mathcal{V}_{\text {agg }}$ are together sublinear in the size of circuits preprocessed by $S$, then by Theorem 11 the recursion circuit is well defined. This is guaranteed by the efficiency requirements on $\mathcal{V}_{1}$ and the aggregation scheme so long as the PIOP-based SNARK commits to polynomials of maximum degree linear in the size of the preprocessed circuit. (This is the case in all practical

PIOP constructions as otherwise the prover time is impractical). Moreover, if $\left|\mathcal{V}_{1}\right|+\left|\mathcal{V}_{\text {agg }}\right|$ is polylogarithmic in the size of preprocessed circuit then the recursion circuit has size approximately $|F|+O(\operatorname{poly}(\lambda, \ell))$.

The prover only needs to derive the NI-Eval proof for the last polynomial commitment output at the end of the recursive proof chain. This commitment is a single element in $\mathbb{G}$. The NI-Eval proofs for other intermediate commitments are never actually used. The verifier only needs to check this one final NI-Eval proof for the entire proof recursion, which is for a polynomial of degree proportional to $N=|F|+\left|\mathcal{V}_{1}\right|+\left|\mathcal{V}_{\text {agg }}\right|$. The verifier also runs $\mathcal{V}_{1}$ once on the recursion circuit. Let $S_{\text {agg }}(\lambda, d, k)$ denote the worst case size complexity of the aggregation protocol's output commitment given $k$ input commitments to polynomials of degree $d$ with $\mathcal{P C S}$ security parameter $\lambda$. This is at most the maximum representation size of a single group element in $\mathbb{G}$. In the special case that $\left|\mathcal{V}_{1}\right|+\left|\mathcal{V}_{\text {agg }}\right|$ is poly-logarithmic, the final proof size is polylog $(\lambda,|F|, \ell)+S_{\text {agg }}(\lambda, d, 2)$. For any PCS that has a size-optimal linear combination scheme, there is an aggregation scheme with $S_{\text {agg }}(\lambda, d, k) \leq S_{\text {Eval }}(\lambda, d)$, where $S_{\text {Eval }}(\lambda, d)$ denotes the maximum size of commitments to polynomials of degree $d$ (Theorem 4).

When does Halo help? The generalized Halo technique we have described improves over the standard method of proof recursion, reducing the circuit complexity of the recursive statement, when $\mathcal{V}_{\text {agg }}$ is smaller than $\mathcal{V}_{2}$ (i.e., the NI -Eval verifier). As a special case, in the case that $\mathcal{V}_{2}$ is inefficient (i.e, is not sublinear in the statement size) any efficient aggregation scheme will have this property. In such cases the classical proof recursion method does not work.

Halo without succinct Eval Since the evaluation proofs are not included inside the recursion and only produced in the last step, the protocol still works if $\mathcal{P C S}$ does not have a succinct evaluation protocol. The prover only needs to open the coefficients of one degree $N$ polynomial for the entire proof chain. The final proof size will be both asymptotically and concretely larger than with a succinct PCS, but still proportional to $|F|+O(\operatorname{poly}(\lambda, \ell))$ rather than the depth of the recursion.

Detailed construction In more detail, can rewrite the recursive program $R(\mathbf{x}, \mathbf{w})$ for the pro$\operatorname{gram} F: \mathbb{F}^{2 \ell} \rightarrow \mathbb{F}^{\ell}$ as follows:

## Program $R^{\prime}(\mathbf{x}, \mathbf{w}):$

Public Input: Tuple $\mathbf{x}=\left(v k, i, \operatorname{tr}_{i}, C_{i}^{*}, \mathrm{pt}_{i}^{*}, z_{i}, z_{0}\right)$ where $v k$ is a verification key (a polynomial commitment), $i \in \mathbb{N}$ is a counter, $C_{i}^{*}$ is a polynomial commitment, $\mathrm{pt}_{i}^{*}=\left(u_{i}, v_{i}\right) \in \mathbb{F}^{2}$, and $\operatorname{tr}_{i}$ is a NI-Aggregate transcript. Missing components of $\mathbf{x}$ are allowed and are indicated with $\perp$.

Private Input: Tuple $\mathbf{w}=\left(C_{i-1}^{*}, \mathrm{pt}_{i-1}^{*}, z_{i-1}, \pi_{i-1}\right.$, loc $\left._{i}\right)$ where $\pi_{i-1}=\left(C_{i-1}, \mathrm{pt}_{i-1}, \alpha_{i-1}\right)$ is a SNARK proof, $C_{i-1}^{*}$ is a polynomial commitment, and $\mathrm{pt}_{i-1}^{*} \in \mathbb{F}^{2}$. Missing components of $\mathbf{w}$ are indicated with $\perp$.

Code: Output 1 if:

- $i=1$ and $z_{1}=F\left(z_{0}\right.$, loc $\left._{1}\right)$
- $i=2$ and $z_{2}=F\left(z_{1}, \mathrm{loc}_{2}\right)$ and $\left(C_{2}^{*}, \mathrm{pt}_{2}^{*}\right)=\left(C_{1}, \mathrm{pt}_{1}\right)$, and $V_{1}\left(v k,\left(v k, 1, \perp, \perp, \perp, z_{2}, z_{0}\right),\left(C_{1}, \mathrm{pt}_{1}, \alpha_{1}\right)\right)=1$.
- $i=3$ and $z_{3}=F\left(z_{2}, \mathrm{loc}_{3}\right)$ and $\mathcal{V}_{\mathrm{agg}}\left(\operatorname{tr}_{3}, C_{3}^{*}, \mathrm{pt}_{3}^{*}, C_{2}, \mathrm{pt}_{2}, C_{1}, \mathrm{pt}_{1}\right)=1$, and $V_{1}\left(v k,\left(v k, 2, \perp, C_{1}, \mathrm{pt}_{1}, z_{2}, z_{0}\right),\left(C_{2}, \mathrm{pt}_{2}, \alpha_{2}\right)\right)=1$.
- $i>3$ and $z_{i}=F\left(z_{i-1}, \mathrm{loc}_{i}\right)$ and $V_{1}\left(v k, \mathbf{x}_{i-1}, \pi_{i-1}\right)=1$, where

$$
\mathbf{x}_{i-1}=\left(v k, i-1, \operatorname{tr}_{i-1}, C_{i-1}^{*}, \mathrm{pt}_{i-1}^{*}, z_{i-1}, z_{0}\right), \text { and }
$$

$$
\mathcal{V}_{\mathrm{agg}}\left(\operatorname{tr}_{i}, C_{i}^{*}, \mathrm{pt}_{i}^{*}, C_{i-1}^{*}, \mathrm{pt}_{i-1}^{*}, C_{i-1}, \mathrm{pt}_{i-1}\right)=1
$$

Otherwise output 0 .

The proof system $\left(\mathcal{S}^{\prime}, \mathcal{P}^{\prime}, \mathcal{V}^{\prime}\right)$ operates as follows. $\mathcal{S}^{\prime}$ runs $\mathcal{S}$ to preprocess a circuit description of $R(\mathbf{x}, \mathbf{w})$ and outputs $\left(p k_{R}, v k_{R}\right)$. The prover proceeds according to the following steps:

1. $P^{\prime}$ starts by computing $z_{1} \leftarrow F\left(z_{0}, \mathrm{loc}_{1}\right)$ and $\left(C_{1}, \mathrm{pt}_{1}, \alpha_{1}\right) \leftarrow P\left(p k_{R}, \mathbf{x}_{1}, \mathbf{w}_{1}\right)$ where $\mathbf{x}_{1}=$ $\left(v k_{R}, 1, \perp, \perp, \perp, z_{1}, z_{0}\right)$ and $\mathbf{w}_{1}=\left(\perp, \perp, \perp, \perp, \mathrm{loc}_{1}\right)$. It sets $\pi_{1}:=\left(C_{1}, \mathrm{pt}_{1}, \alpha_{1}\right)$.

Intermediate verification: Given additionally a NI -Eval proof $\rho_{1}$ for $\left(C_{1}, \mathrm{pt}_{1}\right)$, the proof $\pi_{0}$ for the public inputs $\left(z_{1}, z_{0}\right)$ could be verified using $V_{1}\left(v k_{R}, \mathbf{x}_{1}, \pi_{1}\right)$ and $V_{2}\left(\rho_{1}, C_{1}, \mathrm{pt}_{1}\right)$.
2. $P^{\prime}$ computes $z_{2} \leftarrow F\left(z_{1}, \mathrm{loc}_{2}\right)$ and $\left(C_{2}, \mathrm{pt}_{2}, \alpha_{2}\right) \leftarrow P\left(p k_{R}, \mathbf{x}_{2}, \mathbf{w}_{2}\right)$ where $\mathbf{x}_{2}=\left(v k_{R}, 2, \perp, C_{1}, \mathrm{pt}_{1}, z_{2}, z_{0}\right)$ and $\mathbf{w}_{2}=\left(\perp, \perp, z_{1}, \pi_{1}, \mathrm{loc}_{2}\right)$. It sets $\pi_{2}=\left(C_{2}, \mathrm{pt}_{2}, \alpha_{2}\right)$.

Intermediate verification: Given additionally an aggregate NI -Eval tuple $\left(C_{3}^{*}, \mathrm{pt}_{3}^{*}, \rho_{3}^{*}\right)$ and aggregation transcript $\operatorname{tr}_{3}$, the proof $\pi_{2}$ for public inputs ( $C_{1}, r_{1}, z_{2}, z_{0}$ ) may be verified by running $\mathcal{V}_{\mathrm{agg}}\left(\mathrm{tr}, C_{3}^{*}, \mathrm{pt}_{3}^{*}, C_{2}, \mathrm{pt}_{2}, C_{1}, \mathrm{pt}_{1}\right)$, running $V_{1}\left(v k_{R}, \mathbf{x}_{2}, \pi_{2}\right)$, and running $V_{2}\left(\rho_{3}^{*}, C_{3}^{*}, \mathrm{pt}_{3}^{*}\right)$.
3. $\mathcal{P}^{\prime}$ computes the aggregation:

$$
\left(\text { open }_{3}^{*}, f_{3}^{*}, C_{3}^{*}, \mathrm{pt}_{3}^{*}, \operatorname{tr}_{3}\right) \leftarrow \mathrm{NI} \text {-Aggregate }\left(f_{1}, f_{2}, \text { open }_{1}, \text { open }_{2}, C_{1}, C_{2}, u_{1}, u_{2}, v_{1}, v_{2}\right)
$$

where $\mathrm{pt}_{i}=\left(u_{i}, v_{i}\right)$ and open ${ }_{i}$ is an opening of $C_{i}$ to $f_{i}$ such that $f_{i}\left(u_{i}\right)=v_{i}$ for $i \in$ $\{1,2\}$. It also computes $z_{3} \leftarrow F\left(z_{2}, \mathrm{loc}_{3}\right)$ and $\left(C_{3}, \mathrm{pt}_{3}, \alpha_{3}\right) \leftarrow P\left(p k_{R}, \mathbf{x}_{3}, \mathbf{w}_{3}\right)$ where $\mathbf{x}_{3}=$ $\left(v k_{R}, 3, C_{3}^{*}, r_{3}^{*}, z_{3}, z_{0}\right)$ and $\left.\mathbf{w}_{3}=\left(C_{1}, \mathrm{pt}_{1}, z_{2}, \pi_{2}, \mathrm{loc}_{3}\right)\right)$. It sets $\pi_{3}:=\left(C_{3}, \mathrm{pt}_{3}, \alpha_{3}\right)$.

Intermediate verification: Given $\left(C_{4}^{*}, \mathrm{pt}_{4}^{*}, \rho_{4}^{*}, \mathrm{tr}_{4}\right)$, the verifier checks the proof $\pi_{3}$ for public inputs $\left(C_{3}^{*}, \mathrm{pt}_{3}^{*}, z_{3}, z_{0}\right)$ by running $\mathcal{V}_{\mathrm{agg}}\left(\operatorname{tr}_{4}, C_{4}^{*}, \mathrm{pt}_{4}^{*}, C_{3}^{*}, \mathrm{pt}_{3}^{*}, C_{3}, \mathrm{pt}_{3}\right)$, running $V_{1}\left(v k_{R}, \mathrm{x}_{3}, \pi_{3}\right)$, and running $V_{2}\left(\rho_{4}^{*}, C_{4}^{*}, \mathrm{pt}_{4}^{*}\right)$.
4. For $i \geq 4$ : given $\pi_{i-1}=\left(C_{i-1}, r_{i-1}, \alpha_{i-1}\right)$ for the public input $\left(v k_{R}, i-1, C_{i-1}^{*}, \mathrm{pt}_{i-1}^{*}, z_{i-1}, z_{0}\right)$, $\mathcal{P}^{\prime}$ computes:

$$
\left(\operatorname{open}_{i}^{*}, f_{i}^{*}, C_{i}^{*}, \operatorname{pt}_{i}^{*}, \operatorname{tr}_{i}\right) \leftarrow \operatorname{NI}-\operatorname{Aggregate}\left(f_{i-1}^{*}, f_{i-1}, \operatorname{open}_{i-1}^{*}, \text { open }_{i-1}, C_{i-1}^{*}, C_{i}, u_{i-1}^{*}, u_{i}, v_{i-1}^{*}, v_{i}\right)
$$

where $\mathrm{pt}_{i}=\left(u_{i}, v_{i}\right)$ and open ${ }_{i}$ is an opening of $C_{i}$ to $f_{i}$ such that $f_{i}\left(u_{i}\right)=v_{i}$. It also computes $z_{i}=F\left(z_{i-1}, \mathrm{loc}_{i}\right)$ and $\pi_{i} \leftarrow P\left(p k_{R}, \mathbf{x}_{i}, \mathbf{w}_{i}\right)$ where $\mathbf{x}_{i}=\left(v k_{R}, i, C_{i}^{*}, \mathrm{pt}_{i}^{*}, z_{i}, z_{0}\right)$ and $\mathbf{w}_{i}=\left(C_{i-1}^{*}, \mathrm{pt}_{i-1}^{*}, z_{i-1}, \pi_{i-1}, \operatorname{loc}_{i}\right)$.

Intermediate verification: Given $\left(C_{i+1}^{*}, \mathrm{pt}_{i+1}^{*}, \rho_{i+1}^{*}, \mathrm{tr}_{i+1}\right)$, the verifier checks the proof $\pi_{i}$ with public inputs $\left(C_{i}^{*}, \mathrm{pt}_{i}^{*}, z_{i}, z_{0}\right)$ by running $\mathcal{V}_{\mathrm{agg}}\left(\operatorname{tr}_{i+1}, C_{i+1}^{*}, \mathrm{pt}_{i+1}^{*}, C_{i}^{*}, \mathrm{pt}_{i}^{*}, C_{i}, \mathrm{pt}_{i}\right)$, running $\mathcal{V}_{1}\left(v k_{R}, x_{i}, \pi_{i}\right)$ and $\mathcal{V}_{2}\left(\rho_{i+1}^{*}, C_{i+1}^{*}, \mathrm{pt}_{i+1}^{*}\right)$.
5. Final proof: $P$ outputs both $\pi_{t}=\left(C_{t}, \mathrm{pt}_{t}, \alpha_{t}\right)$ and $\left(C_{t}^{*}, \mathrm{pt}_{t}^{*}\right)$ along with a batch evaluation proof for both $C_{t}$ and $C_{t}^{*}$, i.e. a NI-Eval proof $\rho_{t+1}^{*}$ for the aggregate tuple:

$$
\left(\operatorname{open}_{t+1}^{*}, f_{t+1}^{*}, C_{t+1}^{*}, \mathrm{pt}_{t+1}^{*}, \operatorname{tr}_{t+1}\right) \leftarrow \operatorname{NI}-\operatorname{Aggregate}\left(f_{t}^{*}, f_{t}, \text { open }_{t}^{*}, \text { open }_{t}, C_{t}^{*}, C_{i}, u_{t}^{*}, u_{t}, v_{t}^{*}, v_{t}\right)
$$

Final verification: Run $\mathcal{V}_{1}\left(v k_{R}, \mathbf{x}_{t}, \pi_{t}\right)$, run $\mathcal{V}_{\mathrm{agg}}\left(\operatorname{tr}_{t+1}, C_{t+1}^{*}, \mathrm{pt}_{t+1}^{*}, C_{t}^{*}, \mathrm{pt}_{t}^{*}, C_{t}, \mathrm{pt}_{t}\right)$, and lastly run $\mathcal{V}_{2}\left(\rho_{t+1}^{*}, C_{t+1}^{*}, \mathrm{pt}_{t+1}^{*}\right)$.

Stateless Halo for Proof Carrying Data In the original Halo protocol the prover was stateless. In other words, the prover could output the proof $\pi_{i}$ for $i<t$, and another prover could produce $\pi_{i+1}$ without knowing anything about the first prover's internal state. This property is not critical when applying this protocol to obtain SNARKs for bounded RAM programs. However, this property is critical for PCD and its many applications.

The simplest solution is to include the prover's private state as part of the proof. This consists of two polynomial commitment openings. Specifically, the prover for the $i$ th incremental statement receives the proof $\pi_{i-1}=\left(C_{i-1}, \mathrm{pt}_{i-1}, \alpha_{i-1}\right)$, the values $\left(C_{i-1}^{*}, \mathrm{pt}_{i-1}^{*}, z_{i-1}, \mathrm{loc}_{i}\right)$, and additionally the previously private polynomials and opening strings ( $f_{i-1}^{*}, f_{i-1}$, open $_{i-1}^{*}$, open $_{i-1}$ ) for the commitments $C_{i-1}^{*}$ and $C_{i-1}$ respectively.

The proof sizes are now linear in the predicate $F$, but still independent of the computation depth. This achieves the same proof size as implementing Halo without a succinct PCS (i.e., a PCS with succinct commitments but linear size evaluation proofs). In fact, there is little benefit to using a PCS with a sublinear evaluation proof when employing this trivial method for stateless proving. An PCS with an efficient aggregation protocol would suffice (e.g., using any homomorphic hash function).

However, there is a more efficient method of achieving stateless proving, which uses a public aggregation scheme instead of a private aggregation scheme.

Public aggregation method Recall (from Theorem 7) that if the PCS is additively succinct then its private aggregation scheme can be efficiently compiled into a public aggregation scheme with
only a small additive overhead, logarithmic in the maximum degree of the committed polynomials. This includes all the additive schemes in Section 3.2, but excludes FRI.

Replacing the private non-interactive aggregation scheme with a public non-interactive aggregation scheme in the protocol described above is straightforward. The main difference is that the public aggregation algorithm requires as input NI-Eval proofs instead of commitment openings. Instead of running the private aggregation algorithm, which requires $\left(f_{i-1}^{*}, f_{i-1}\right.$, open $_{i-1}^{*}$, open $\left._{i-1}\right)$, at each step $i \in \mathbb{N}$ the $i$ th prover runs the public aggregation algorithm:

$$
\left(\operatorname{open}_{i}^{*}, f_{i}^{*}, C_{i}^{*}, \mathrm{pt}_{i}^{*}, \operatorname{tr}_{i}\right) \leftarrow \operatorname{NI}-\operatorname{Aggregate}\left(C_{i-1}^{*}, C_{i}, u_{i-1}^{*}, u_{i}, v_{i-1}^{*}, v_{i}, \rho_{i-1}^{*}, \rho_{i}\right)
$$

where $\rho_{i-1}^{*}$ is an NI-Eval proof for the tuple $\left(C_{i-1}^{*}, u_{i-1}^{*}, v_{i-1}^{*}\right)$ and $\rho_{i-1}$ is an NI-Eval proof for the tuple ( $C_{i-1}, u_{i-1}, v_{i-1}$ ). The value $\rho_{i-1}$ is already part of $\pi_{i-1}$ and $\rho_{i-1}^{*}$ is included in the output of the $i-1$ st prover. The $i$ th prover uses $\left(\operatorname{open}_{i}^{*}, f_{i}^{*}\right)$ to produce the evaluation proof $\rho_{i}^{*}$ for $\left(C_{i}^{*}, \mathrm{pt}_{i}^{*}\right)$. The public output of the $i$ th prover is $\left(\rho_{i}^{*}, C_{i}^{*}, \mathrm{pt}_{i}^{*}, z_{i}, \pi_{i}\right)$. Crucially, the prover does not need to include $\left(\operatorname{open}_{i}^{*}, f_{i}^{*}\right)$ as part of the public output.

## $B$ Our results for the KZG scheme and applications to pairingbased SNARKs

In this section, we focus on batch evaluation for the original PCS of Kate, Zaverucha and Goldberg [KZG10] and its implications for the PLONK zk-SNARK [GWC19]. [KZG10] presented a pairingbased scheme where an opening proof $\pi$ consists of a single $\mathbb{G}_{1}$ group element.

Related previous results [MBKM19], who introduced the use of [KZG10] for universal and updatable SNARKs, modified the PCS of [KZG10] in the random oracle model, so that a single $\mathbb{G}_{1}$ element can be an opening proof for several polynomials at the same point $z \in \mathbb{F}$. [Gab19, $\mathrm{CHM}^{+}$20, GWC19] followed and used similar single-point multi-polynomial batching protocols.
[KZG10] give in their paper a less known version of their scheme allowing for a one $\mathbb{G}_{1}$ element opening proof for one polynomial at several evaluation points.

For the case of multiple polynomials and evaluation points, $\left[\mathrm{CHM}^{+} 20, \mathrm{GWC19}\right]$ use randomized techniques for batching pairing equations to improve verification efficiency; however opening proof size and prover computation still grow linearly with the number of distinct points.

Our results In this section, we give two extensions of KZG for multiple evaluation points and polynomials.

- In our first scheme the opening proof is only a single $\mathbb{G}_{1}$ element, but verifier operations are considerably heavier than previous variants of [KZG10] when the number of distinct evaluation points is large (cf. Lemma 16).
- In our second scheme the opening proof is two $\mathbb{G}_{1}$ elements, and the verifier complexity is somewhat better than previous multipoint variants of [KZG10] (cf. Lemma 17). This scheme is simply the instantiation for KZG of our private aggregation for any additive PCS; however, we give a simplified proof for this instance using the algebraic group model of [FKL18] (which is needed in any case to prove the basic PCS of [KZG10] is secure).

We compare the performance of our PCS to a more straightforward batched version of the [KZG10] scheme as in [GWC19]. For simplicity, we look at the restricted case where we want to open $t$ polynomials all with the same degree bound $n$, each at one distinct point. See Lemma 16 and 17 for the more detailed efficiency properties in the general case (where each polynomial is opened at a subset of points, and the subsets may repeat).

Table 1: Comparison of opening complexity for $t$ polynomials on $t$ distinct points. In prover/verifier work columns $\mathbb{G}_{i}$ means scalar multiplication in $\mathbb{G}_{i}, \mathbb{F}$ means addition or multiplication in $\mathbb{F}$, and $\mathbf{P}$ means pairing.

|  | SRS size | prover work | proof <br> length | verifier work |
| :--- | :--- | :--- | :--- | :--- |
| KZG as in [GWC19] | $n \mathbb{G}_{1}, 2 \mathbb{G}_{2}$ | $t \cdot n \mathbb{G}_{1}, O(t \cdot n \log n) \mathbb{F}$ | $t \mathbb{G}_{1}$ | $3 t-2 \mathbb{G}_{1}, 2$ P |
| This work, ver. 1 | $n \mathbb{G}_{1}, t+1 \mathbb{G}_{2}$ | $n \mathbb{G}_{1}, O(t \cdot n+n \log n) \mathbb{F}$ | $1 \mathbb{G}_{1}$ | $t-1 \mathbb{G}_{1}, t^{2} \mathbb{G}_{2}, t+1 \mathbf{P}$ |
| This work, ver. 2 | $n \mathbb{G}_{1}, 2 \mathbb{G}_{2}$ | $2 n \mathbb{G}_{1}, O(t \cdot n+n \log n) \mathbb{F}$ | $2 \mathbb{G}_{1}$ | $t+3 \mathbb{G}_{1}, 2$ P |

Application to PLONK: The PLONK proving system [GWC19] allows generating proofs of knowledge for assignments to fan-in two arithmetic circuits with a universal and updatable SRS (see the paragraph on this topic in Section B.1.1). Most of the prover computation involves committing to several polynomials and opening them at two distinct evaluation points. Plugging in our first PCS to PLONK allows saving in proof length and prover work related to the opening proof of the second evaluation point (we do not give full details, but all that is needed is repreating the transformation of Lemma 4.7 in [GWC19] using the PCS of Lemma 16 instead of the PCS used there to obtain the new result).

We compare the PLONK scheme when using the [KZG10]-based PCS in [GWC19] and the first PCS of this paper in Table 2. As in [GWC19] we present two versions of PLONK where one optimizes fast proving, and the other small proof length.

Table 2: Comparison of PLONK efficiency for fan-in two circuit with $n$ gates.

|  | SRS size | prover <br> group exponentations | proof <br> length | verifier work |
| :--- | :--- | :--- | :--- | :--- |
| [GWC19] (fast) | $n \mathbb{G}_{1}, 2 \mathbb{G}_{2}$ | $9 n \mathbb{G}_{1} \exp$ | $9 \mathbb{G}_{1}, 7 \mathbb{F}$ | $18 \mathbb{G}_{1}, 2$ P |
| This work (fast) | $n \mathbb{G}_{1}, 3 \mathbb{G}_{2}$ | $8 n \mathbb{G}_{1} \exp$ | $8 \mathbb{G}_{1} 7 \mathbb{F}$ | $18 \mathbb{G}_{1}, 4 \mathbb{G}_{2}, 3$ P |
| [GWC19] (small) | $3 n \mathbb{G}_{1}, 2 \mathbb{G}_{2}$ | $11 n \mathbb{G}_{1} \exp$ | $7 \mathbb{G}_{1}, 7 \mathbb{F}$ | $16 \mathbb{G}_{1}, 2 \mathbf{P}$ |
| This work (small) | $3 n \mathbb{G}_{1}, 3 \mathbb{G}_{2}$ | $10 n \mathbb{G}_{1} \exp$ | $6 \mathbb{G}_{1} 7 \mathbb{F}$ | $16 \mathbb{G}_{1}, 4 \mathbb{G}_{2}, 3 \mathbf{P}$ |

SHPLONK? Our second PCS does not give interesting tradeoffs for PLONK as two evaluation points are not enough for its advantages to "kick in". However, in a scenario where constraints between more than two evaluation points are used, e.g. [Dra], the advantages of both of our new schemes will become more prominent. Thus, the PCS of this paper encourage designing constraint systems using multiple SHifts and Permutations over Largange bases for Oecumenical Noninteractive arguments of Knowledge.

## B. 1 Additonal Preliminaries

We introduce additional terminology and material convenient for our analysis in the algebraic group model.

## B.1.1 Terminology and conventions

We assume our field $\mathbb{F}$ is of prime order. We denote by $\mathbb{F}_{<d}[X]$ the set of univariate polynomials over $\mathbb{F}$ of degree smaller than d. In expressions involving both polynomials and constants, we will write $f(X)$ instead of $f$ for to help distinguish the two; but in contexts where it is clear $f$ is a polynomial, we will simply write $f$ for brevity.

We assume all algorithms described receive as an implicit parameter the security parameter $\lambda$.
Whenever we use the term "efficient", we mean an algorithm running in time poly ( $\lambda$ ). Furthermore, we assume an "object generator" $\mathcal{O}$ that is run with input $\lambda$ before all protocols, and returns all fields and groups used. Specifically, in our protocol $\mathcal{O}(\lambda)=\left(\mathbb{F}, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{t}, e, g_{1}, g_{2}, g_{t}\right)$ where

- $\mathbb{F}$ is a prime field of super-polynomial size $r=\lambda^{\omega(1)}$.
- $\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{t}$ are all groups of size $r$, and $e$ is an efficiently computable non-degenerate pairing $e: \mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{t}$.
- $g_{1}, g_{2}$ are uniformly chosen generators such that $e\left(g_{1}, g_{2}\right)=g_{t}$.

We usually let the $\lambda$ parameter be implicit, i.e. write $\mathbb{F}$ instead of $\mathbb{F}(\lambda)$. We write $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ additively. We use the notations $[x]_{1}:=x \cdot g_{1}$ and $[x]_{2}:=x \cdot g_{2}$.

We often denote by $[n]$ the integers $\{1, \ldots, n\}$. We use the acronym e.w.p for "except with probability"; i.e. e.w.p $\gamma$ means with probability at least $1-\gamma$.

Universal SRS-based public-coin protocols We describe public-coin (meaning the verifier messages are uniformly chosen) interactive protocols between a prover and verifier; when deriving results for non-interactive protocols, we implicitly assume we can get a proof length equal to the total communication of the prover, using the Fiat-Shamir transform/a random oracle. Using this reduction between interactive and non-interactive protocols, we can refer to the "proof length" of an interactive protocol.

We allow our protocols to have access to a structured reference string (SRS) that can be derived in deterministic poly $(\lambda)$-time from an "SRS of monomials" of the form $\left\{\left[x^{i}\right]_{1}\right\}_{a \leq i \leq b},\left\{\left[x^{i}\right]_{2}\right\}_{c \leq i \leq d}$, for uniform $x \in \mathbb{F}$, and some integers $a, b, c, d$ with absolute value bounded by poly $(\lambda)$. It then follows from Bowe et al. [BGM17] that the required SRS can be derived in a universal and updatable setup $\left[\mathrm{GKM}^{+} 18\right]$ requiring only one honest participant; in the sense that an adversary controlling all but one of the participants in the setup does not gain more than a negl $(\lambda)$ advantage in its probability of producing a proof of any statement.

For notational simplicity, we sometimes use the SRS srs as an implicit parameter in protocols, and do not explicitly write it.

## B.1.2 Analysis in the AGM model

For security analysis we will use the Algebraic Group Model of Fuchsbauer, Kiltz and Loss [FKL18]. In our protocols, by an algebraic adversary $\mathcal{A}$ in an SRS-based protocol we mean a poly $(\lambda)$-time algorithm which satisfies the following.

- For $i \in\{1,2\}$, whenever $\mathcal{A}$ outputs an element $A \in \mathbb{G}_{i}$, it also outputs a vector $v$ over $\mathbb{F}$ such that $A=<v, \mathrm{srs}_{\mathrm{i}}>$.

Idealized verifier checks for algebraic adversaries We introduce some terminology to capture the advantage of analysis in the AGM.

First we say our srs has degree $Q$ if all elements of srs ${ }_{i}$ are of the form $[f(x)]_{i}$ for $f \in \mathbb{F}_{<Q}[X]$ and uniform $x \in \mathbb{F}$. In the following discussion let us assume we are executing a protocol with a degree $Q$ SRS, and denote by $f_{i, j}$ the corresponding polynomial for the $j$ 'th element of srs ${ }_{i}$.

Denote by $a, b$ the vectors of $\mathbb{F}$-elements whose encodings in $\mathbb{G}_{1}, \mathbb{G}_{2}$ an algebraic adversary $\mathcal{A}$ outputs during a protocol execution; e.g., the $j^{\prime}$ th $\mathbb{G}_{1}$ element output by $\mathcal{A}$ is $\left[a_{j}\right]_{1}$.

By a "real pairing check" we mean a check of the form

$$
\left(a \cdot T_{1}\right) \cdot\left(T_{2} \cdot b\right)=0
$$

for some matrices $T_{1}, T_{2}$ over $\mathbb{F}$. Note that such a check can indeed be done efficiently given the encoded elements and the pairing function $e: \mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{t}$.

Given such a "real pairing check", and the adversary $\mathcal{A}$ and protocol execution during which the elements were output, define the corresponding "ideal check" as follows. Since $\mathcal{A}$ is algebraic when he outputs $\left[a_{j}\right]_{i}$ he also outputs a vector $v$ such that, from linearity, $a_{j}=\sum v_{\ell} f_{i, \ell}(x)=R_{i, j}(x)$ for $R_{i, j}(X):=\sum v_{\ell} f_{i, \ell}(X)$. Denote, for $i \in\{1,2\}$ the vector of polynomials $R_{i}=\left(R_{i, j}\right)_{j}$. The corresponding ideal check, checks as a polynomial identity whether

$$
\left(R_{1} \cdot T_{1}\right) \cdot\left(T_{2} \cdot R_{2}\right) \equiv 0
$$

The following lemma is inspired by [FKL18]'s analysis of [Gro16b], and tells us that for soundness analysis against algebraic adversaries it suffices to look at ideal checks. Before stating the lemma we define the $Q$-DLOG assumption similarly to [FKL18].

Definition 11. Fix an integer $Q$. The $Q$-DLOG assumption for $\left(\mathbb{G}_{1}, \mathbb{G}_{2}\right)$ states that given

$$
[1]_{1},[x]_{1}, \ldots,\left[x^{Q}\right]_{1},[1]_{2},[x]_{2}, \ldots,\left[x^{Q}\right]_{2}
$$

for uniformly chosen $x \in \mathbb{F}$, the probability of an efficient $\mathcal{A}$ outputting $x$ is $\operatorname{negl}(\lambda)$.
The following lemma is proved in [GWC19]-based on the arguments of [FKL18].
Lemma 12. Assume the $Q$-DLOG for $\left(\mathbb{G}_{1}, \mathbb{G}_{2}\right)$. Given an algebraic adversary $\mathcal{A}$ participating in a protocol with a degree $Q$ SRS, the probability of any real pairing check passing is larger by at most an additive $\operatorname{negl}(\lambda)$ factor than the probability the corresponding ideal check holds.

Knowlege soundness in the Algebraic Group Model We say a protocol $\mathscr{P}$ between a prover $\mathbf{P}$ and verifier $\mathbf{V}$ for a relation $\mathcal{R}$ has Knowledge Soundness in the Algebraic Group Model if there exists an efficient $E$ such that the probability of any algebraic adversary $\mathcal{A}$ winning the following game is negl $(\lambda)$.

1. $\mathcal{A}$ chooses input x and plays the role of $\mathbf{P}$ in $\mathscr{P}$ with input x .
2. $E$ given access to all of $\mathcal{A}$ 's messages during the protocol (including the coefficients of the linear combinations) outputs $\omega$.
3. $\mathcal{A}$ wins if
(a) $\mathbf{V}$ outputs acc at the end of the protocol, and
(b) $(x, \omega) \notin \mathcal{R}$.

## B.1.3 Polynomial commitment schemes in the algebraic group model

For a simple presentation of our schemes in the context of KZG, it will be convenient to define polynomial commitment schemes similarly to [GWC19]. Specifically

- We define the open procedure analogously to the Eval procedure from the definition in Section 2.2 , and it directly deals with the batch evaluation setting.
- We define knowledge soundness specfically against "algebraic" adversaries.

On advantage of using the same definition as in [GWC19], is that it enables directly pluggin in our batch evaluation result into the machinery of [GWC19] to obtain the improved prover time stated above. In the context of multiple points, it will be more convenient to assume the alleged evaluations of a polynomial $f$ on a set $S \subset \mathbb{F}$ are given as a polynomial $r \in \mathbb{F}_{<|S|}[X]$ with $r(z)=f(z)$ for each $z \in S$. Under this convention, the condition that the evaluations are correct; i.e. $r(z)=f(z)$ for each $z \in S$, is equivalent to $f(X)-r(X)$ being divisble by $Z_{S}(X)$; where $Z_{S}(X):=\prod_{z \in S}(X-z)$.

Definition 13. A polynomial commitment scheme is a triplet $\mathscr{S}=$ (gen, com, open) such that

- gen $(d)$ - is a randomized algorithm that given positive integer d outputs a structured reference string (SRS) srs.
- $\operatorname{com}(f, \operatorname{srs})$ - is an algorithm that given a polynomial $f \in \mathbb{F}_{<d}[X]$ and an output srs of $\operatorname{gen}(d)$ returns a commitment cm to $f$.
- open is a public coin protocol between parties $\mathrm{P}_{\mathrm{PC}}$ and $\mathrm{V}_{\mathrm{PC}} . \mathrm{P}_{\mathrm{PC}}$ is given $f_{1}, \ldots, f_{k} \in \mathbb{F}_{<d}[X]$. $\mathrm{P}_{\mathrm{PC}}$ and $\mathrm{V}_{\mathrm{PC}}$ are both given

1. positive integers $d, t=\operatorname{poly}(\lambda)$,
2. $\mathrm{srs}=\operatorname{gen}(d)$,
3. a subset $T=\left\{z_{1}, \ldots, z_{t}\right\} \subset \mathbb{F}$,
4. subsets $S_{1}, \ldots, S_{k} \subset T$,
5. $\mathrm{cm}_{1}, \ldots, \mathrm{~cm}_{k}$ - the alleged commitments to $f_{1}, \ldots, f_{k}$,
6. $\left\{r_{i} \in \mathbb{F}_{<\left|S_{i}\right|}[X]\right\}_{i \in[k]}$ - the polynomials describing the alleged correct openings, i.e. having $r_{i}(z)=f_{i}(z)$ for each $i \in[k], z \in S_{i}$.

At the end of the protocol VPC outputs acc or rej; such that

- Completeness: Fix any $k, t=\operatorname{poly}(\lambda), T=\left\{z_{1}, \ldots, z_{t}\right\} \subset \mathbb{F}, S_{1}, \ldots, S_{k} \subset T$, $f_{1}, \ldots, f_{k} \in \mathbb{F}_{<d}[X],\left\{r_{i} \in \mathbb{F}_{<\left|S_{i}\right|}[X]\right\}_{i \in[k]}$. Suppose that for each $i \in[k], \mathrm{cm}_{i}=\operatorname{com}\left(f_{i}\right.$, srs $)$, and for each $i \in[k]$ we have $Z_{S_{i}} \mid\left(f_{i}-r_{i}\right)$. Then if $\mathrm{P}_{\mathrm{PC}}$ follows open correctly with these values, VPC outputs acc with probability one.
- Knowledge soundness in the algebraic group model: There exists an efficient $E$ such that for any algebraic adversary $\mathcal{A}$ and any choice of $d=\operatorname{poly}(\lambda)$ the probability of $\mathcal{A}$ winning the following game is negl $(\lambda)$ over the randomness of $\mathcal{A}, \mathrm{V}_{\mathrm{PC}}$ and gen.

1. Given $d$ and $\operatorname{srs}=\operatorname{gen}(d), \mathcal{A}$ outputs $\mathrm{cm}_{1}, \ldots, \mathrm{~cm}_{k} \in \mathbb{G}_{1}$.
2. E, given access to the messages of $\mathcal{A}$ during the previous step, outputs $f_{1}, \ldots, f_{k} \in$ $\mathbb{F}_{<d}[X]$.
3. $\mathcal{A}$ outputs $T=\left\{z_{1}, \ldots, z_{t}\right\} \subset \mathbb{F}, S_{1}, \ldots, S_{k} \subset T,\left\{r_{i} \in \mathbb{F}_{<\left|S_{i}\right|}[X]\right\}_{i \in[k]}$.
4. $\mathcal{A}$ takes the part of $\mathrm{P}_{\mathrm{PC}}$ in the protocol open with the inputs $\mathrm{cm}_{1}, \ldots, \mathrm{~cm}_{k}, T, S_{1}, \ldots, S_{k}$, $\left\{r_{i}\right\}$.
5. $\mathcal{A}$ wins if

* VPC outputs acc at the end of the protocol.
* For some $i \in[k], Z_{S_{i}} \nmid\left(f_{i}-r_{i}\right)$.


## B. 2 Our first scheme

We first state the following straightforward claim that will allow us to efficiently "uniformize" checks on different evaluation points.

Claim 14. Fix subsets $S \subset T \subset \mathbb{F}$, and a polynomial $g \in \mathbb{F}_{<d}[X]$. Then $Z_{S}(X)$ divides $g(X)$ if and only if $Z_{T}(X)$ divides $Z_{T \backslash S}(X) \cdot g(X)$.

We also use the following claim, which is part of Claim 4.6 in [GWC19] where a proof of it can be found.

Claim 15. Fix $F_{1}, \ldots, F_{k} \in \mathbb{F}_{<n}[X]$. Fix $Z \in \mathbb{F}_{<n}[X]$ that decomposes to distinct linear factors over $\mathbb{F}$. Suppose that for some $i \in[k], Z \nmid F_{i}$. Then, e.w.p $k /|\mathbb{F}|$ over uniform $\gamma \in \mathbb{F}, Z$ does not divide

$$
G:=\sum_{j=1}^{k} \gamma^{j-1} \cdot F_{j} .
$$

We present our first PCS.

1. gen $(d)$ - choose uniform $x \in \mathbb{F}$. Output srs $=\left([1]_{1},[x]_{1}, \ldots,\left[x^{d-1}\right]_{1},[1]_{2},[x]_{2}, \ldots,\left[x^{t}\right]_{2}\right)$.
2. $\operatorname{com}(f, \mathrm{srs}):=[f(x)]_{1}$.
3. open $\left(d, t,\left\{\mathrm{~cm}_{i}\right\}_{i \in[k]}, T=\left\{z_{1}, \ldots, z_{t}\right\} \subset \mathbb{F},\left\{S_{i} \subset T\right\}_{i \in[k]},\left\{r_{i}\right\}_{i \in[k]}\right)$ :
(a) $\mathrm{V}_{\mathrm{PC}}$ sends a random $\gamma \in \mathbb{F}$.
(b) $\mathrm{P}_{\mathrm{PC}}$ computes the polynomial

$$
h(X):=\sum_{i \in[k]} \gamma^{i-1} \cdot \frac{f_{i}(X)-r_{i}(X)}{Z_{S_{i}(X)}}
$$

and using srs computes and sends $W:=[h(x)]_{1}$.
(c) $V_{\mathrm{PC}}$ computes for each $i \in[k], Z_{i}:=\left[Z_{T \backslash S_{i}}(x)\right]_{2}$.
(d) $V_{P C}$ computes

$$
F:=\prod_{i \in[k]} e\left(\gamma^{i-1} \cdot\left(\mathrm{~cm}_{i}-\left[r_{i}(x)\right]_{1}\right), Z_{i}\right) .
$$

(e) $V_{P C}$ outputs acc if and only if

$$
F=e\left(W,\left[Z_{T}(x)\right]_{2}\right)
$$

We argue knowledge soundness for the above protocol. More precisely, we argue the existence of an efficient $E$ such that an algebraic adversary $\mathcal{A}$ can only win the KS game described in Section B.1.3 w.p. negl $(\lambda)$.
Let $\mathcal{A}$ be such an algebraic adversary.
$\mathcal{A}$ begins by outputting $\mathrm{cm}_{1}, \ldots, \mathrm{~cm}_{k} \in \mathbb{G}_{1}$. Each $\mathrm{cm}_{i}$ is a linear combination $\sum_{j=0}^{d-1} a_{i, j}\left[x^{j}\right]_{1}$. $E$, who is given the coefficients $\left\{a_{i, j}\right\}$, simply outputs the polynomials

$$
f_{i}(X):=\sum_{j=0}^{d-1} a_{i, j} \cdot X^{j}
$$

$\mathcal{A}$ now outputs $T=\left\{z_{1}, \ldots, z_{t}\right\} \subset \mathbb{F},\left\{S_{i} \subset T\right\}_{i \in[k]},\left\{r_{i}\right\}_{i \in[k]}$. Assume that for some $i^{*} \in[k]$, , we have $Z_{S_{i^{*}}} \nmid\left(f_{i^{*}}-r_{i^{*}}\right)$. We show that for any strategy of $\mathcal{A}$ from this point, $\mathrm{V}_{\text {poly }}$ outputs acc w.p. negl $(\lambda)$.
In the first step of open, $\mathrm{V}_{\text {poly }}$ chooses a random $\gamma \in \mathbb{F}$. Let

$$
f(X):=\sum_{i \in[t]} \gamma^{i-1} \cdot Z_{T \backslash S_{i}}(X) \cdot\left(f_{i}(X)-r_{i}(X)\right) .
$$

We know from Claim 14 that $F_{i^{*}}:=Z_{T \backslash S_{i^{*}}} \cdot\left(f_{i^{*}}-r_{i^{*}}\right)$ is not divisible by $Z_{T}$. Thus, using Claim 15 , we know that e.w.p $k /|\mathbb{F}|$ over $\gamma, f$ is not divisble by $Z_{T}$. Now $\mathcal{A}$ outputs $W=[H(x)]_{1}$ for some $H \in \mathbb{F}_{<d}[X]$. According to Lemma 12, it suffices to upper bound the probability that the ideal check corresponding to the real pairing check in the protocol passes. It has the form

$$
f(X) \equiv H(X) Z_{T}(X)
$$

The check passing implies that $f(X)$ is divisible by $Z_{T}$. Thus the ideal check can only pass w.p. $k /|\mathbb{F}|=\operatorname{neg} \mid(\lambda)$ over the randomness of $\mathrm{V}_{\text {poly }}$, which implies the same thing for the real check according to Lemma 12.

We summarize the efficiency properties of the scheme.
Lemma 16. There is a PCS $\mathscr{S}=$ (gen, com, open) such that

1. For positive integer $d$, $\operatorname{srs}=\operatorname{gen}(d)$ consists of $d \mathbb{G}_{1}$ elements and $t+1 \mathbb{G}_{2}$ elements.
2. For integer $n \leq d$ and $f \in \mathbb{F}_{<n}[X]$, computing $\operatorname{com}(f$, srs $)$ requires $n \mathbb{G}_{1}$-exponentiations.
3. Given $T:=\left(z_{1}, \ldots, z_{t}\right) \in \mathbb{F}^{t}, f_{1}, \ldots, f_{k} \in \mathbb{F}_{<d}[X],\left\{S_{i}\right\}_{i \in[k]}$, denote by $k^{*}$ the number of distinct subsets $\left\{S_{1}^{*}, \ldots, S_{k^{*}}^{*}\right\}$ in $\left\{S_{i}\right\}$; and let $K:=t+\sum_{i \in\left[k^{*}\right]}\left(t-\left|S_{i}^{*}\right|\right)$. and denote $n:=\max \left\{\operatorname{deg}\left(f_{i}\right)\right\}_{i \in[k]}$. Let $\mathrm{cm}_{i}=\operatorname{com}\left(f_{i}\right)$. Then open $\left(\left\{\mathrm{cm}_{i}\right\},\left\{f_{i}\right\}, T,\left\{S_{i} \subset T\right\},\left\{r_{i}\right\}\right.$, srs $)$ requires
(a) A single $\mathbb{G}_{1}$ element to be passed from $\mathrm{P}_{\text {poly }}$ to $\mathrm{V}_{\text {poly }}$.
(b) At most $n \mathbb{G}_{1}$-exponentiations of $\mathrm{P}_{\text {poly }}$.
(c) $k-1 \mathbb{G}_{1}$-exponentiations, $K \mathbb{G}_{2}$-exponentiations and $k^{*}+1$ pairings of $\mathrm{V}_{\text {poly }}$.

## B. 3 Reducing verifier operations at the expense of proof length

We describe a variant of the scheme of Section B. 2 where we eliminate the verifier's $\mathbb{G}_{2}$ operations and reduce the number of pairings to two. This comes at the cost of an extra $\mathbb{G}_{1}$ element sent by the prover. Roughly speaking, while in Section B. $2 \mathrm{~V}_{\mathrm{PC}}$ used $\mathbb{G}_{2}$ and pairing operations to compute the evaluation of a certain polynomial $f$ encoded in the target group $\mathbb{G}_{t}$, in this protocol $\mathrm{P}_{\mathrm{PC}}$ gives VPC this evaluation encoded in $\mathbb{G}_{1}$, accompanied by a proof that it is correct. As mentioned, this is simply an instantiation of our general private aggregation scheme in the context of the KZG PCS. However, we will take advantage of the algebraic group model to simplify the security proof. We first describe the PCS, and end the section by stating the obtained final result.

1. gen $(d)$ outputs srs $=\left([1]_{1},[x]_{1}, \ldots,\left[x^{d-1}\right]_{1},[1]_{2},[x]_{2}\right)$ for a random $x \in \mathbb{F}$.
2. $\operatorname{com}\left(f_{i}\right)=\left[f_{i}(x)\right]_{1}$.
3. We describe the open procedure twice below. First, in a way that will be convenient for the security analysis, and later in an equivalent more concise way that also optimizes verifier operations, .e.g. moves operations from $\mathbb{G}_{2}$ into $\mathbb{G}_{1}$ when possible.
$\underline{\operatorname{open}\left(\left\{\mathrm{cm}_{i}\right\}, T,\left\{S_{i}\right\},\left\{r_{i}\right\}\right)}$ :
4. VPC sends random $\gamma \in \mathbb{F}$.
5. $\mathrm{P}_{\mathrm{PC}}$ computes the polynomial

$$
f(X):=\sum_{i \in[k]} \gamma^{i-1} \cdot Z_{T \backslash S_{i}}(X) \cdot\left(f_{i}(X)-r_{i}(X)\right) .
$$

Recall that $f$ is divisible by $Z_{T}$ according to Claim 15, and define $h(X):=f(X) / Z_{T}(X)$. Using srs, $\mathrm{P}_{\mathrm{PC}}$ computes and sends $W:=[h(x)]_{1}$.
3. $\mathrm{V}_{\mathrm{PC}}$ sends random $z \in \mathbb{F}$.
4. $\mathrm{P}_{\mathrm{PC}}$ computes the polynomial

$$
L(X):=f_{z}(X)-Z_{T}(z) \cdot h(X),
$$

where

$$
f_{z}(X):=\sum_{i \in[k]} \gamma^{i-1} \cdot Z_{T \backslash S_{i}}(z) \cdot\left(f_{i}(X)-r_{i}(z)\right)
$$

Note that $L(z)=f(z)-Z_{T}(z) \cdot h(z)=0$, and thus $(X-z)$ divides $L . \mathrm{P}_{\mathrm{PC}}$ sends $W^{\prime}:=\left[\frac{L(x)}{x-z}\right]_{1}$.
5. VPC computes:

$$
F:=\sum_{i \in[k]} \gamma^{i-1} \cdot Z_{T \backslash S_{i}}(z) \cdot\left(\mathrm{cm}_{i}-\left[r_{i}(z)\right]_{1}\right)-Z_{T}(z) \cdot W
$$

6. VPC outputs acc if and only if

$$
e\left(F,[1]_{2}\right)=e\left(W^{\prime},[x-z]_{2}\right) .
$$

We argue knowledge soundness for the above protocol. More precisely, we argue the existence of an efficient $E$ such that an algebraic adversary $\mathcal{A}$ can only win the KS game w.p. negl $(\lambda)$. The proof begins identically to the previous one.

Let $\mathcal{A}$ be such an algebraic adversary.
$\mathcal{A}$ begins by outputting $\mathrm{cm}_{1}, \ldots, \mathrm{~cm}_{k} \in \mathbb{G}_{1}$. Each $\mathrm{cm}_{i}$ is a linear combination $\sum_{j=0}^{d-1} a_{i, j}\left[x^{j}\right]_{1}$. $E$, who is given the coefficients $\left\{a_{i, j}\right\}$, simply outputs the polynomials

$$
f_{i}(X):=\sum_{j=0}^{d-1} a_{i, j} \cdot X^{j}
$$

$\mathcal{A}$ now outputs $T=\left\{z_{1}, \ldots, z_{t}\right\} \subset \mathbb{F},\left\{S_{i} \subset T\right\}_{i \in[k]},\left\{r_{i}\right\}_{i \in[k]}$. Assume that for some $i^{*} \in[k]$, we have $Z_{S_{i^{*}}} \nmid\left(f_{i^{*}}-r_{i^{*}}\right)$. We show that for any strategy of $\mathcal{A}$ from this point, $\mathrm{V}_{\text {poly }}$ outputs acc w.p. $\operatorname{negl}(\lambda)$.

In the first step of open, $\mathrm{V}_{\text {poly }}$ chooses a random $\gamma \in \mathbb{F}$. Let

$$
f(X):=\sum_{i \in[k]} \gamma^{i-1} \cdot Z_{T \backslash S_{i}} \cdot\left(f_{i}(X)-r_{i}(X)\right)
$$

We know from Claim 14 that $F_{i^{*}}:=Z_{T \backslash S_{i^{*}}}\left(f_{i^{*}}-r_{i^{*}}\right)$ is not divisible by $Z_{T}$. Thus, using Claim 15 , we know that e.w.p $k /|\mathbb{F}|$ over $\gamma, f$ is not divisble by $Z_{T}$. Assume we are in this case. Now $\mathcal{A}$ outputs $W=[H(x)]_{1}$ for some $H \in \mathbb{F}_{<d}[X]$, followed by $V_{\mathrm{PC}}$ sending uniform $z \in \mathbb{F}$. Since we are in the case that $f$ is not divisble by $Z_{T}$, we know there are at most $2 d$ values $z \in \mathbb{F}$ such that $f(z)=H(z) \cdot Z_{T}(z)$; and thus $z$ chosen by $\mathrm{V}_{\mathrm{PC}}$ is of this form only w.p. negl $(\lambda)$. Assume we are in the case that $z$ sent by $\mathrm{V}_{\mathrm{PC}}$ is not of this form. P P $H^{\prime} \in \mathbb{F}_{<d}[X]$. According to Lemma 12, it suffices to upper bound the probability that the ideal check corresponding to the real pairing check in step 6 passes. Denoting

$$
L^{\prime}(X):=\sum_{i \in[k]} \gamma^{i-1} Z_{T \backslash S_{i}}(z) \cdot\left(f_{i}(X)-r_{i}(z)\right)-Z_{T}(z) \cdot H(X),
$$

the ideal check has the form

$$
L^{\prime}(X) \equiv H^{\prime}(X) \cdot(X-z)
$$

and thus can pass for some $H^{\prime} \in \mathbb{F}_{<d}[X]$ only if $L^{\prime}$ is divisible by $(X-z)$, which means $L^{\prime}(z)=0$. However

$$
L^{\prime}(z)=\sum_{i \in[k]} \gamma^{i-1} Z_{T \backslash S_{i}}(z) \cdot\left(f_{i}(z)-r_{i}(z)\right)-Z_{T}(z) \cdot H(z)=f(z)-Z_{T}(z) \cdot H(z)
$$

and we are in the case where $f(z) \neq Z_{T}(z) \cdot H(z)$. In summary, the ideal check can only pass w.p. $\operatorname{negl}(\lambda)$ over the randomness of $V_{\mathrm{PC}}$, which implies the same thing for the real check according to Lemma 12.

## B. 4 The open procedure, "cleaned up" and optimized

 open $\left(\left\{\operatorname{com}\left(f_{i}\right)\right\},\left\{S_{i}\right\},\left\{r_{i}\right\}\right)$ :1. VPC sends a random challenge $\gamma \in \mathbb{F}$.
2. $\mathrm{P}_{\mathrm{PC}}$ sends $W:=\left[\left(f / Z_{T}\right)(x)\right]_{1}$ where

$$
f:=\sum_{i \in[k]} \gamma^{i-1} \cdot Z_{T \backslash S_{i}}\left(f_{i}-r_{i}\right) .
$$

3. $\mathrm{V}_{\mathrm{PC}}$ sends a random evaluation point $z \in \mathbb{F}$
4. $\mathrm{P}_{\mathrm{PC}}$ sends $W^{\prime}:=\left[(L(x) /(x-z)]_{1}\right.$ where

$$
L:=\sum_{i \in[k]} \gamma^{i-1} Z_{T \backslash S_{i}}(z) \cdot\left(f_{i}-r_{i}(z)\right)-Z_{T}(z) \cdot\left(f / Z_{T}\right) .
$$

5. VPC outputs acc iff $e\left(F+z W^{\prime},[1]_{2}\right)=e\left(W^{\prime},[x]_{2}\right)$, where

$$
F:=\sum_{i \in[k]} \gamma^{i-1} Z_{T \backslash S_{i}}(z) \cdot \mathrm{cm}_{i}-\left[\sum_{i \in[k]} \gamma^{i-1} Z_{T \backslash S_{i}}(z) r_{i}(z)\right]_{1}-Z_{T}(z) W .
$$

From the description and analysis we obtain
Lemma 17. There is a PCS $\mathscr{S}=($ gen, com, open) such that

1. For positive integer $d$, srs $=\operatorname{gen}(d)$ consists of $d \mathbb{G}_{1}$ elements and $2 \mathbb{G}_{2}$ elements.
2. For integer $n \leq d$ and $f \in \mathbb{F}_{<n}[X]$, computing $\operatorname{com}(f$, srs $)$ requires $n \mathbb{G}_{1}$-exponentiations.
3. Given $T:=\left(z_{1}, \ldots, z_{t}\right) \in \mathbb{F}^{t}, f_{1}, \ldots, f_{k} \in \mathbb{F}_{<d}[X],\left\{S_{i}\right\}_{i \in[k]}$ and denote $n:=\max \left\{\operatorname{deg}\left(f_{i}\right)\right\}_{i \in[k]}$. Let $\mathrm{cm}_{i}=\operatorname{com}\left(f_{i}\right)$. Then open $\left(\left\{\mathrm{cm}_{i}\right\},\left\{f_{i}\right\}, T,\left\{S_{i} \subset T\right\},\left\{r_{i}\right\}\right.$, srs) requires
(a) $2 \mathbb{G}_{1}$ elements sent from $\mathrm{P}_{\mathrm{PC}}$ to $\mathrm{V}_{\mathrm{PC}}$.
(b) at most $2 n+1 \mathbb{G}_{1}$-exponentiations of $\mathrm{P}_{\mathrm{PC}}$.
(c) $k+3 \mathbb{G}_{1}$-exponentiations and 2 pairings of $\mathrm{V}_{\mathrm{PC}}$.

[^0]:    *This paper subsumes the results of an earlier unpublished preprint by Boneh, Drake, Fisch and Gabizon[BDFG20]

[^1]:    ${ }^{1}$ This can be combined with the technique of Bootle et. al. to get a PCS with $\sqrt{n}$ commitment size, $\sqrt{n}$ verification time, and logarithmic proof size based on any collision-resistant homomorphism. We do not include the details in this work.

[^2]:    ${ }^{2}$ It checks that each of the challenges in the simulation are the correct hash values of transcript prefixes and that $\left(b\right.$, out $\left._{B}\right)$ are the correct outputs consistent with tr. Since the protocol is public-coin we may assume that party $B$ 's output is a deterministic function of the protocol transcript and party $B$ 's input.
    ${ }^{3}$ The extractor can run $\mathcal{A}$ for any specified number of steps, inspect the internal state of $\mathcal{A}$, and even rewind $\mathcal{A}$ to a previous state.

[^3]:    ${ }^{4}$ The asymptotic ratio for KZG hides the fact that $\mathcal{V}_{\text {Eval }}$ involves a pairing operation while $\mathcal{V}_{\text {LinCombine }}$ has only $\ell \cdot \lambda$ curve additions and thus is cheaper for small $\ell$.

[^4]:    ${ }^{5}$ If the order $q$ of the group $\mathbb{G}$ is unknown, an upper bound on $q$ may be derived from the element representation size, and the matrix $\mathbf{A}$ can still be sampled using integers from a sufficiently large range such that $\mathbf{A} \bmod q$ is statistically indistinguishable from random over $\mathbb{Z}_{q}$.
    ${ }^{6}$ To reduce the communication overhead, the prover could send $\mathrm{C}_{r}=\phi\left(\mathbf{A} \cdot \mathbf{r}, \mathbf{0}^{m}\right)$ instead of $\mathbf{r}$ and run the evaluation protocol to prove this is a commitment to a polynomial of degree at most $m$.

[^5]:    ${ }^{7}$ Arguments of knowledge require computational assumptions to prove knowledge extraction, whereas proofs of knowledge are information theoretically knowledge sound.

[^6]:    ${ }^{8}$ Computing all $\mathbf{u}_{i}$ naively requires $O(n \log n)$ multiplications, but due to the overlapping structure of the vector components it is possible to derive all $\mathbf{u}_{i}$ with $O(n)$ multiplications overall using dynamic programming.

[^7]:    ${ }^{9}$ A classical interactive proof does not require the prover to be efficient. However, our definition of an interactive proof with efficient prover should also not be confused with an interactive argument, which only requires soundness against efficient adversaries. In our definition, the prover is required to be efficient for correctness, but soundness must hold against adversaries with unbounded running time.

[^8]:    ${ }^{10}$ Technically, for the proof system described here to be provably secure, the number of steps $t$ must be a constant independent of the security parameter. This restriction comes from the security analysis in which the extractor requires a number of transcripts from the prover that grows exponentially in the recursion depth. This issue can be sidestepped by constructing a binary (or constant-arity) tree of recursive proofs where the leaves correspond to steps of the path distributed computation [BCCT13]. This way the recursion depth grows as $O(\log t)$, and is secure against sub-exponential adversaries (the extractor runs in superlinear time poly $\left.(\lambda, N)^{\log t}\right)$. No known attacks exist on arbitrary depth recursion.

[^9]:    ${ }^{11}$ The theorem quoted here is a special case of the more general theorem by Chiesa et. al. [COS20] for proof carrying data (PCD) systems.

