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Abstract

We present new non-interactive zero-knowledge argument systems (NIZK), based on stan-
dard assumptions that were previously not known to imply it. In particular, we rely on the
hardness of both the learning parity with noise (LPN) assumption, and the existence of trap-
door hash functions (TDH, defined by Döttling et al., Crypto 2019). Such TDH can be based
on a number of standard assumptions, including DDH, QR, DCR, and LWE.

We revisit the correlation intractability (CI) framework for converting Σ-protocols into NIZK,
and present a different strategy for instantiating it by putting together two new components.
First, while prior works considered the search-complexity of the relations for which CI is sought,
we consider their probabilistic representation. Namely, a distribution over lower-complexity
functions that bitwise-computes the target function with all but small (constant) probability.
The second component is a new perspective for quantifying the class of relations for which CI
is achieved. We show that it is instructive to consider CI for approximable relations (CI-Apx)
which is quantified by a class of relations, but requires CI to hold against any approximation of
any relation in this class.

We show that CI-Apx for just constant-degree polynomials suffices for NIZK, if the under-
lying Σ-protocol is implemented using a suitable commitment scheme. We show that such a
commitment scheme can be constructed based on low noise LPN. We then show how to construct
CI-Apx for constant-degree polynomials from any suitable TDH (with an enhanced correctness
property that is satisfied by all existing TDH constructions).

1 Introduction

Zero-Knowledge (ZK) [17] is one of the most celebrated and widely used notions in modern cryptog-
raphy. A ZK proof is a protocol in which a prover conveys the validity of a statement to a verifier
in a way that reveals no additional information. In a non-interactive ZK proof system (NIZK), we
wish to construct a singe-message ZK proof system. Common setup is necessary for NIZK, and by
default (and always in this work) NIZK is considered in the common random/reference string (CRS)
model. In the CRS model, a trusted string is sampled from a prescribed distribution (preferably
uniform) and made available to both the prover and the verifier. Ideally, we would have liked to con-
struct a NIZK proof system for all NP languages (or equivalently for some NP-complete language).1

NIZK for NP turns out to be extremely useful for many applications such as CCA security [13,23],
signatures [3, 5], and numerous other applications, including recent applications in the regime of
∗Weizmann Institute of Science, {zvika.brakerski, venkata.koppula, tamer.mour}@weizmann.ac.il.
1In this work we only consider ZK/NIZK proof systems where the honest prover is computationally efficient given

a witness to the NP language.
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cryptocurrencies [4]. From this point and on, we use the term NIZK to refer to “NIZK for NP”
unless otherwise stated.

While ZK proofs for all NP languages are known under the minimal assumption that one-way
functions exist, this is far from being the case for NIZK. We focus our attention on constructions
in the standard model and under standard cryptographic assumptions. For many years, NIZK
under standard assumptions were only known based on Factoring [7] (or doubly enhanced trapdoor
functions, which are only known to exist based on Factoring [15]) or assumptions on groups with
bilinear maps [18].

More recently, constructions based on indistinguishability obfuscation were presented as well [25].
Most recently, a new line of works, starting with [10, 19, 21], focused on obtaining NIZK based on
the notion of correlation intractability (CI) [11]. In the CI framework, it was shown that in order to
construct NIZK, it suffices to construct a family of hash functionsH with the following property. For
every efficient f , given a hash function H ← H from the family, it is computationally hard to find
x s.t. f(x) = H(x). If such correlation intractable hash (CIH) is constructed, then it can be used
to securely instantiate the Fiat-Shamir paradigm [16] and derive NIZK from so-called Σ-protocols.
This line of works culminated in two remarkable achievements. Canetti et al. [9] constructed NIZK
based on the existence of circular secure fully homomorphic encryption. Peikert and Shiehian [24]
constructed NIZK based on the hardness of the learning with errors (LWE) problem.2

These recent results opened a new avenue in the study of NIZK and raised hope that construction
under additional assumptions can be presented. However, it appears that there is an inherent
barrier to expanding known techniques beyond LWE-related assumptions. The current approaches
for constructing CI hash from standard assumptions use the notion of somewhere statistical CI, in
which, for any f , it is possible to sample from a distribution Hf which is indistinguishable from the
real H, and for which the CI game is statistically hard to win. Roughly speaking, this is achieved,
in known constructions [9, 24] by making Hf perform some homomorphic evaluation of f on the
input x. Thus, it appears that homomorphic evaluation of complex functions f is essential to apply
these tools.

The starting point of our work is the observation that, under the learning parity with noise
(LPN) assumption, we can reduce the complexity of functions for which achieving CIH implies
NIZK down to functions with probabilistic constant-degree representation. That is, ones that can be
approximated by a distribution on constant-degree polynomials.

We substantiate the usefulness of this approach by identifying a general connection between
correlation intractability for a function class F , which has probabilistic representation by a class C
(potentially of lower complexity), and CI for relations that are approximable by C.

Correlation Intractability for relations approximable by C (denoted “CI-Apx for C”) is a stronger
notion than the one studied in prior works, namely CI for relations searchable by C. In CI-Apx,
we require that for all C ∈ C it is hard not only to find x such that C(x) = H(x) but, rather,
that it is hard to find an x such that H(x) and C(x) are close in Hamming distance.3 When
the probabilistic representation C of our target class F is sufficiently simple, e.g. constant-degree
polynomials, then the reduction from CI for F to CI-Apx for C opens the possibility for new
constructions of CIH from standard assumptions. Specifically from assumptions that are not known

2To be more accurate, [24] showed how to construct a CI hash function for size s circuits, for any parameter s.
This is slightly weaker than a single H for all functions, but it suffices in order to instantiate the framework.

3Note that even non-searchable relations can potentially be approximable by a class of functions. Thus via the
notion CI-Apx we can extend our capabilities for constructing CIH even beyond searchable relations. This is not of
direct use in this work, but may be useful for future works.
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to apply fully-homomorphic encryption or similarly strong primitives.
In particular, we show that CI-Apx for a function class C can be constructed based on a rate-1

trapdoor hash scheme for C. Trapdoor hash (TDH) is a fairly new cryptographic primitive which was
recently introduced by Döttling et al. [14]. They also constructed rate-1 TDH for constant-degree
polynomials from a number of standard assumptions, including DDH, QR, and DCR (which are not
known to imply fully-homomorphic encryption) and also LWE. Consequently, we obtain CI-Apx for
constant-degree polynomials from such assumptions and, therefore, CI for any class of functions with
probabilistic constant-degree representation. We note that we require a slightly stronger correctness
property from TDH, compared to the definition provided in [14], but it is satisfied by all known
constructions.

On an interesting remark, we point out that the construction by Piekert and Shiehian [24] of CI
for bounded-size circuits can be shown to satisfy the stronger notion of CI-Apx for the corresponding
class of relations.

Consequences. We get non-interactive (computational) zero knowledge argument systems for
NP, in the common random string model, based on the existence of any rate-1 trapdoor hash for
constant degree and further assuming low-noise LPN. We stress that we can generically abstract the
LPN requirement as a requirement for an extractable commitment scheme with very low-complexity
approximate-extraction. By instantiating our construction using the rate-1 TDH from [14], we get,
in particular, the first NIZK from low-noise LPN and DDH.

Open Questions. The main open question we leave unanswered is whether it is possible to
minimize the required assumptions for constructing NIZK using CI-Apx. One may approach this
problem either by constructing CI-Apx for constant degree functions based on the LPN assumption,
or by further extending the CI-Apx framework to allow a more general utilization for NIZKs, possibly
depending on assumptions already implying CI-Apx.

Another open question is whether we can obtain stronger notions of NIZKs, in particular NIZK
proofs or NISZK, from a similar set of standard assumptions. To achieve statistical ZK using
our approach simply requires the underlying commitment (with low-degree extraction) to be lossy.
Getting statistically sound proof systems via CI-Apx, however, seems to be inherently more difficult,
as it requires the resulting CI to be “somewhere statistical” for the approximated class of functions.

Lastly, the new constructions of ZAPs [2, 20, 22] rely on the CI framework but, unfortunately,
we do not know how to extend them since the notion of commitment that is required for the
ZAPs is not known to be constructible from LPN (or other assumptions with very low complexity
extraction). At a high level, these works requires the public parameters of the commitment scheme
to be statistically close to uniform (and this seems hard to achieve with our LPN noise regime).

1.1 Overview of Our Techniques and Results

Our construction of NIZK instantiates the general Correlation Intractability (CI) framework. The
approach followed in prior work for constructing CI hash, for relations searchable by a function class
F , considers the straight-forward representation of F as a class of circuits. In this work, we take
a different angle, and tackle the CI problem for relations searchable by F through its probabilistic
representation by a much simpler class C. Such an approach allows us to obtain CI hash for classes
of relations that are sufficiently rich to imply NIZK, while avoiding the use of FHE or similar heavy
machinery.
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1.1.1 NIZK from Correlation Intractability

Our starting point for constructing NIZK is similar to the approach in previous works of applying
Fiat-Shamir on ZK protocols, in a provably-sound manner, using CI hash. We start with a public-
coin trapdoor Σ-protocol that follows the natural “commit-then-open” paradigm, where the prover
first sends a set of commitments, then, upon receiving the verifier’s challenge bit e ∈ {0, 1}, he
replies by opening some of the commitments. Lastly, the verifier checks that the openings are valid,
and then performs an additional check over the opened values. An example of such a protocol is
the ZK protocol for Hamiltonicity from [6,15].

An important property of commit-then-open trapdoor-Σ protocols is the unique bad challenge
property : for any instance x not in the language, if (a, e, z) is an accepting transcript, then e
is uniquely determined by the first message a. This connection is characterized by a function
denoted by BadChallenge : a 7→ e. In the CI paradigm, we apply Fiat-Shamir over sufficiently many
repetitions of such a protocol, using a CI hash for the relation searchable by BadChallenge, which is
defined as follows. A vector of first messages a is in a relation with a vector of verifier’s challenges
e if on each coordinate, the corresponding e entry is the unique bad challenge of that coordinate in
a. If a cheating prover P∗ succeeds in breaking the soundness of the protocol, then he must have
found a BadChallenge correlation, i.e. vectors (a, e) in the relation, implying an attack against the
CI of the underlying hash family.

Prior work considered protocols where the bad challenge is efficiently computable and, con-
sequently, focused on constructing CI for all efficiently searchable relations. These contain, in
particular, the relations efficiently searchable by BadChallenge. We deviate from this approach. We
observe that BadChallenge can be approximated by a distribution over constant-degree polynomials
when instantiating this template with an appropriate commitment scheme. This reduces our CI
task to achieving CIH for functions with constant-degree probabilistic representation. Such CIH is
implied by a special notion of correlation intractability against constant-degree functions – CI for
approximable relations, or CI-Apx for short. Details follow.

1.1.2 Probabilistic Representation, Approximable Relations and CI

Assume that a class of functions F : {0, 1}n → {0, 1}m has a probabilistic representation by some
simpler class of functions C. Namely, for any f ∈ F , there exists a distribution Cf over C such that

Pr[∆(C(x), f(x)) ≤ εm] > 1− negl(λ) for any x and a random C
$←− Cf .

Let H : {0, 1}n → {0, 1}m be a hash family. An adversary A that is able to find a correlation
H(x) = f(x) for some f is able to find, with overwhelming probability over a random C ← Cf , an
“approximate correlation” ∆(H(x), C(x)) ≤ εm for some small ε. It follows therefore that by con-
sidering probabilistic representation, we can identify a connection between correlation intractability
against f and correlation intractability against any relation that is approximable (or approximately
searchable) by some function C ∈ Cf . We denote this class of relations

RεC = {(x, y) ∈ {0, 1}n × {0, 1}m | ∆(y, C(x)) ≤ εm} .

More formally, an adversary that breaks the CI of H for a relation searchable by f is able to
break the CI of the same hash H for the relation RεC defined by some C ∈ Cf . Hence, CI-Apx for
C (i.e. CI for all relations RεC) implies CI for F .

Theorem 1.1 (CI through Probabilistic Representation, Informal). Let F be a class of functions
with probabilistic representation by C. Then, any CI-Apx hash family for C is a CI hash for F .
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1.1.3 Probabilistic Constant-Degree Representation of the Bad Challenge Function

Recall that in a commit-then-open trapdoor Σ-protocol, the verification is either performed over a
subset of commitment openings corresponding to e = 0 or a subset of openings corresponding to
e = 1. From the unique bad challenge property, it is impossible that the verification on both subsets
succeed if x /∈ L. Thus, the BadChallenge function can be computed in two steps: an extraction
step, to extract the messages underlying the commitments of one of the aforementioned subsets, say
the one corresponding to e = 1, followed by an efficient verification (for e = 1) over the extracted
values. If the verification accepts, then the bad challenge must be e = 1 and, otherwise, the bad
challenge is either e = 0 or does not exist (in which case a is not in the relation and the output
may be arbitrary). Hence, we can split the task of probabilistically representing BadChallenge to
two sub-tasks: extraction and post-extraction verification.

Post-Extraction Verification as a 3-CNF. The post-extraction verification is an arbitrary
polynomial computation and, generally, may not have probabilistic constant-degree representation
as is. The first step towards a constant-degree approximation of BadChallenge is observing that, by
relying on the Cook-Levin approach for expressing the verification procedure as a 3-CNF satisfiabil-
ity problem, we may reduce the complexity of the verification to 3-CNF as follows. Let Φe denote
the 3-CNF formula that captures the verification corresponding to challenge e; that is, Φe has a sat-
isfying witness we if and only if the verifier accepts the prover’s second message for challenge bit e.
The prover can compute we efficiently (using the Cook-Levin approach, this witness simply consists
of all intermediate steps of the verification). Therefore, we let the prover also include commitments
to w0, w1 in his first message. When the verifier sends challenge e, the prover also provides openings
for we, and the verifier checks decommitments then evaluates Φe. By transforming the protocol as
described, the bad challenge computation now consists, as before, of extraction, then an evaluation
of the 3-CNF formula Φ1, rather than an arbitrary poly-time verification.

We can then use standard well-known randomization techniques to probabilistically approximate
any 3-CNF formula by constant-degree polynomials (see Lemma 3.13).

Extraction via a Randomized Linear Function. For the extraction step, we observe that by
adapting the (low-noise) LPN-based PKE scheme of Damgård and Park [12] (which is closely related
to the PKE scheme by Alekhnovich [1]) we can construct an extractable commitment scheme whose
extraction algorithm can be probabilistically represented by a linear function. The secret extraction
key is a matrix S, and the public key consists of a matrix A together with B = A · S + E. Here,
E is chosen from a noise distribution with suitably low noise rate. To compute a commitment for
bit x, the Commit algorithm chooses a low Hamming weight vector r, and outputs u = rA and
c = rB + x`. The opening for the commitment is the randomness r, and the verification algorithm
simply checks that r has low Hamming weight, and that the Commit algorithm, using r, outputs
the correct commitment. Finally, note that using S, one can extract the message underlying a
commitment (u, c): simply compute uS + c = x` + rE. By carefully setting the LPN-parameters
(the noise distribution is Bernoulli with parameter 1/nc for some fixed constant c ∈ (1/2, 1)), we
ensure that if (u, c) is a valid commitment (i.e. can be opened with some x and r), then rE has
sufficiently low Hamming weight. Therefore, by sampling a random column s in S, we get that
us + c = x with sufficiently high probability.
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The Case of Invalid Commitments. We have shown that, using a distribution over linear
functions, we can approximate extraction of valid commitments. A cheating prover, however, may
chose to send invalid commitments. We claim that, in such a case, we may allow the probabilistic
representation to behave arbitrarily.

Fix some x /∈ L and a first message a. If there exist no bad challenge for a or if the (unique) bad
challenge is e = 1, then all commitments in a corresponding to inputs of Φ1 must be valid (since
the prover is able to open them in a way that is accepted by the verifier). Thus, we potentially have
a problem only in the case where e = 0 is the bad challenge, i.e. the commitments of input bits to
Φ0 are valid and Φ0(w0) = 1 on their respective openings w0. Our concern is that since our bad
challenge function only looks at the Φ1 locations, which may be arbitrary invalid commitments, we
have no guarantee on the extraction, and therefore our bad challenge function will output e = 1
even though the unique bad challenge is e = 0. We show that this is not possible.

Let w′1 be the arbitrary value computed by the approximate extraction algorithm on the possibly
invalid commitments in the locations of the Φ1 inputs. We will see that it still must be the case that
Φ1(w′1) = 0 and therefore the bad challenge function outputs e = 0 as required. The reason is that
otherwise we can put together valid commitments of both w0 and w′1, so as to create a first message
a′ which refutes the soundness of the original Σ-protocol, since it can be successfully opened both
for e = 0 and for e = 1.

1.1.4 Constructing CI for Approximable Relations

The main idea behind recent constructions of CI for relations searchable by some function class
C [9, 24] is to construct a somewhere statistical CI hash family H. That is, one where there exists,
for any C ∈ C, a distribution of hash functions HC that are indistinguishable from the real H, and
are statistically CI for that specific C. Namely, for any C, there exists no x such that HC(x) = C(x)
or, equivalently, the image of the “correlation function” x 7→ HC(x)+C(x) mod 2 does not contain
0.

Our Approach for CI-Apx: Sparse Correlations. Our first observation is that if we are able
to construct a hash family H where, for every C ∈ C, the function x 7→ HC(x) + C(x) actually has
exponentially-sparse image (as a fraction of the entire space), then we obtain (somewhere statistical)
CI-Apx for C.

To see this, consider the hash function Ĥ(x) = H(x) + r mod 2, where r is a uniformly random
string sampled together with the hash key. The task of breaking CI of Ĥ(x) for some C ∈ C reduces
to the task of finding x s.t. HC(x)+C(x) = r mod 2. Clearly, with overwhelming probability, such
x does not exist when the image of HC(x) + C(x) is sufficiently small. We can push our statistical
argument even further to claim CI-Apx for C: an adversary that breaks the CI-Apx of Ĥ for C finds
x s.t. HC(x) is in a small Hamming-ball around C(x), i.e HC(x) + C(x) + z = r mod 2, where z
is a vector with relative Hamming weight at most ε. If x 7→ HC(x) +C(x) has exponentially-sparse
image, then (for properly set parameters) so does (x, z) 7→ HC(x) + C(x) + z, and therefore it is
very unlikely that r is in the image.

Our goal is thus reduced to constructing a hash familyH, with indistinguishable distributionsHC
as described above, such that, for every C ∈ C, the function x 7→ HC(x) + C(x) has exponentially-
sparse image.
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Construction from Trapdoor Hash. Our construction of CI-Apx is based on trapdoor hash
(TDH) [14]. At a high level, trapdoor hash allows us to “encrypt” any function C : x 7→ y to an
encoding E : x 7→ e such that C is computationally hidden given a description of E and yet, for any
input x, y = C(x) is almost information-theoretically determined by e = E(x). More accurately,
the range of the correlation e + y (mod 2) is sparse. The idea is then to use such an encoding as
the hash function HC described above.

More specifically, in a rate-1 TDH for a function class C, we can generate, for any C ∈ C, an
encoding key ekC that comes with a trapdoor tdC . Using the encoding key ekC , one can compute a
value e ← E(ekC , x) which is essentially a rate-1 encoding of C(x) (i.e. |e| = |C(x)|). There exists
also a decoding algorithm D which determines the value C(x) as C(x) = e + D(tdC , h, e), i.e. given
e and “little additional information” about x in the form of a hash value h = H(x) whose length is
independent of the length of x. The security property we are interested in is function privacy : for
any C,C ′ ∈ C, the encoding keys ekC and ekC′ are indistinguishable.

We use rate-1 TDH to construct, for every C ∈ C, a hash familyHC such that: (i) the “correlation
function” x 7→ HC(x) + C(x) has exponentially-sparse image for all C ∈ C, and (ii) HC and HC′
are indistinguishable, for all C 6= C ′. This suffices to construct CI hash for any class of functions F
with probabilistic representation in C, as outlined above.

In the heart of our construction is the following simple observation: from the correctness of
the TDH, it holds that E(ekC , x) + D(tdC ,H(x), e) = C(x). Put differently, if we define HC(x) =
E(ekC , x), then it holds that HC(x)+C(x) = D(tdC ,H(x), e). This value depends on x only through
its hash H(x). If the hash function H is sufficiently compressing, i.e. the length of the hash is much
smaller than |C(x)|, then we obtain an exponentially-sparse image forHC(x)+C(x) and, essentially,
requirement (i) from above. Property (ii) follows from the function privacy of the underlying TDH.
Overall, we get the following result.

Theorem 1.2 (CI-Apx from TDH, Informal). Assume there exists a rate-1 TDH for C. Then, there
exists a CI hash for relations approximable by C (CI-Apx for C).

We note that the notion of TDH that we require deviates slightly from the one defined in [14].
On one hand, they require properties that we do not, such as input privacy, and they require that the
decoding algorithm is efficiently computable, whereas for our purposes inefficient decoding would
have sufficed. On the other hand, we require that the underlying TDH satisfies an enhanced notion
of correctness, which is satisfied by all known constructions of TDH.

We obtain CI-Apx for constant degree from standard assumptions by instantiating Theorem 1.2
based on the work of Döttling et al. [14]. They construct rate-1 TDH scheme for linear functions
from various standard assumptions, including QR, DCR and LWE. Such a scheme can be easily
bootstrapped to support polynomials of constant degree d > 1. For the DDH assumption, they
construct TDH for a stricter class of “index functions”. We show in Appendix A that their construc-
tion can be slightly adjusted, based on existing ideas, to capture also constant-degree functions and,
hence, get an instantiation also from DDH.

1.2 Paper Organization

In Section 2, we provide some essential preliminaries. In Section 3, we present the framework which
allows using our CI constructions to obtain NIZK, starting with the generic paradigm laid out by
prior work. In Section 4, we show how to exploit a simple probabilistic representation of a function
class for obtaining CI hash and, lastly, in Section 5, we show our construction of CI-Apx from TDH.
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2 Preliminaries

Notation. For an integer n ∈ N, [n] denotes the set {1, . . . , n}. We use λ for the security
parameter and negl(λ) and poly(λ) for a negligible function and, resp., a polynomial in λ. We use

c≡
and

s≡ to denote computational and, resp., statistical indistinguishability between two distribution
ensembles. For a distribution (or a randomized algorithm) D we use x $←− D to say that x is sampled
according to D and use x ∈ D to say that x is in the support of D. For a set S we overload the
notation to use x $←− S to indicate that x is chosen uniformly at random from S.

2.1 Learning Parity with Noise

We hereby define the standard Decisional Learning Parity with Noise (DLPN) assumption, which
we use in this paper.

Definition 2.1 (Decisional LPN Assumption). Let τ : N → R be such that 0 < τ(λ) < 0.5 for
all λ, and let n := n(λ) and m := m(λ) be polynomials such that m(λ) > n(λ) for all λ. The
(n,m, τ)-Decisional LPN ((n,m, τ)-DLPN) assumption states that for any PPT adversary A, there
exists a negligible function negl : N→ R, such that

|Pr[A(A,As + e) = 1]− Pr[A(A,b) = 1]| < negl(λ)

where A
$←− Zm×n2 , s $←− Zn2 , e

$←− Bermτ and b
$←− Zm2 .

It is well-known that DLPN remains secure even given polynomially many samples of indepen-
dent secrets and error vectors.

Proposition 2.2. Let τ , n and m be as in Definition 2.1 above, and let k := k(λ) be an aribitrary
polynomial in the security parameter. Then, under the (n,m, τ)-DLPN assumption, for any PPT
adversary A, there exists a negligible function negl such that

|Pr[A(A,AS + E) = 1]− Pr[A(A,B) = 1]| < negl(λ)

where A
$←− Zm×n2 , S $←− Zn×k2 , E $←− Berm×kτ and B

$←− Zm×k2 .

2.2 Trapdoor Hash

We hereby recall the definition of trapdoor hash functions (TDH) from Döttling et al. [14], with
few minor modifications. First, we are fine with weakly correct trapdoor hash schemes (as defined
in [14]), where we allow the error in correctness to be two-sided. This modification further allows us
to simplify the syntax of decoding for rate-1 schemes. Second, to construct correlation intractable
hash, we do not require the trapdoor hash scheme to be input-private (i.e. that the hash of an input
x hides x) and, consequently, we assume w.l.o.g. that the hash and encoding functions, H and E, are
deterministic (in the original definition, H and E share the same randomness - this was necessary
for achieving both input privacy and correctness).

Definition 2.3 (Rate-1 Trapdoor Hash). A rate-1 trapdoor hash scheme (TDH) for a function
class C = {Cn : {0, 1}n → {0, 1}} is a tuple of five PPT algorithms TDH = (S,G,H,E,D) with the
following properties.
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• Syntax:

– hk ← S(1λ, 1n). The sampling algorithm takes as input a security parameter λ and an
input length n, and outputs a hash key hk.

– (ek, td) ← G(hk, C). The generating algorithm takes as input a hash key hk a function
C ∈ Cn, and outputs a pair of an encoding key ek and a trapdoor td.

– h← H(hk, x). The hashing algorithm takes as input a hash key hk and a string x ∈ {0, 1}n,
and deterministically outputs a hash value h ∈ {0, 1}η.

– e ← E(ek, x). The encoding algorithm takes as input an encoding key ek and a string
x ∈ {0, 1}n, and deterministically outputs an encoding e ∈ {0, 1}.

– e′ ← D(td, h). The decoding algorithm takes as input a trapdoor td, a hash value h ∈
{0, 1}η, and outputs a 0-encoding e′ ∈ {0, 1}.

• Correctness: TDH is (weakly) (1 − τ)-correct (or has two-sided τ error probability), for
τ := τ(λ) < 1, if there exists a negligible function negl(λ) such that the following holds for any
λ, n ∈ N, any x ∈ {0, 1}n and any function C ∈ Cn.

Pr[e + e′ = C(x) mod 2] ≥ 1− τ − negl(λ)

where hk ← S(1λ, 1n), (ek, td) ← G(hk, C), h ← H(hk, x), e ← E(ek, x), and e′ ← D(td, h).
When τ = 0 we say that the scheme is fully correct.

• Function Privacy: TDH is function-private if for any polynomial-length {1nλ}λ∈N and any
{fn}n∈N and {f ′n}n∈N such that fn, f ′n ∈ Fn for all n ∈ N, it holds that

{(hkλ, ekλ)}λ∈N
c≡ {(hkλ, ek′λ)}λ∈N

where hkλ
$←− S(1λ, 1nλ), (ekλ, tdλ)

$←− G(hkλ, fnλ) and (ek′λ, td
′
λ)

$←− G(hkλ, f
′
nλ

).

• Compactness: we require that the image length of the hash function, η, is independent of n,
and is bounded by some polynomial in the security parameter λ.

As pointed in [14] (Remark 4.2), we may consider a natural extension of trapdoor hash for
a general class of functions C = {Cn : {0, 1}n → {0, 1}m} (where m := m(λ) > 1 is a fixed
polynomial). Further, if any C ∈ Cn can be represented as m parallel computations in some class
C′n : {0, 1}n → {0, 1}, then a trapdoor hash scheme for C′ = {C′n} directly implies a trapdoor hash
scheme for C with hash length independent in m.

2.3 Extractable Commitments

We hereby provide the definition of an extractable commitment scheme.4

Definition 2.4 (Extractable Commitment). An extractable (bit) commitment scheme is a tuple of
four PPT algorithms Com = (Gen,Commit,Verify,Extract) with the following properties.

• Syntax:
4The notion of extractable commitment is equivalent to standard public-key encryption. We use the commitment

terminology since it is more natural for our setting.
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– (pk, td) ← Gen(1λ): The key generation algorithm takes as input the security parameter
1λ and outputs a pair of a public key pk and trapdoor td.

– com← Commit(pk, x; r): The committing algorithm takes as input a public key pk, a bit
x ∈ {0, 1} and randomness r, and outputs a commitment com.

– {0, 1} ← Verify(pk, com, x; r): The verification algorithm takes as input a public key pk,
a commitment com, a bit x ∈ {0, 1} and randomness r ∈ {0, 1}∗, then either accepts or
rejects.

– x′ ← Extract(td, com): The extraction algorithm takes as input a trapdoor td and a
commitment com and outputs a bit x′ ∈ {0, 1} or ⊥.

• Correctness: Com is correct if there exists a negligible function negl, such that for any
x ∈ {0, 1},

Pr[Verify(pk,Commit(pk, x; r), x; r)] > 1− negl(λ)

where (pk, ·) $←− Gen(1λ) and r $←− {0, 1}∗.

• Hiding: Com is (computationally) hiding if it holds that

{Commit(pk, 0; r)}λ
c≡ {Commit(pk, 1; r)}λ

where (pk, ·) $←− Gen(1λ) and r $←− {0, 1}∗ for all λ ∈ N.

• Binding: Com is (statistically) binding if there exists a negligible function negl such that

Pr[∃com, r0, r1 s.t. Verify(pk, com, 0, r0) = Verify(pk, com, 1, r1) = 1] < negl(λ)

where (pk, ·) $←− Gen(1λ).

• Extraction: Com has correct extraction if there exists a negligible function negl, such that
for any x ∈ {0, 1} and r ∈ {0, 1}∗, if Verify(pk,Commit(pk, x; r), x; r)

Pr[Verify(pk, com, x; r) = 1 ∧ Extract(td, com) 6= x] < negl(λ)

where (pk, td)
$←− Gen(1λ) and com = Commit(pk, x; r).

Remark 2.5. Throughout the paper, we will implicitly assume that if Commit(pk, x; r) 6= com then
Verify(pk, x, r) 6= 1. This is achieved by any commitment scheme with a natural verification function
(that possibly performs additional verification). Notice that in such a case correct extraction implies
statistical binding.

2.4 Non-Interactive Zero-Knowledge Arguments

We formally define non-interactive zero knowledge arguments as follows.

Definition 2.6 (Non-Interactive Zero Knowledge). Let n := n(λ) be a polynomial in the security
parameter. A non-interactive zero knowledge (NIZK) argument Π for an NP language L, with a
corresponding instance-witness relation R, consists of three PPT algorithms Π = (Setup,P,V) with
the following properties.

10



• Syntax:

– crs← Setup(1λ): the setup algorithm takes a security parameter 1λ and ouputs a common
reference string crs.

– π ← P(crs, x,w): the prover takes as input the common reference string crs, a statement
x ∈ {0, 1}n and a witness w such that (x,w) ∈ R, and outputs a proof π.

– {0, 1} ← V(crs, x, π): the verifier takes as input the common reference string crs, a state-
ment x ∈ {0, 1}n and a proof π, and either accepts (outputs 1) or rejects (outputs 0).

• Completeness: Π is complete if for every λ ∈ N and (x,w) ∈ R, it holds that

Pr[V(crs, x,P(crs, x,w))] = 1

where crs
$←− Setup(1λ).

• Soundness: Π is sound if for every PPT cheating prover P∗, there exists a negligible function
negl, such that for every {xλ /∈ L}λ where xλ ∈ {0, 1}n for all λ, it holds that

Pr[V(crs, xλ,P
∗(crs)) = 1] < negl(λ)

where crs
$←− Setup(1λ).

• Zero Knowledge: Π is zero knowledge if there exists a PPT simulator Sim such that for
every {(xλ,wλ) ∈ R}λ, where xλ ∈ {0, 1}n for all λ ∈ N, it holds that

{(crs,P(crs, xλ,wλ))}λ
c≡ {Sim(1λ, xλ)}λ

where crs
$←− Setup(1λ).

We further consider few optional stronger properties that a NIZK system can satisfy:

• Adaptive Soundness: Π is adaptively sound if for every PPT cheating prover P∗, there
exists a negligible function negl, such that

Pr[x /∈ L ∧ V(crs, x, π) = 1] < negl(λ)

where crs
$←− Setup(1λ) and (x, π)← P∗(crs).

• Adaptive Zero Knowledge: Π is adaptively zero knowledge if there exist a (stateful) PPT
simulator Sim such that for every PPT adversary A, it holds that

{RealSim,A(1λ)}λ
c≡ {IdealSim,A(1λ)}λ

where RealSim,A and IdealSim,A are as defined in Figure 1.
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RealSim,A(1λ):

1. crs← Setup(1λ)

2. (x,w)← A(crs), s.t. (x,w) ∈ R

3. π ← P(crs, x,w)

4. Output (crs, x, π)

IdealSim,A(1λ):

1. crs← Sim(1λ)

2. (x,w)← A(crs)

3. π ← Sim(crs, x)

4. Output (crs, x, π)

Figure 1: RealSim,A and IdealSim,A

2.5 Correlation Intractability

Correlation intractable hash [11] constitutes one of the main building blocks in our work. We hereby
provide a formal definition.

Definition 2.7 (Correlation Intractable Hash). Let R = {Rλ} be a relation class. A hash family
H = (Sample,Hash) is said to be correlation intractable for R if for every non-uniform polynomial-
time adversary A = {Aλ}, there exists a negligible function negl(λ), such that for every R ∈ Rλ, it
holds that

Pr[(x,Hash(k, x)) ∈ R] ≤ negl(λ)

where k
$←− Sample(1λ) and x = Aλ(k).

We further define an essential property for utilizing CI hash for obtaining NIZK protocols.

Definition 2.8 (Programmable Hash Family). A hash family H = (Sample,Hash), with input and
output length n := n(λ) and, resp., m := m(λ), is said to be programmable if the following two
conditions hold:

• 1-Universality: For every λ ∈ N, x ∈ {0, 1}n and y ∈ {0, 1}m,

Pr[Hashk(x) = y] = 2−m

where k
$←− Sample(1λ).

• Programmability: There exists a PPT algorithm S̃ample(1λ, x, y) that samples from the
conditional distribution Sample(1λ) | Hashk(x) = y.

3 Non-Interactive Zero Knowledge from Correlation Intractability

In this section, we provide the formal framework for constructing NIZK for NP from the following
building blocks:

(i) An extractable commitment scheme where the extraction function can be probabilistically
presented by constant-degree polynomials.

(ii) A correlation intractable hash function for relations probabilistically searchable by constant-
degree polynomials.
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Our framework is essentially a special case of a more general paradigm that was extensively
investigated in prior works [9,10,21] for constructing NIZKs from general correlation intractability.
Our contribution in this part of the paper is relaxing the requirement for correlation intractability,
assuming a commitment scheme with the above property exists.

3.1 A Generic Framework

We first recall the generic framework from Canetti et al. [9] for achieving non-interactive zero
knowledge systems from correlation intractable hash.

In its most general form, the paradigm applies the Fiat-Shamir transform [16] over Σ-protocols,
which are special honest-verifier ZK protocols (possibly in the CRS model), using correlation in-
tractable hash, in a provably-sound manner.

Roughly speaking, in Σ-protocols, for every prover’s first message a there exists (if any) a unique
verifier’s challenge e that may allow a cheating prover to cheat. Thus, if we instantiate Fiat-Shamir
using a hash family H that is CI for the relation between such pairs (a, e), then the soundness of
the transform can be reduced to the correlation intractability of H: any prover who finds a first
message a where H(a) is the “bad challenge” e, essentially breaks H.

Therefore, the type of relations we target in the above outline is formally specified as follows.

Definition 3.1 (Unique-Output Relations). We say that a class of relations R ⊂ {0, 1}n×{0, 1}m
is unique-output if for every x ∈ {0, 1}n there exists at most one value y ∈ {0, 1}m such that
(x, y) ∈ R. We sometimes use function notation to describe such an R where every R ∈ R is
denoted by a function R : {0, 1}n → {0, 1}m∪⊥ with R(x) = y for (x, y) ∈ R and R(x) = ⊥ if there
exists no such y.

As observed in [9], we can reduce the class of relations we target in the CI to relations that are
efficiently searchable, i.e. unique-output relations where the unique output is efficiently computable.
It is not the case, however, that any Σ-protocol defines such a corresponding relation. This leads us
to define trapdoor Σ-protocols [9], which are Σ-protocol where the relation between a prover’s first
message and its unique “bad challenge” is efficiently computable given a trapdoor. We formalize
below.

Definition 3.2 (Searchable Relations). Let R : {0, 1}n → {0, 1}m ∪ ⊥ be a unique-output class of
relations. We say that R is searchable by a function class F : {0, 1}n → {0, 1}m ∪ ⊥ if for every
R ∈ R, there exists fR ∈ F such that

∀x s.t. R(x) 6= ⊥, (x, fR(x)) ∈ R

We say that R is efficiently searchable if F is efficiently computable.

Definition 3.3 (Trapdoor Σ-Protocol [9]). Let Π = (Setup,P,V) be a public-coin three-message
honest-verifier zero knowledge proof system for a language L in the common reference string model.
Define the relation class RΣ(Π) = {Rcrs,x | crs ∈ Setup(1λ), x /∈ L} where

Rcrs,x = {(a, e) | ∃z s.t. V(crs, x,a, e, z) = 1}

We say that Π for L is a trapdoor Σ-protocol if Rcrs,x is a unique-output relation (see Def-
inition 3.1) and there exist two PPT algorithms, tdSetup and BadChallenge, with the following
properties:
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• Syntax:

– (crs, td) ← tdSetup(1λ): The trapdoor setup algorithms takes as input a security param-
eter 1λ and outputs a common reference string crs and a trapdoor td.

– e ← BadChallenge(crs, td, x, a): The bad challenge algorithm takes as input a common
reference string crs and its trapdoor td, an instance x, and a first message a, and outputs
a second message e or ⊥.

• CRS Indistinguishability: We require that a common reference string crs
$←− Setup(1λ) is

computationally indistinguishable from a random reference string crs′ sampled with a trapdoor
by (crs′, td)

$←− tdSetup(1λ).

• Correctness: We require that for all λ ∈ N and any instance x /∈ L, first message a, and
(crs, td), such that Rcrs,x(a) 6= ⊥, it holds

BadChallenge(crs, td, x, a) = Rcrs,x(a)

Equivalently, we require that RΣ(Π) is searchable by

FΣ(Π) = {fcrs,td,x(a) = BadChallenge(crs, td, x, ·) | (crs, td) ∈ Setup(1λ), x /∈ L}

We recall the following theorem from [9].

Theorem 3.4 ( [9]). Assume:

(i) Π is a trapdoor Σ-protocol for L.

(ii) H is a programmable correlation intractable hash family for relation searchable by FΣ(Π).

Then, the Fiat-Shamir [16] transform over Π using H, FS(Π,H), is an NIZK argument system for
L with adaptive soundness and adaptive zero-knowledge.

Canetti et al. [9] show that any correlation intractable hash family for a reasonable class of
relations can be easily transformed to a programmable hash family while preserving correlation in-
tractability. We stress, however, that our Construction of correlation intractable hash in Section 2.5
directly satisfies programmability.

3.2 Special Case: Commit-then-Open Protocols

Equipped with the generic framework laid by prior work, we may now present a special case that
comprises the starting point of our work.

3.2.1 Commit-then-Open Protocols.

We consider protocols of a special form called commit-then-open Σ-protocols. This notion captures
a natural approach for constructing ZK protocols. In particular, a variant of the ZK protocol for
Graph Hamiltonicity from [6,15] is a commit-then-open Σ-protocol.

Roughly speaking, commit-then-open Σ-protocols are protocols that use a commitment scheme
(possibly in the CRS model), where the prover’s first message is a commitment on some proof
string π, and his second message is always a decommitment on a subset of π, which depends on the
verifier’s challenge. Upon receiving the decommitments, the verifier checks that they are valid, then
runs some verification procedure on the opened values. We hereby provide a formal definition.
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Definition 3.5 (Commit-then-Open Σ-Protocols). A commit-then-open Σ-protocol is a Σ-protocol
ΠCom = (SetupCom,PCom,VCom), with black-box access to a commitment scheme Com (possibly in
the CRS model), such that there exist four PPT algorithms:

• crs′ ← Setup′(1λ, pk): Takes as input a security parameter 1λ and a commitment key pk, and
outputs a common reference string crs′.

• (π, state)← P1(crs, x,w): Takes as input a common reference string crs, an instance x and its
witness w and outputs a proof π ∈ {0, 1}` (for some polynomial ` := `(λ)) and a local state
state.

• I ← P2(crs, x,w, e, state): Takes as input crs, x, w and state as above, and a verifier’s challenge
e ∈ {0, 1}∗, and outputs a subset I ⊆ [`].

• {0, 1} ← V′(crs, x, e, (I, πI)): Takes as input crs, x, e ∈ {0, 1}∗, I ⊆ [`] as above, and a
substring of the proof πI ∈ {0, 1}|I|.

using which ΠCom is defined as follows:

• SetupCom(1λ): Sample a commitment key pk ← Com.Gen(1λ) and possibly additional output
crs′ ← Setup′(1λ, pk), and output

crs = (crs′, pk)

• PCom(crs, x,w): The prover computes (π, state)← P1(crs, x,w), keeps the local state state, and
sends a commitment on the proof π to the verifier,

a = Com.Commit(pk, π)

• PCom(crs, x,w, e): The prover’s second message consists of a decommitment on the proof bits
corresponding to locations I ← P2(crs, x,w, e, state),

z = (I,Com.Decommit(aI))

• VCom(crs, x, a, e, z): The verifier verifies that z contains a valid decommitment to πI and out-
puts

V′(crs, x, e, (I, πI))

We sometimes override notation and denote ΠCom = (Setup′,P1,P2,V
′).

Proposition 3.6 ( [6,15]). There exists a commit-then-open Σ-protocol with soundness 1/2 for an
NP-complete language L.

It turns out that commit-then-open Σ-protocols allow us to relax the CI requirement for a sound
Fiat-Shamir to CI for relations that are probabilistically searchable by constant-degree polynomials.
We elaborate in the following.
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3.3 Probabilistically Searchable Relations

We consider a standard notion of approximation, which we refer to as probabilistic representation.
Roughly speaking, a function f is probabilistically represented by a function class C if there exists
a randomized C ∈ C that computes f with high probability, on any input.

Definition 3.7 (Probabilistic Representation). Let n,m ∈ N and 0 < ε < 1. Let f : {0, 1}n →
{0, 1}m∪⊥ be a function and denote f(x) = (f1(x), . . . , fm(x)) where fi : {0, 1}n → {0, 1}∪⊥ for all
i ∈ [m]. A (bit-by-bit) ε-probabilistic representation of f by a class of functions C : {0, 1}n → {0, 1}
consists of m distributions C1, . . . ,Cm ⊆ C such that

∀i ∈ [m], ∀x s.t. f(x) 6= ⊥, Pr
Ci

$←−Ci

[fi(x) = Ci(x)] > 1− ε

The following simple lemma connects between probabilistic representation and approximation.
Its proof follows immediately from Chernoff’s tail bound.

Lemma 3.8 (From Probabilistic Representation to Approximation). Let n ∈ N, ε := ε(λ) > 0, and
m := m(λ) be a sufficiently large polynomial. For any λ ∈ N, let f : {0, 1}n → {0, 1}m ∪ ⊥, and
let C = (C1, . . . ,Cm) be an ε-probabilistic representation of f by C : {0, 1}n → {0, 1}. Then, there
exists a negligible function negl, such that

∀x s.t. f(x) 6= ⊥, Pr
C

$←−C

[∆(f(x), C(x)) > 2εm] < negl(λ)

If a class of functions R is searchable by functions with probabilistic representation by C, we
say that R is probabilistically searchable by C.

Definition 3.9 (Probabilistically-Searchable Relations). Let R : {0, 1}n → {0, 1}m∪⊥ be a unique-
output class of relations. We say that R is ε-probabilistically searchable by C : {0, 1}n → {0, 1} if
it is searchable by F and, for every R ∈ R, letting fR ∈ F be the corresponding search function (see
Definition 3.2), fR ∈ F has an ε-probabilistic representation by C.

Notice that CI for relations searchable by F is a weaker notion than relation probabilistically
searchable by F . Our hope is to be able to probabilistically represent F by a much simpler class of
functions C such that the CI task is actually simplified.

3.4 CI for Probabilistic Constant-Degree is Sufficient for NIZK

Lastly, we show that through commit-then-open protocols, we can reduce our task to achieving CI
for relations probabilistically searchable by constant-degree polynomials. More specifically, we show
that any commit-then-open Σ-protocol ΠCom can be transformed to a slightly different commit-then-
open Σ-protocol Π̃Com such that:

• Assuming Com is extractable, Π̃Com is a trapdoor Σ-protocol.

• Assuming, further, that the extraction function ftd(a) = Com.Extract(td, a) has probabilis-
tic constant-degree representation, then so does the trapdoor function BadChallenge, corre-
sponding to Π̃Com and, therefore RΣ(Π̃Com) is probabilistically searchable by constant-degree
polynomials.
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We formalize below.

Theorem 3.10. Let ΠCom be a commit-then-open Σ-protocol for L with soundness 1/2 where the
output of P1 is of length ` := `(λ). Let Com be a statistically-binding extractable commitment scheme
where, for any td, the function ftd(x) = Com.Extract(td, x) has an ε-probabilistic representation
by c-degree polynomials, for a constant c ∈ N and 0 < ε(λ) < 1/`. Then, for any polynomial
m := m(λ), there exists a trapdoor Σ-protocol Π̃Com for L with soundness 2−m such that RΣ(Π̃Com)
(see Definition 3.3) is ε′-probabilistically searchable by 6cc′-degree polynomials, where c′ ∈ N is an
arbitrary constant and ε′ = ` · ε+ 2−c

′ .

Combining Proposition 3.6, Theorem 3.10, and Theorem 3.4, we obtain the following.

Corollary 3.11 (Sufficient Conditions for NIZK for NP). The following conditions are sufficient
to obtain a NIZK argument system for NP (with adaptive soundness and adaptive zero-knowledge):

(i) A statistically-binding extractable commitment scheme where, for any td, the function ftd(x) =
Extract(td, x) has an ε-probabilistic representation by c-degree polynomials, for a constant c ∈ N
and 0 < ε(λ) < 1/`(λ) for an arbitrarily large polynomial `.

(ii) A programmable correlation intractable hash family for relations ε-probabilistically searchable
by c′-degree polynomials, for some constant ε > 0 and arbitrarily large constant c′ ∈ N.

We now proceed and prove Theorem 3.10.

3.4.1 Proof of Theorem 3.10.

We start by presenting the transformation from ΠCom to Π̃Com. In fact, for simplicity, we first
show how to construct a protocol Π̃Com

1 which has soundness 1
2 . The final protocol Π̃Com with

amplified soundness simply consists of m parallel repetitions of Π̃Com
1 . We later show that all

required properties are preserved under parallel repetition and, therefore, we now focus on Π̃Com
1 .

Using the Cook-Levin approach, we represent any (poly-size) circuit C as a (poly-size) 3-CNF
formula ΦC such that for any input x, C(x) = 1 if and only if there exists an assignment w for
which ΦC(x,w) = 1. We call such an assignment w a Cook-Levin witness for C(x).

Construction 3.1. Let ΠCom = (Setup′,P1,P2,V
′) be a commit-then-open Σ-protocol with sound-

ness 1/2, i.e. where the verifier’s challenge e consists of a single public coin. We construct a
commit-then-open Σ-protocol Π̃Com

1 = (Setup′, P̃1, P̃2, Ṽ
′) as follows.5

• P̃1(crs, x,w): The prover generates a proof π ← P1(crs, x,w) and computes I0 ← P2(crs, x,w, 0)
and I1 ← P2(crs, x,w, 1). Without loss of generality, we assume that subsets I0, I1 ⊆ [`]
are represented, in the natural way, as matrices over Z2 such that Ie · π = πIe (for e ∈
{0, 1}). It then generates, for every e ∈ {0, 1}, a Cook-Levin witness we for the computation
Ccrs,x,e(Ie, πIe) = 1 where

Ccrs,x,e(Ie, πIe) := V′(crs, x, e, Ie, πIe)

The prover then outputs
π̃ = (π, I0, I1, w0, w1)

5Recall that the algorithms for the actual setup, prover and verifier, are obtained by combining the algorithms in
the construction with the commitment scheme Com, as described in Definition 3.5.
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• P̃2(crs, x,w, e): Outputs the subset Ĩe, which corresponds to the locations of πIe, Ie, and we in
z.

• Ṽ′(crs, x, e, (Ĩ , π̃Ĩ)): The verifier parses π̃Ĩ = (Ie, πIe , we) then verifies that

Φcrs,x,e(Ie, πIe , we) = 1

where Φcrs,x,e is the Cook-Levin 3-CNF formula for Ccrs,x,e verification.

We begin by showing that, if the underlying commitment scheme is extractable, then Π̃Com
1 is a

trapdoor Σ-protocol.

Lemma 3.12. Let Com = (Gen,Commit,Verify,Extract) be a statistically binding extractable com-
mitment scheme, and let ΠCom = (Setup′,P1,P2,V

′) be commit-then-open Σ-protocol with soundness
1/2. Then, Π̃Com

1 from Construction 3.1 is a trapdoor Σ-protocol with:

• tdSetup(1λ): Sample (pk, td)← Com.Gen(1λ) and crs′ ← Setup′(1λ, pk), then output

((crs′, pk), td)

• BadChallenge(crs, td, x, a): Compute π̃′ ← Extract(td, a), and parse π̃′ = (π′, I0, I1, w0, w1) ∈
{0, 1,⊥}∗. For every e ∈ {0, 1}, if Ie ∈ {0, 1}∗, set π̃′e = (Ie, π

′
Ie
, we) and otherwise set π̃′e = ⊥.

1. If π̃′0 ∈ {0, 1}∗ and Φcrs,x,0(π̃′0) = 1, output 0.

2. If π̃′1 ∈ {0, 1}∗ and Φcrs,x,1(π̃′1) = 1, output 1.

3. Otherwise, output ⊥.

Proof. It is evident that, based on the statistical binding of Com, the transformation preserves the
soundness of the protocol and that, based on the computational hiding of Com, it also preserves
honest-verifier zero knowledge (the honest-verifier uses the simulator of ΠCom in a straight-forward
manner and generates random commitments where necessary).

It is also clear that tdSetup(1λ) outputs a common reference string identical to crs← Setup(1λ).
We therefore focus on proving correctness of BadChallenge.

Let x /∈ L, and crs, td and a be such that Rcrs,x(a) = e 6= ⊥ (where Rcrs,x ∈ RΣ(Π̃Com
1 ) as defined

in Definition 3.3). From definition of Rcrs,x, there exists (Ĩ , π̃Ĩ) such that Ṽ(crs, x, a, e, (Ĩ , π̃Ĩ)) =
1. From the statistical binding and correct extraction of Com, it necessarily holds that π̃Ĩ =

Extract(aĨ) = π̃′e. Further, we have V′(crs, x, e, (Ĩ , π̃Ĩ)) = 1 and, therefore, Φcrs,x,e(π̃Ĩ) = 1 implying

Φcrs,x,e(π̃
′
e) = 1 (1)

On the other hand, since Rcrs,x is a unique-output relation (due to Lemma 3.12 and Defini-
tion 3.3), then there exists no (Ĩ , π̃Ĩ) such that Ṽ(crs, x, a, 1 − e, (Ĩ , π̃Ĩ)) = 1 and, in particular,
this holds for π̃′1−e. Therefore, if π̃′1−e is a valid opening of aĨ (with Ĩ being the set of locations
supposedly corresponding to (I1−e, π

′
I1−e

, w1−e) in a), i.e. π̃′1−e = Extract(aĨ), then

Φcrs,x,1−e(π̃
′
1−e) = 0 (2)

By combining (1) and (2), we obtain that BadChallenge(crs, td, x, a) = e = Rcrs,x(a) and we finish.
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Having shown that the protocol is a trapdoor Σ-protocol, our goal now is to show that the
trapdoor function BadChallenge, which is specified in Lemma 3.12, has probabilistic representation
as constant degree polynomials. Observe that, roughly speaking, BadChallenge is a composition of
the extraction function, which we assume has a probabilistic constant-degree representation, and
an evaluation of two CNF formulas. Since the protocol is a Σ-protocol, we show that, in fact,
the randomized polynomials need to (probabilistically) evaluate only one of these formulas on the
extracted value.

Thus, as a first step towards constructing efficient probabilistic constant-degree representation
for BadChallenge, we show how to evaluate CNF formulas using randomized polynomials.

Lemma 3.13 (k-CNF via Probabilistic Polynomials). Let `, k, c ∈ N. For any k-CNF formula
Φ : {0, 1}` → {0, 1}, there exists a 2−c-probabilistic representation by c(k + 1)-degree polynomials
PΦ.

Proof. Fix a k-CNF formula Φ. For simplicity, we describe the distribution over polynomials PΦ

as a randomized algorithm.

PΦ(x):

1. Let (C1, . . . , CN ) be the clauses of Φ, where N = O(`k) is the maximal number of clauses
in a k-CNF formula over ` variables.

2. Compute y = (¬C1(x)‖ . . . ‖¬CN (x)) ∈ {0, 1}N , which is the negation of the evaluation
of the clauses of Φ on x (that is, y[j] = ¬Cj(x)).

3. Sample a random matrix R $←− Zc×N2 , and compute z = Ry ∈ {0, 1}c.
4. Output w = ¬(z[1] ∨ · · · ∨ z[c]).

Notice that the transformation x 7→ y is k-local and, therefore, can be evaluated using a k-
degree polynomial. The transformation y 7→ z is just a randomized linear function, and z 7→ w
is c-degree. Overall, we can describe the computation of PΦ as a distribution over polynomials of
degree c · (k + 1).

It remains to show that PΦ indeed computes Φ with high probability. If Φ(x) = 1, then y = 0N

and, consequently, z = 0c and w = 1 for any choice of R. If Φ(x) = 0, then y 6= 0N and, since R is
random, z is a uniformly random vector. Thus, we can bound Pr[w = 1] = Pr[z = 0c] = 2−c.

We now use Lemma 3.13, and the assumption that Extract has probabilistic constant-degree
representation, to obtain such a representation for BadChallenge.

Lemma 3.14. Let c, c′ ∈ N be arbitrary constants, and let 0 < ε(λ) < 1/`(λ). Let Com be
an extractable commitment scheme where, for any td, the extraction function Extract(td, ·) has an
ε-probabilistic representation by c-degree polynomials. Consider the protocol Π̃Com from Construc-
tion 3.1. Then, the function

fcrs,td,x(a) = BadChallenge(crs, td, x, a),

as defined in Lemma 3.12, has ε′-probabilistic representation by 6cc′-degree polynomials, with ε′ =
` · ε+ 2−c

′ .
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Proof. LetPtd be the efficient ε-probabilistic representation of Extract(td, ·) by c-degree polynomials.
We now show a probabilistic representation of fcrs,td,x by c′-degree polynomials, denoted by Pcrs,td,x.
For simplicity, we describe Pcrs,td,x as a randomized algorithm.

Pcrs,td,x(a):

1. Sample Ptd
$←− P`

td, and compute z̃ = Ptd(a).

2. Parse z̃ = (z, I0, I1, w0, w1) and compute z̃1 = (I1, zI1 , w1).

3. Denote by PΦ the 2−c
′-probabilistic representation of Φcrs,x,1 by 3c′-degree polynomials

(due to Lemma 3.13). Sample PΦ
$←− PΦ, then output b = PΦ(z̃e).

We know that Ptd and PΦ are random polynomials of degrees c and 3c′, respectively. It is also clear
that, from the representation of I1 as a matrix, then the transformation (I1, z) 7→ zI1 and, therefore,
step 2 of Pcrs,td,x, can be described using a fixed 2-degree polynomial. We conclude that Pcrs,td,x

can be described as a distribution over 6cc′-degree polynomials.
It remains to show that P probabilistically computes fcrs,td,x. From the correctness of Ptd and

following Definition 3.7, if π̃′1 = Extracttd(aI1) ∈ {0, 1}∗, then

∀i ∈ I1,Pr[π̃′i 6= z̃i] ≤ ε

Applying union bound on the above, we get that Pr[π̃′ 6= z̃] ≤ |I1| · ε ≤ ` · ε.
Now, conditioning on π̃′ = z̃, and from the correctness of PΦ, we get that Pr[b 6= Φcrs,x,1(π̃′1)] ≤

2−c
′ and, therefore, overall, we get that

Pr
P

$←−Pcrs,td,x

[P (a) 6= Φcrs,x,1(π̃′1)]

≤ Pr[π̃′ 6= z̃] + Pr[P (a) 6= Φcrs,x,1(π̃′1) | π̃′ = z̃]

≤ ` · ε+ 2−c
′

(3)

Now, if fcrs,td,x(a) = 1, then it must be the case that π̃′1 ∈ {0, 1}∗ and Φcrs,x,1(π̃′1) = 1, and therefore,
from (3), P (a) = 1 with the required probability. Otherwise, if fcrs,td,x(a) = 0, then π̃′0 ∈ {0, 1}∗

and Φcrs,x,0(π̃′0) = 1. Since Π̃Com is a Σ-protocol and RΣ(Π̃Com) is unique output (Lemma 3.12),
then there exist no z̃1 ∈ {0, 1}∗ such that Φcrs,x,1(z̃1) = 1 and, therefore, P (a) = 0 with the required
probability. This completes the proof.

Combining Lemmas 3.12 and 3.14, we have so far proven Theorem 3.10 for the special case
of m = 1. To derive the theorem for the general case, consider the protocol Π̃Com that consists
of m parallel repetitions of Π̃Com

1 . Parallel repetition preserves honest-verifier zero knowledge and
the Σ-protocol property (RΣ being unique-output) and, consequently, amplifies soundness to 2−m.
Further, if Π̃Com

1 is a trapdoor Σ-protocol with tdSetup and BadChallenge, then Π̃Com is a trapdoor
Σ-protocol with tdSetup and BadChallengem, where BadChallengem(crs, td, x, a1, . . . , am) computes
ei = BadChallenge(crs, td, x, ai) for all i ∈ [m] then outputs (e1, . . . , em) if ∀i ei ∈ {0, 1} and outputs
⊥ otherwise. By Definition 3.7, if BadChallenge has ε′-probabilistic 6cc′-degree representation, then
so does BadChallengem.

Hence, the proof of Theorem 3.10 is complete.
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4 CI through Probabilistic Representation

In this section, we show that if a function class F has a probabilistic representation by a potentially
simpler class C (see Definition 3.7) then CI for relations searchable by F can be reduced to CI for a
class of relations that are “approximated” by C. This is the first step we make towards constructing
CI hash, as required by Corollary 3.11, from standard assumptions.

4.1 Approximable Relations and CI-Apx

We start by defining the notion of approximable relations and a related special case of correlation
intractability, CI-Apx.

Definition 4.1 (CI-Apx). Let C = {Cλ : {0, 1}n(λ) → {0, 1}m(λ)} be a function class and let
0 < ε < 1. For every C ∈ C, we define the relation ε-approximable by C as follows

RεC = {(x, y) ∈ {0, 1}n × {0, 1}m | ∆(y, C(x)) ≤ εm}

A hash family that is CI for all relations {RεC | C ∈ C} is said to be CI-Apxε for C.

4.2 From CI-Apx for C to CI for F

We now state and prove the following general theorem.

Theorem 4.2. Let F be a function class that has an ε-probabilistic representation by C. If H is
CI-Apx2ε hash for C, then H is CI for relations searchable by F (i.e. ε-probabilistically searchable
by C).

4.2.1 Proof of Theorem 4.2.

Suppose R is searchable by F : {0, 1}n → {0, 1}m. Fix some R ∈ R and consider its corresponding
search function f ∈ F . Let Cf be the ε-probabilistic representation of f by C.

We start by defining a game Game0(A) against an adversary A as follows.

Game0(A):

1. k
$←− Sample(1λ).

2. x← A(k).

3. Output 1 if and only if f(x) 6= ⊥ and Hashk(x) = f(x).

It is clear that the probability of an adversary A to win Game0 upper bounds the probability
he breaks the correlation intractability of H for R (immediate from Definition 3.2). Our goal,
then, is to show that for any PPT adversary A, there exists a negligible function negl such that
Pr[Game0(A) = 1] < negl(λ).

We now reduce Game0 to Game1, which is defined below.

Game1(A):

1. C $←− Cf .
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2. k
$←− Sample(1λ).

3. x← A(k).
4. Output 1 if and only if ∆(Hashk(x), C(x)) ≤ 2εm.

Lemma 4.3. For any (possibly unbounded) adversary A, there exists a negligible function negl, such
that

Pr[Game0(A) = 1] ≤ Pr[Game1(A) = 1] + negl(λ)

Proof. The proof is derived from the fact that C in Game1 is sampled independently of the adver-
sary’s choice x and from Lemma 3.8, as follows.

Pr[Game0(A) = 1] = Pr[f(x) 6= ⊥ ∧ Hashk(x) = f(x)]

≤ Pr
C

$←−Cf

[f(x) 6= ⊥ ∧∆(f(x), C(x)) > 2εm]

+ Pr
C

$←−Cf

[f(x) 6= ⊥ ∧∆(Hashk(x), f(x)) ≤ 2εm]

≤ Pr[Game1(A) = 1] + negl(λ)

To complete the proof of Theorem 4.2, we show that Game1 is hard to win with non-negligible
probability, based on the correlation intractability of H for relations 2ε-approximable C.

Lemma 4.4. If H is CI-Apx2ε for C then, for any f ∈ F and any PPT adversary A, there exists
a negligible function such that

Pr[Game1(A) = 1] < negl(λ)

Proof. Assume towards contradiction there exists f ∈ F and A for which the above does not
hold, namely Pr[Game1(A) = 1] > 1/poly(λ). Then, there exists some fixed C ∈ Cf such that
Pr[GameC1 (A) = 1] > 1/poly(λ), where GameC1 is defined as Game1 with C being fixed (rather than
sampled from Cf ). From definition, such an adversary breaks the CI-Apx2ε of H for C.

5 CI-Apx from Trapdoor Hash

Having shown in the previous section that CI-Apx is a useful notion to obtain CI for a function class
that has a simple probabilistic representation, we now show how to construct, from rate-1 trapdoor
hash for any function class C [14], an CI-Apx hash for C. In fact, in our proof of CI, we require that
the underlying TDH scheme satisfies the following stronger notion of correctness.

Definition 5.1 (Enhanced Correctness for TDH). We say that a (rate-1) trapdoor hash scheme
TDH for C = {Cn : {0, 1}n → {0, 1}} has enhanced (1 − τ)-correctness for τ := τ(λ) < 1 if it
satisfies the following property:

• Enhanced Correctness: There exists a negligible function negl(λ) such that the following
holds for any λ, n,∈ N, any h ∈ {0, 1}η(λ), any hk ∈ S(1λ, 1n), and any function C ∈ Cn:

Pr[∀x ∈ {0, 1}n : H(hk, x) = h, e + e′ = C(x) mod 2] ≥ 1− τ − negl(λ)

where (ek, td) ← G(hk, C), e = E(ek, x), e′ = D(td, h) and the probability is over the random-
ness used by G.
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Theorem 5.2. Assume there exists rate-1 trapdoor hash scheme TDH for C = {Cn : {0, 1}n →
{0, 1}m} with enhanced (1 − τ)-correctness where the hash length is η := η(λ). Then, for any
ε s.t. ε + τ < ε0 (for some fixed universal constant ε0), there exists a polynomial mε,η,τ (λ) =
O((η+λ)/τ + log(1/ε)) such that, for every polynomial m > mε, there exists a CI-Apxε hash family
for C with output length m(λ).6

Recalling Corollary 3.11, and using the result from Section 4, obtaining CI-Apx for constant-
degree functions is sufficient for our purpose of constructing NIZK. To instantiate Theorem 5.2
for constant-degree functions from standard assumption, we use the following result of Döttling et
al. [14].

Theorem 5.3 (TDH from Standard Assumptions [14]). For any constant c ∈ N and arbitrarily
small τ := τ(λ) = 1/poly(λ), there exists a rate-1 trapdoor hash scheme, for c-degree polynomials
over Z2, with enhanced (1-τ)-correctness and function privacy under the DDH/QR/DCR/LWE
assumption7.

We note some gaps between the result from [14] and the theorem above. First, the aforemen-
tioned work considers only linear functions (i.e. degree-1 polynomials) over Z2. Second, their
DDH-based construction supports even a stricter class of functions, namely only “index functions”
of the form fi(x) = xi. Third, all known constructions are not proven to have enhanced correctness.
In Appendix A, we show how to close these gaps by simple adjustments to the constructions and
proofs from [14]. Combining Theorems 5.2 and 5.3, we obtain.

Corollary 5.4. Let c ∈ N. There exists a constant ε > 0 such that, for any sufficiently large
polynomial m := m(λ), there exists a programmable correlation intractable hash family with output
length m for all relations ε-approximable by c-degree polynomials over Z2.

5.1 The Hash Family

We now present our construction of CI-Apx from rate-1 TDH. We note that we do not use the full
power of a TDH. Specifically, the decoding algorithm need not be efficient and, further, we do not
use input privacy (as defined in [14]).

Construction 5.1 (Correlation Intractability from TDH). Let n := n(λ) and m := m(λ) be
polynomials in the security parameter, and let ε := ε(λ) < 0.32. Let C : {0, 1}n → {0, 1} be a
function class and let TDH = (S,G,H,E,D) be a rate-1 trapdoor hash scheme for C. Our construction
of CI-Apxε hash for C consists of the following algorithms.

• Sample(1λ): Sample hk
$←− S(1λ) and, for all i ∈ [m], (eki, tdi)

$←− G(hk, C0) for an arbitrary
fixed C0 ∈ C, and a uniform r

$←− {0, 1}m, then output

k = ((ek1, . . . , ekm), r)

• Hash(k, x): The hash of an input x ∈ {0, 1}n under key k = ((eki)i∈[m], r) is computed as
follows

h = E((ek1, . . . , ekm), x) + r mod 2
6In fact, as implicitly implied by the proof of the theorem, our construction satisfies the stronger notion of

somewhere statistical CI for the corresponding hamming-ball relations [9]. However, applying Theorem 4.2 on the
construction does not preserve this property.

7The error probability in the QR, DCR, and LWE constructions is even negligible.
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5.2 Proof of Theorem 5.2

Programmability of the construction is trivial and, thus, we focus on proving CI.
Fix some C = (C1, . . . , Cm) ∈ Cm and consider the relation ε-probabilistically searchable by C,

RεC . The advantage of an adversary A in breaking the CI for RεC is demonstrated in his advantage
in winning in the following game.

Game0(A):

1. k
$←− Sample(1λ).

2. x← A(k).

3. Output 1 if and only if ∆(Hashk(x), C(x)) ≤ 2εm.

To show Pr[Game0(A) = 1] < negl(λ), we define a different game, Game1, in which we switch
the encoding keys (ek1, . . . , ekm) in k to encoding keys corresponding to the functions C1, . . . , Cm
(rather than C0).

Game1(A):

1. Sample hk ← S(1λ, 1n) and (ek′i, td
′
i) ← G(hk, Ci) for every i ∈ [m]. Sample a uniform

r
$←− {0, 1}m, then set k = ((ek′1, . . . , ek

′
m), r).

2. x← A(k).

3. Output 1 if and only if ∆(Hashk(x), C(x)) ≤ 2εm.

We claim that, based on the function privacy of the underlying trapdoor hash, we may reduce
Game0 to Game1.

Lemma 5.5. Under the function privacy of TDH, for any PPT adversary A, there exists a negligible
function negl such that

Pr[Game0(A) = 1] ≤ Pr[Game1(A) = 1] + negl(λ)

Proof. Assume towards contradiction there exists an adversary A for which the above does not hold.
We use A to construct an adversary ATDH that distinguishes between (hk, (ek1, . . . , ekm)) and

(hk, (ek′1, . . . , ek
′
m)), where hk← S(1λ, 1n), eki ← G(hk, C0) and ek′i ← G(hk, Cfi) (for every i ∈ [m]),

with non-negligible advantage. Such an adversary breaks the function privacy of TDH via a standard
hybrid argument.

On input (ek1, . . . , ekm, C), ATDH simply calls x ← A((ek1, . . . , ekm), r)), and outputs 1 iff
∆(Hashk(x), C(x)) ≤ 2εm. It holds that

|Pr[ATDH(hk, (ek1, . . . , ekm)) = 1]− Pr[ATDH(hk, (ek′1, . . . , ek
′
m)) = 1]|

= |Pr[Game1(A) = 1]− Pr[Game2(A) = 1]| ≥ 1/poly(λ)

Lastly, we show that Game1 is statistically hard to win. This, together with Lemma 5.6, implies
Theorem 5.2.
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Lemma 5.6. For any (possibly unbounded) adversary A, there exists a negligible function negl s.t.

Pr[Game1(A) = 1] < negl(λ)

Proof. It suffices to show that there exists a negligible function negl such that

Pr
k

[∃x : ∆(Hashk(x), C(x)) ≤ 2εm] < negl(λ)

where k is sampled as in Game1. We denote the above event by Bad and observe that

Pr[Bad] = Pr
k

[∃x, z ∈ {0, 1}m : |z| ≤ 2εm ∧ C(x) + z = Hashk(x) mod 2]

For any hk ∈ S(1λ, 1n), let Badhk be the event Bad where the hash key is fixed to hk, and
the probability space is over random (eki, tdi) and r. It is sufficient, then, to show that for all
hk ∈ S(1λ, 1n), Pr[Badhk] ≤ negl(λ).

For any hk ∈ S(1λ, 1n), let TDHCorhk denote the following event:

TDHCorhk = [∀x,∆(E(ek, x) + C(x),D(td, h)) ≤ 2τm].

Then Pr[Badhk] ≤ Pr[¬TDHCorhk] + Pr[Badhk ∧ TDHCorhk]. We will separately show that both
Pr[¬TDHCorhk] and Pr[Badhk ∧ TDHCorhk] are negligible in λ.

First, we bound Pr[¬TDHCorhk] based on the enhanced (1−τ)-correctness of TDH and Chernoff
bound: for every fixed h ∈ {0, 1}η and hk ∈ S(1λ, 1n),

Pr[∃x : H(hk, x) = h, ∆(E(ek, x) + C(x),D(td, h)) > 2τm] ≤ e−τm/3

Applying union bound over all h ∈ {0, 1}η gives

Pr[¬TDHCorhk] = Pr[∃x, ∆(E(ek, x) + C(x),D(td,H(hk, x))) > 2τm] < eη−τm = negl(λ)

.
Second, note that Pr[Badhk ∧ TDHCorhk] ≤ Pr[∃x : ∆(r,D(td,H(hk, x))) ≤ 2(τ + ε)] where the

probability is over choice of td and r. Let ε′ = 2(ε+ τ) and (for fixed hk, td) let

Y = {D(td, hx) + z′ mod 2 | x ∈ {0, 1}n, hx = H(hk, x), z′ ∈ {0, 1}m s.t. |z′| ≤ ε′m}

For fixed hk, td, Prr[∃x : ∆(r,D(td, hx)) < ε′m] = 2−m|Y |. Thus, it suffices to show that 2−m|Y |
is negligible. Clearly, |{D(td, hx) : x ∈ {0, 1}n, hx = H(hk, x)}| ≤ 2η. Further, we can bound

|{z′ ∈ {0, 1}m | |z′| ≤ ε′m}| =
ε′m∑
i=1

(
m

i

)
≤

ε′m∑
i=1

(me
i

)i
≤ (e/ε′)ε

′m+1

and consequently, |Y | ≤ 2η · (e/ε′)ε′m+1. If ε′ is a (universally) sufficiently small constant, and
m ≥ (λ+ η + log(e/ε′))/(1− ε′ log(e/ε′)) = O((η + λ)/τ + log(1/ε)),

2−m|Y | ≤ 2−m(e/ε)ε
′m+12η < 2(ε′ log(e/ε′)−1)m+log(e/ε′)+η < 2−λ.
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6 Commitment with Linear Approximate Extraction

In this section we prove that, under the standard decisional LPN assumption, there exists an
extractable commitment scheme that satisfies the conditions set by Corollary 3.11, and can be
essentially used, together with a suitable CI hash, to obtain NIZK for NP.

Theorem 6.1. Let 0 < c < 1 be an arbitrary constant and ` := `(λ) be an arbitrarily large
polynomial. There exists, under the (n, 2n, n−(1+c)/2)-DLPN assumption, a statistically-binding
extractable commitment scheme where, for any td, the function ftd = Extract(td, x) has efficient
(1/`)-probabilistic representation by linear functions.

6.1 The Commitment Scheme

Our construction is heavily inspired by the public key encryption of Damgård and Park [12].

Construction 6.1 (Extractable Bit Commitment from LPN). Let k := k(λ), n := n(λ) be suffi-
ciently large polynomials such that k = Ω(n) and let m = 2n. Let τ := τ(λ) = n−(1+c)/2 for some
constant 0 < c < 1 and define ε := ε(λ) = 16n−c accordingly. Our construction of a lossy extractable
bit commitment scheme consists of the following algorithms:

• Gen(1λ): Sample A
$←− Zm×n2 , S $←− Zn×k2 and E

$←− Berm×kτ , and set B = AS+E, then output

k = (A,B) td = S

• Commit(pk, x; r): Parse r as r $←− Bermτ and let x = x` ∈ Zk2. Compute u = rA and c = rB+x,
then output

com = (u, c) (4)

• Verify(pk, com, x, r): Parse r as r ∈ Zm2 , then output 1 if and only if

|r| ≤ 2τm ∧ Commit(pk, x; r) = com

• Extract(td, com): Parse td = S ∈ Zn×k2 and com as in Equation (4), then output

x′ = Majorityε(uS + c)

where Majorityε : {0, 1}k → {0, 1} is the majority with ε-promise function, which is defined as
follows:

Majorityε(v) =


0 |v| ≤ εk
1 |v| ≥ (1− ε)k
⊥ otherwise

6.2 Proof of Theorem 6.1

The correctness of the construction immediately follows from applying Chernoff bound on the weight
of an honestly sampled randomness r. A proof that the commitment scheme is hiding, based on the
(n, 2n, n−(1+c)/2)-DLPN assumption is identical to the proof of security for the public key encryption
from [12]. We complete the proof of Theorem 6.1 through a series of lemmas, that show that the
scheme has correct extraction and, further, that the extraction function has a probabilistic linear
representation.
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Lemma 6.2. Let k, n,m = 2n and τ = n−(1+c)/2 be the parameters from Construction 6.1, and
define ε := ε(λ) = 16n−c accordingly. Then, there exists a negligible function negl such that the
following holds for E

$←− Berm×kτ

Pr[∃r s.t. |r| ≤ 4τm ∧ |rE| > εk] < negl(λ)

Proof. Denote by e1, . . . , em ∈ Zk2 the rows of E. We first tail-bound the weight of each row using
Chernoff and get Pr[|ei| > 2τk] < 2−Ω(τk). Using union bound, we imply that Pr[∃i s.t. |ei| >
2τk] < m · 2−Ω(τk), which is negligible in τk and, therefore, in λ (assuming k = Ω(n)). Assuming
this does not happen, it is easy to see that, for any r ∈ {0, 1}m with |r| ≤ 2τm, it holds that
|rE| ≤ (4τm)(2τk) = 8τ2mk = εk.

Lemma 6.3 (Extraction). The bit commitment scheme from Construction 6.1 has correct extraction
and, therefore, is also statistically binding (due to Remark 2.5).

Proof. For any x ∈ {0, 1}, it holds that

Extract(td,Commit(pk, x; r)) = Majorityε(uS + c) = Majorityε(rE + x)

where x = xk, E $←− Berm×kτ and r
$←− Bermτ . Using Chernoff, we bound Pr[|r ≤ 4τm|] > 1− negl(λ),

and therefore, by applying Lemma 6.2, we get that Pr[|rE| ≤ εk] > 1 − negl(λ) for ε = 16n−c.
Conditioning on such an event it holds that Majorityε(rE + x) = x, and therefore extraction is
correct with all but negligible probability.

Lemma 6.4. Let ` := `(λ) be an arbitrarily large polynomial and set ε(λ) = 1/`(λ). Let Com =
(Gen,Commit,Verify,Extract) be the bit commitment scheme from Construction 6.1 with a sufficiently
large security parameter n such that 16n−c ≤ ε. Then, for any td, the function ftd(x) has an efficient
ε-probabilistic representation by linear functions.

Proof. For simplicity of exposition, we describe the distribution Ltd as a randomized algorithm
which implicitly defines a distribution over linear functions in a straight-forward manner.

Ltd(a):

1. Sample a random column from the secret S, and denote it by s ∈ Zn2 .
2. Parse a = (u, c) then output x = us + c.

It is clear that the above algorithm can be described as a randomized linear function in a. Further,
notice that if Extract(td, a) 6= ⊥ then |uS + c| ≤ εk or ≥ (1 − ε)k and, therefore, Pr[us + c 6=
Majorityε(uS + c)] ≤ ε. This completes the proof.
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A Completing the Proof of Theorem 5.3

In this appendix, we confirm Theorem 5.3 by first showing that, building on the corresponding
construction from [14], we can obtain a rate-1 trapdoor hash scheme for linear functions with
enhanced correctness from DDH. A proof of enhanced correctness for the other constructions (those
based on QR,DCR and LWE) follow similarly.

We then show how to generically bootstrap any TDH scheme for linear functions over Z2 to a
TDH scheme for c-degree polynomials over Z2, for any constant c > 1.

A.1 Trapdoor Hash for Linear Functions from DDH

A.1.1 The Decisional Diffie-Hellman Assumption

We give the formal definition of the decisional version of the Diffie-Hellman (DDH) assumption [?].

Definition A.1 (Decisional Diffie-Hellman (DDH) assumption). A (prime-order) group generator
is an algorithm G that takes as an input a security parameter 1λ and outputs (G, p, g), where G is
the description of a multiplicative cyclic group, p is the order of the group which is always a prime
number, and g is a generator of the group. We say that G satisfies the DDH assumption (or is
DDH-hard) if for any PPT adversary, A, there exists a negligible function negl : N→ R such that

|Pr[A((G, p, g), (ga1 , ga2 , ga1a2)) = 1]− Pr[A((G, p, g), (ga1 , ga2 , ga3)) = 1]| < negl(λ)

where (G, p, g)
$←− G(1λ) and a1, a2, a3

$←− Zp.

A.1.2 Parity Encoding over Discrete Log Groups

Let G be a multiplicative cyclic group of prime order p, and let g ∈ G be a generator. We recall
the variant of the “distributed discrete log” function [?], which was used in the DDH-based TDH
construction from [14]. The subroutine ParityG,g takes as input an element h ∈ G, bounds on
the failure probability τ > 0 and on the input range n ∈ N, and a pseudo-random function [?]
φK : G → {0, 1}dlog(2n/τ)e. At a high level, the function outputs the parity of the “distance”
between h and the next zero of φK , and, intuitively, defines a randomized parity encoding for close
group elements (those within range defined by n).

ParityG,g(h, τ, n,K) :

1. Define T := [2n loge(2/τ)]/τ , and set i := 0.
2. While i ≤ T :

2.1. If φK(h · gi) = 0dlog(2n/τ)e then output LSB(i), else set i := i+ 1.
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3. Output LSB(i).

where LSB returns the least significant bit of a certain integer.

The function ParityG,g(h, τ, n,K) is computable in time polynomial in |G|, n, |K| and 1/τ . We
hereby prove a useful property of the parity encoding. The original TDH construction from [14]
relies on a slightly weaker statement, which was proven in [?]. In order to obtain TDH for linear
functions, rather than only for index functions, the following proposition has to be used. The proof
is similar to the proof in the aforementioned work.

Proposition A.2. Let G be a multiplicative cyclic group of prime order p, and let g ∈ G, τ > 0,
n ∈ N with [2n loge(2/τ)]/τ < p. Let φK : G → {0, 1}dlog(2n/τ)e be a pseudo-random function with
a uniformly random key K $←− {0, 1}λ. Then, for any h ∈ G, it holds that

Pr[∀0 ≤ x ≤ n, ParityG,g(h, τ, n,K) + ParityG,g(hg
x, τ, n,K) = LSB(x) mod 2] ≥ 1− τ − negl(λ)

where the probability is taken over the choice of K.

Proof. Relying on the security of the PRF, we may replace the calls to φK in Parity by calls to a
truly random function φ, at the cost of a negligible error probability.

The proof is completed, similarly to the proof of Proposition 3.2 from [?], by the following simple
case analysis.

(i) φ(h · gi) = 0 for some 0 ≤ i ≤ n− 1.

This implies that for i < x ≤ n we may get error.

The probability of such event is bound by 1− (1− (τ/2n))n ≤ τ/2 (as pointed in [?]).

(ii) φ(h · gi) = 0 for no 0 ≤ i ≤ n− 1 but for some n ≤ i ≤ T .
In which case, we never get error.

(iii) φ(h · gi) = 0 for no 0 ≤ i ≤ T .
This implies that Parity halts at i = T + 1, and we get error for some 0 ≤ x ≤ n.
This happens with probability (1− (τ/2n))2n loge(2/τ)/τ < τ/2.

Bounding the probability of cases (i) and (iii) is sufficient since the three cases are a partition of
the probability space over the choice of φ.

A.1.3 The Construction

We now present a modified variant of the DDH-based TDH construction from [14] (differences
emphasized in red). The construction presented below supports encoding linear functions and
not only “index functions” as it is the case in the original construction. On the other hand, this
construction has two-sided error (compared to one-sided error in the original). Since we do not
require input privacy for our construction of CI hash, we present a TDH where the hash and
decoding are deterministic. This can be easily transformed to an input-secure randomized scheme,
following ideas in [14].
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The proof for function-privacy of the construction is identical to the proof of the scheme from [14].
A proof that the scheme has enhanced correctness, as required for correlation intractability, is
provided after the construction.

We define linear functions Zn2 → Z2 through vectors in Zn2 : Every vector v ∈ Zn2 is associated
with the linear function fv(x) = vTx.

Construction A.1 (Rate-1 TDH for Linear Functions from DDH). Let τ := τ(λ) > 1/poly(λ) for
some polynomial poly. The (simplified) rate-1 DDH-based TDH scheme for linear functions consists
of the following algorithms.

• S(1λ, 1n) :

1. Sample (G, p, g)
$←− G

2. Sample a matrix

A :=

(
g1,0, g2,0, . . . , gn,0
g1,1, g2,1, . . . , gn,1

)
$←− G2×n

3. Output
hk := ((G, p, g),A) (5)

• G(hk, fv) : parse hk as in Equation 5 and proceed as follows.

1. Sample K $←− {0, 1}λ and s $←− Zp.
2. Set

u := gs

and

B :=

(
u1,0, u2,0, . . . , un,0
u1,1, u2,1, . . . , un,1

)
where uj,b :=

{
gsj,b · g if b = 1 ∧ vj = 1

gsj,b otherwise

3. Output

ek := (u,B,K) td := (s,K) (6)

• H(hk, x) : parse hk as in Equation 5 and A = (gj,b)j∈[n],b∈{0,1}, and output

h :=
n∏
j=1

gj,x[j] (7)

• E(ek, x): parse ek as (u,B) and B = (uj,b)j∈[n],b∈{0,1}, and output

e := ParityG,g

 n∏
j=1

uj,x[j], τ, n,K


• D(td, h) : parse h ∈ G and td as in Equation 6, and output

e′ := ParityG,g(h
s, τ, n,K) (8)
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A.1.4 Proof of Enhanced Correctness

Theorem A.3. The trapdoor hash scheme from Construction A.1 has enhanced (1−τ)-correctness.

Proof. The enhanced correctness of the scheme is derived directly from Proposition A.2 as follows.

Pr[∃x : H(hk, x) = h, e + e′ 6= fv(x)]

= Pr[∃x : H(hk, x) = h, Parity(hsg
∑

vixi , τ, n,K) + Parity(hs, τ, n,K) 6= fv(x) mod 2]

≤ Pr [∃x ∈ [n], Parity(hsgx, τ, n,K) + Parity(hs, τ, n,K) 6= LSB(x) mod 2]

< τ + negl(λ)

A.2 Bootstrapping to Constant-Degree Polynomials

The idea for obtaining TDH for constant-degree polynomials, given TDH for linear functions, is
based on the simple fact that a c-degree polynomial over inputs of length n can be described as
a linear function over inputs of length nc. More specifically, any c-degree polynomial over inputs
x ∈ Zn2

pa(x) =
∑

1≤i1≤···≤ic≤n
ai1,...,ic

c∏
j=1

xij

is a linear function over the c-fold tensor product
⊗c x ∈ Znc2 , which essentially contains the values

of all possible monomials
∏c
j=1 xij (for all 1 ≤ i1 ≤ · · · ≤ ic ≤ n).

Consequently, in order to instantiate a TDH for c-degree polynomials over inputs of length n,
we use a TDH for linear functions over inputs of length nc. To generate an encoding key ek and
a trapdoor td for some polynomial pa, we use the underlying key generation algorithm G with the
corresponding linear function. Lastly, to compute the hash h and encoding e, corresponding to
some input x ∈ {0, 1}n, we apply the algorithms H and E over the input consisting of the tensor
product

⊗c x ∈ {0, 1}nc . Correctness and security follow via inspection, based on the correctness
and security of the underlying TDH scheme for linear functions.
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