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Abstract. Masking by lookup table randomisation is a well-known technique used
to achieve side-channel attack resistance for software implementations, particularly,
against DPA attacks. The randomised table technique for first- and second-order
security requires about m ·2n bits of RAM to store an (n, m)-bit masked S-box lookup
table. Table compression helps in reducing the amount of memory required, and this is
useful for highly resource-constrained IoT devices. Recently, Vadnala (CT-RSA 2017)
proposed a randomised table compression scheme for first- and second-order security
in the probing leakage model. This scheme reduces the RAM memory required by
about a factor of 2l, where l is a compression parameter. Vivek (Indocrypt 2017)
demonstrated an attack against the second-order scheme of Vadnala. Hence achieving
table compression at second and higher orders is an open problem.

In this work, we propose a second-order secure randomised table compression scheme
which works for any (n, m)-bit S-box. Our proposal is a variant of Vadnala’s scheme
that is not only secure but also significantly improves the time-memory trade-off.
Specifically, we improve the online execution time by a factor of 2n−l. Our proposed
scheme is proved 2-SNI secure in the probing leakage model. We have implemented
our method for AES-128 on a 32-bit ARM Cortex processor. We are able to reduce
the memory required to store a randomised S-box table for second-order AES-128
implementation to 59 bytes.

Keywords: Masking · S-box · Table compression · Probing leakage model · SNI
security · Side-channel attacks · IoT security · Software implementation.

1 Introduction
IoT involves extending connectivity beyond standard devices, such as desktops, laptops,
smartphones and tablets, to a range of traditionally non-connectivity-enabled and everyday
objects. These devices can communicate and interact over LAN/Internet, and they can be
remotely monitored and controlled. Connected devices are part of a framework in which
every device talks to other related devices to automate tasks, and to communicate sensed
data to users. Technological improvements will make these devices cheaper, smaller and
more energy efficient. The embedded devices deployed within IoT are expected to be
resource constrained and do not necessarily contain the computing resources necessary to
implement strong security protocols. Since IoT devices may be easily physically accessible,
it makes them vulnerable to physical implementation-based attacks, such as side-channel
attacks [Koc96, KJJ99]. Therefore, there is a need to focus on countermeasures that defend
these classes of attacks. In order to protect the implementations of resource constrained
IoT devices one must also keep in mind the memory and other storage capacities of these
devices.

annapurna@iiitb.org, srinivas.vivek@iiitb.ac.in


2 iacrtans class documentation

To counter side-channel attacks against cryptographic implementations, masking is a
technique that is popularly used. In masking, a sensitive variable, say x ∈ {0, 1}n, is split
into t+ 1 shares such that:

x = x1 ⊕ . . . . . .⊕ xt+1, (1)

where any subset of t shares are uniform random and independent of x. Here t is typically
referred to as the masking order. Though the cost of performing side-channel attacks
grows exponentially with the number of shares [CJRR99, PR13, DDF14a], lower masking
orders strike a balance between implementation efficiency and security for many real world
applications.

Block ciphers consist of both linear transformations and non-linear functions (for e.g.,
S-boxes). Linear operations are easier to mask since they can be applied on individual
shares to produce a shared output. But processing non-linear components of a block cipher
implementation in the presence of shares is relatively expensive. The overhead compared to
an unmasked implementation is O(t) for linear operations, while it is O(t2) for non-linear
operations [ISW03].

There are many approaches suggested in the literature to securely mask S-box imple-
mentations at arbitrary orders. These S-box masking schemes may be categorised as being
circuit/computation-based [ISW03] or table-based schemes [Cor14]. The polynomial-based
and bitsliced masked implementations belong to the former category [CGP+12, CRV15,
CPRR15, GRVV17, JS17, GR17]. The polynomial-based and bitsliced schemes are suit-
able for masking at higher orders due to better timing and RAM memory requirements
than lookup table-based schemes [Cor14, CRZ18, GTP+20]. However, lookup table-based
methods are more suitable for low orders due to better efficiency and as they also typically
allow pre-processing to achieve better online execution time. By “pre-processing” we mean
the possibility of choosing all but one shares of the secret variables a priori and performing
any associated computation offline, before actual execution of the scheme. The remaining
processing time using secret variables is referred to as the “online” time.

Lookup Table-based S-box Masking Schemes. The first randomised lookup table-
based scheme with a formal analysis and secure at first-order was proposed by Chari et
al. in [CJRR99]. In this method, to implement an (n,m) S-box S, a randomised table T
is created in RAM using a share of the S-box input as the input mask, and then table
entries are also protected with an output mask. The masked table T is computed in RAM
memory as follows:

T (u) = S(u⊕ x1)⊕ y1, 0 ≤ u ≤ 2n − 1, (2)

where the input share x1 is uniform random and independently chosen, while the input
share x2 is computed as x = x1 ⊕ x2 ∈ {0, 1}n, y1 is an output mask ∈ {0, 1}m which is
chosen uniform random and independent of x. The second output share y2 is computed
from T as y2 = T (x2). The above defined S-box masking scheme is secure against first-order
attacks as no intermediate variable is statistically dependent on the secret x, but the pair
x1 and x2 together leak the secret x.

The amount of RAM memory required to store the randomised table T according to (2)
is m ·2n bits. The second-order lookup table-based schemes were proposed by Schramm and
Paar [SP06], and Rivain, Dottax and Prouff [RDP08]. These schemes require a temporary
table in RAM of size 2 ·m · 2n and m · 2n bits, respectively, while the higher-order lookup
table-based scheme suggested by Coron [Cor14] requires (2t+ 1) ·m · 2n bits for t-th order
security. Later, Coron et al. in [CRZ18] proved that the scheme from [Cor14] is indeed
t-SNI secure with number of shares n = t+ 1 instead of n = 2t+ 1 in the original scheme.
Hence an improvement by a factor of two was achieved for both memory and randomness
complexity and the runtime was improved by a factor of 4.8 for AES [FIP] with t = 6.
Therefore, the higher-order masked lookup table scheme [CRZ18] requires (t+ 1) ·m · 2n
bits for t-th order security. Recently, Guo et al. in [GTP+20] proposed a higher-order
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masking scheme that is also claimed to be resistant against horizontal attacks. Note that
the previously mentioned schemes are not known to be secure against horizontal attacks.
This scheme manages to achieve memory compression by approximately a factor of two
compared to [CRZ18]. But this scheme cannot support pre-processing since the lookup
table compression is dependent on all input shares. Essentially, all the computations
happen during the online phase.

Moreover, we need to note that the above calculations are for masking only a single
S-box. In a typical block cipher that uses S-boxes, there will be several S-box lookups.
For instance, for AES-128 [FIP], in each round there are 16 S-box lookups, and there are
10 rounds. So in total, there will be 160 S-box lookups. If the full pre-processing ability of
the table-based masking schemes is needed to be used, then for first- and second-order
security, we need to store all the 160 masked tables at once in RAM for a total cost of
40 KB. This could be expensive for tiny IoT devices where there are other applications
contending for the RAM memory. Hence there is a motivation to achieve trade-off for the
online execution time vs. the RAM memory for pre-processing even at small orders, while
ensuring that the online execution time is better than the circuit-based masking schemes.

Masked Table Compression Schemes. There has been an increasing demand to design
countermeasures against side-channel attacks for resource constrained devices. Rao et al.
[RRST02] recommended a table compression scheme that requires m · 2n−1 bits to store
the masked table in RAM at first-order security. For the case of AES this means that the
masked table for an S-box needs only 128 bytes. This method can also be extended to
compress the table size to ≈ m · 2n/l bits for an (n,m)-bit S-box, where the compression
parameter l is such that 1 ≤ l ≤ n − 1. Recently, Vadnala [Vad17] proposed a table
compression schemes for first-order and second-order that significantly improved upon the
method of [RRST02]. The memory requirement for the first-order case was reduced to
≈ m · 2n−l + (n − l) · 2l bits, where 1 ≤ l ≤ (n − 1). For the second-order case, it was
shown to be ≈ m · 2n−l + (n− l + 1) · 2l bits. Reasonably efficient first- and second-order
masked implementations of AES-128 were obtained using only about 40 bytes of RAM
memory per S-box [Vad17]. The proposed schemes were argued to be secure in the probing
leakage model [ISW03].

Later, Vivek [Viv17] demonstrated an attack against the second-order table compression
scheme of [Vad17]. Section 3 describes the second-order scheme of [Vad17] and discusses
the attack of [Viv17]. Hence designing masked table compression schemes at second and
higher orders has remained an open problem.

Our Contribution. In this work we propose a secure second-order masked S-box lookup
table compression scheme for arbitrary S-boxes. Our proposal is a variant of the second-
order scheme of [Vad17] that is not only secure but significantly improves upon the online
execution time by a factor 2n−l. Concretely, we also use the technique of [Vad17] to pack
2l entries of the uncompressed table into a single entry of the first compressed table. Then,
securely using n− l most significant bits of x, we generate another masked table of size
2l that is then securely accessed using the remaining l bits. The second-order scheme of
[Vad17] does not allow pre-processing since all the shares of the secret variable are needed
for most of the computation steps. This limitation is inherited from the second-order S-box
masking scheme of Rivain, Dottax and Prouff [RDP08] on which the second-order scheme
of [Vad17] is based.

Our first contribution is to propose a variant of the second-order masking scheme of
[RDP08] that allows pre-processing, where the final share is needed only in the last step
(see Section 2). We prove that our variant is second-order secure in the probing leakage
model under compositions, a.k.a. 2-SNI probing secure [BBD+16]. The original scheme
of [RDP08] was proved to be second-order probing secure only for balanced S-boxes (see
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Definition 1). But, this is not a restriction since the balancedness property holds for all the
known cryptographic S-boxes. However, for the sake of completeness, we extend the scheme
of [RDP08] to arbitrary S-boxes that are not necessarily balanced. The cost incurred
for this is only logarithmic (in the size of the table) amount of randomness and memory
for storing this randomness. We achieve this by generating (a part of) the randomness
on-the-fly using a pairwise-independent PRG even when it needs to be reused (see Section
2.2). We would like to note that in spite of the slight increase in the randomness and
memory overhead compared to the original RDP scheme, the randomness and memory
complexity is still nearly 3 times better than the table-based masking scheme of Coron
[Cor14] instantiated at second-order security. Then, we extend this variant to the table
compression scheme in Section 4 and we prove our constructions to be 2-SNI secure in the
probing leakage model.

As far as the technique to make our table compression scheme second-order secure
is concerned, the immediate observation is to protect against the attack mentioned in
[Viv17]. This attack is possible since the same mask was used in [Vad17] for different
rows of each table. To overcome the attack, one would naturally think of only masking
each entry of the second intermediate table with a different mask. But, as we have
observed, we even need to randomise the rows of the offline table as well. On top of
it, we need to even secure the index of the final output share (see Algorithm 6). The
RAM memory required for the proposed compression scheme to mask an (n,m) S-box is
≈ m ·(n− l+1)+2l ·(n− l+m)+m ·(2n−l+2l) bits. We would like to note that, to the best
of our knowledge, there is no direct approach for formal verification of table-based schemes
using the existing tools such as [Cor18, BGR18]. These tools natively support circuit-based
schemes. However, in [BBD+15], the authors managed to verify the table-based scheme
[SP06] indirectly. It will be an interesting future work to extend their technique to formally
verify the security of our proposed scheme.

Finally, in Section 5, we report the performance of our proposed table compression
scheme on a 32-bit ARM micro-controller. We reduce the RAM memory required per S-box
to mask AES-128 at second-order security to 59 bytes (see Table 3 on Page 18) and that
of second-order masked PRESENT 80-bit key variant to 9 bytes (see Table 4 on Page 18).
We compare the online execution time of our second-order compression of AES-128 with
that of the second-order masked implementations of Rivain and Prouf [RP10] and bitsliced
AES, where the latter schemes do not take any advantage of pre-processing. As Tables 5
and 7 suggest, we achieve improved online execution time over both [RP10] and bitsliced
implementations for the compression parameter values up to l = 3. For completeness, we
compare the implementation results of second-order compression of PRESENT with that
of second-order circuit-based implementation of PRESENT using [CRV15]. As Tables
6 and 9 indicate, the online execution time is better than [CRV15] for the compression
parameter values l = 1, 2.

2 Variant of 2-O Scheme of [RDP08] with Pre-processing
In this section, we present our variant of the second-order secure randomised table-based
S-box masking scheme of Rivain, Dottax and Prouff [RDP08, Section 3.1, Algorithm 2].
Unlike the former scheme, our variant allows pre-computing of the masked table offline as
the third share is needed only in the last step.

The second-order scheme in [RDP08] makes use of all the three input shares, say, x1,
x2 and x3, as inputs to the randomised table computation. Because of this requirement the
randomised table, say, T , has to be evaluated only during the online execution phase and
hence cannot benefit from any offline pre-processing. We modify the table construction
in such a way that it can be computed independent of the secret, i.e., using only two
shares x1 and x2. Interestingly, the improvement is possible with only a small tweak to
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the original algorithm. Hence, instead of recalling the scheme from [RDP08], we right
away present our variant in Algorithm 1. The change from the original scheme is that the
variables υ and x3 in Algorithm 1 have been swapped. We have tried to be consistent with
the notation in [Viv17]. The mapping between the notations of [RDP08] and Algorithm 1
is summarised in Remark 1.
Remark 1. The variables r1, r2, x̃, r3, r′, s1, s2 in [RDP08, Algorithm 2] correspond to
x1, x2, x3, υ, d, y1, y2, respectively, in Algorithm 1.

Algorithm 1: Variant of [RDP08, Algorithm 2]: second-order secure masked
S-box computation with pre-processing.
Input :

• Input shares x1, x2, x3 such that x = x1 ⊕ x2 ⊕ x3.

• An (n,m) S-box lookup table S.

Output :Three output shares: y1, y2, y3, such that S(x) = y1 ⊕ y2 ⊕ y3.

1 υ
$←− {0, 1}n

2 y1
$←− {0, 1}m

3 y2
$←− {0, 1}m

4 d←− (x1 ⊕ υ)⊕ x2
5 for a← 0 to 2n − 1 do
6 b←− a⊕ d
7 T (b)←− (S(υ ⊕ a)⊕ y1)⊕ y2
8 end
9 y3 = T (x3)

Note that in order to construct the table T , only two out of the three input shares
of x are needed. Since two out of three shares can be chosen uniformly at random, the
construction of T is independent of x. The third input share x3 is used only while accessing
the table in the last step. Like the original scheme, a random variable υ is used to mask
x1 while combining with x2. Further, the same υ is used to shift the table and then table
entries are protected using the output masks y1 and y2. Finally, we get the final share
when the table is accessed at T (x3) = S(x1 ⊕ x2 ⊕ x3)⊕ y1 ⊕ y2 = S(x)⊕ y1 ⊕ y2.

2.1 2-SNI Security Proof
We next prove that our scheme is second-order secure in the probing leakage model in the
presence of compositions, i.e., 2-SNI secure (see Definition 2) only if the S-box is balanced.
The original proposal was only known to be second-order secure in the probing leakage
model without compositional security guarantees. In the rest of the paper, we use only
the 2-SNI security notion. To define the balancedness property formally,

Definition 1. Balanced S-box. An (n,m) S-box S, m ≤ n, is balanced if every output
word is the image under S of exactly 2n−m input words.

Let us also recall the compositional security notion of Strong Non-Interference (SNI)
from [BBD+16]. A gadget is said to be t-SNI secure if any set of t intermediate variables
and/or output shares are probed, then probed variables can be simulated only with the
number of shares (of each input variable) equal to the number of probes on the intermediate
variables (including the input shares). Formally,
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Definition 2. Strong Non-Interference (t-SNI) Security [BBD+16]. Let x be an
input split into n shares. Let G be a gadget which takes shares of the input x, i.e., xi, and
outputs the shares yi. Let G be probed with t < n probes, out of which, say, a set of t1
intermediate variables (including input shares) and a set of t2 output shares are probed,
and t = t1 + t2. Then G is said to be t-SNI secure if the set of t probes can be perfectly
simulated by using only t1 shares of the input x.

For completeness, we have tabulated the intermediate variables (including inputs,
intermediates and outputs) of Algorithm 1 in Table 1. Further, we partition the variables
into two sets: Set1 consists of input shares and intermediate variables, and Set2 having
only output shares. Each Ik represents input or output or intermediate variables as defined
in Table 1. The basic idea behind the 2-SNI security proof of our variant is as follows:
since two output shares (y1 and y2) to mask S(x) are chosen at random, any two out of
three output shares are easy to simulate without using any input share. As Algorithm 1
uses pre-processing phase that does not involve x3, it can be observed that any pair of
variables from the pre-processing phase can be simulated using a maximum of two input
shares x1 and x2, independent of the secret x. Even though the same output masks are
used across the table, as explained below in the formal proof, the balanced S-box property
comes handy to show the simulation. Pairs of variables depending on all three input shares
can be simulated using the unprobed randomness present in the variables.

Table 1: List of variables of Algorithm 1.

j Ij
Input and intermediate variables

1 input shares x1, x2 and x3= x⊕ x1 ⊕ x2
2 a, a constant
3 υ
4 υ ⊕ a
5 x1 ⊕ υ
6 d = (x1 ⊕ υ)⊕ x2
7 a⊕ d = a⊕ ((x1 ⊕ υ)⊕ x2)
8 S(υ ⊕ a)
9 S(υ ⊕ a)⊕ y1
10 T (b) = (S(υ ⊕ a)⊕ y1)⊕ y2

Output variables
11 y1
12 y2
13 y3 = T (x3) = S(x)⊕ y1 ⊕ y2

Theorem 1. Algorithm 1 is 2-SNI secure if the S-box is balanced.

Proof. Formally, in order to prove the scheme to be 2-SNI secure, note that the gadget is
the S-box S, which takes an input x in the form of three shares x1, x2, x3 = x⊕ x1 ⊕ x2,
and outputs y1, y2, y3 = S(x)⊕y1⊕y2. For convenient representation, we have partitioned
Table 1 into two sets :

Set1 := input and intermediate variables,
Set2 := output shares.

The following are the possible types of combinations for probing pairs of intermediate
variables (including input shares, intermediate variables and output shares).
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1. Pair of output shares: if the probed output shares are (y1, y2), then this pair can be
assigned random values as this would have happened in the actual implementation.
If the probed pair of output shares are either (y2, y3) or (y1, y3), then the pair can be
simulated with the help of the fact that y1 or y2, respectively, is not probed. Hence,
any pair of output shares can be simulated without the knowledge of input shares.

2. One input/intermediate and one output share: similar to Step 1, the probed output
share can be assigned a uniformly chosen random value.

• Probed intermediate variable depending on at most one input share (including
constants, sampled randomness and input shares) is trivial to simulate. It can
be observed from the Table 1 that the intermediate variable relying on two
input shares is always associated with the uniform random and independent
value υ. Since υ can not be probed in this setting, the intermediate variable
having two input shares can be assigned a uniform random and independent
value without the knowledge of any input share.

• Since the pair of output masks y1 and y2 are common for the final output share
and any row of the table T , to simulate the pair (y3 = S(x) ⊕ y1 ⊕ y2 and
S(υ ⊕ a) ⊕ y1) ⊕ y2), y3 can be assigned a uniform random and independent
value. Then,

y1 ⊕ y2 = y3 ⊕ S(x),
S(υ ⊕ a)⊕ y1 ⊕ y2 = S(υ ⊕ a)⊕ y3 ⊕ S(x).

Since the S-box is balanced, the variable S(υ ⊕ a) is a uniform random and
independent of y3 and x since the input to the S-box, υ ⊕ a, satisfies the same
property (see Definition 1). Therefore, the probed pair can be simulated without
the knowledge of any input share. We can conclude that any pair of intermedi-
ate variables in these cases can be simulated with a maximum of one input share.

3. Two intermediate variables: for this case, we need to prove that Set1 × Set1 is
independent of x. Since pre-processing is independent of x, all the intermediate
variables except the last table access in Step 9 can be simulated using at most two
input shares. To assign values to the pair having the final input share x3 and any
other intermediate variable from Set1, as discussed in Step 2, the probed pair can be
assigned values using the unprobed randomness υ, and x3. Hence, we can conclude
that the simulation in this setting can be done independent of x.

This proves that Algorithm 1 is 2-SNI secure.

2.2 Variant of [RDP08] for Arbitrary S-box
It may be observed that using common output masks across the rows of the masked table
demands the S-box to be balanced in the proof of Algorithm 1. In order to extend our
variant scheme to any arbitrary S-box, the idea is to randomise the table with different
output mask for each row. But to use distinct masks per row, the required randomness
will be exponential in n. Moreover, the generated randomness has to be stored in order to
retrieve one of them as the final output share. It may be noticed that if each row uses
distinct output mask y1 and output masks are never combined together in the scheme,
then it is sufficient to generate y1’s that are pair-wise independent for a second-order secure
implementation.
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Therefore, to reduce the randomness complexity and also to reduce the memory
complexity of storing this randomness, we use a slightly tweaked variant of the subset-sum
technique of generating pair-wise independent randomness as suggested in [Viv17, Section
2]. This variant is same as the one suggested in [TV09] that generates 3-wise independent
random values. This construction to compute the output masks y1’s helps to bring down
the randomness complexity of T from 2n to n+ 1 which is linear in n. Further, to reduce
the memory complexity, we do not store the output masks. Instead, we generate the output
masks on-the-fly as part of the construction and the final share y1 is also re-constructed
on-the-fly. An interesting feature of the subset-sum technique which comes handy in our
SNI proofs is that every intermediate variable of subset-sum is an output. Hence there are
no intermediate variables that are not outputs and that can be probed. So we do not need
the robustness property for the PRG [IKL+13, CGZ19]. We recall the 3-wise independent
subset-sum technique in Algorithm 2. By bitsk(i)[j] we mean the jth bit from the least
significant position in a k-bit binary representation of i.

Algorithm 2: s-sum: 3-wise independent PRG [TV09].
Input :

• k, and i ∈ {0, 1}k. // compute subset-sum for k-bit input index i

• γ0, . . . , γk ∈ {0, 1}m. // input seed for PRG

Output : y ∈ {0, 1}m
1 y = γk
2 for j ← 0 to k − 1 do
3 if bitsk(i)[j] 6= 0 then
4 y = y ⊕ γj
5 end
6 end
7 return y

Using Algorithm 2, Algorithm 3 presents the second-order table based scheme that
works for any arbitrary S-box. The 2-SNI proof argument for Algorithm 3 is very similar
to the one provided for Algorithm 1 with the only difference that any row of the Table T
along with y3 can be simulated without the S-box balancedness property (see Definition
1). To be precise, probing the output share y3 along with any other table entry T (i)
can be simulated without using input shares as the pair-wise independent output mask
helps to randomise the table row. As already mentioned above, pair-wise independence of
output masks is sufficient for 2-SNI security since first output masks are not combined as
part of Algorithm 3. This idea of using pair-wise independent output masks presented
in Algorithm 3 serves as the basis to propose the second-order masked table compression
scheme that works for any arbitrary S-box in Section 4.

3 Recap of 2-O Compression Scheme from [Vad17]
In this section, we recall the second-order masked table compression scheme from [Vad17,
Section 3] . We follow the notation used in [Viv17, Remark 1, Section 2].

The table compression method will choose a compression parameter l such that 1 ≤
l ≤ n − 1. The extreme values l = 0 and l = n may also be allowed with the natural
interpretation of vacuous objects. Define the functions Si : {0, 1}n−l → {0, 1}m, for
0 ≤ i ≤ 2l − 1, as

Si(u) = S(u ‖ i), ∀u ∈ {0, 1}n−l. (3)
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Algorithm 3: Second-order secure masked S-box with pre-processing for arbi-
trary S-box.
Input :

• Input shares x1, x2, x3 such that x = x1 ⊕ x2 ⊕ x3.

• An (n,m) S-box lookup table S.

Output :Three output shares: y1, y2, y3, such that S(x) = y1 ⊕ y2 ⊕ y3.

1 υ
$←− {0, 1}n

2 for i← 0 to n do
3 γi

$←− {0, 1}m
4 end
5 y2

$←− {0, 1}m
6 d←− (x1 ⊕ υ)⊕ x2
7 for a← 0 to 2n − 1 do
8 b←− a⊕ d
9 z ←− s-sum(n, b, γ0, . . . , γn)

10 T (b)←− (S(υ ⊕ a)⊕ z)⊕ y2
11 end
12 y1 = s-sum(n, x3, γ0, . . . , γn)
13 y2 = y2
14 y3 = T (x3)

In order to reduce the space required to store the masked table T in [RDP08], the idea
is to pack 2l table values into a single entry of a table T1. Packing is secured by picking
uniformly distributed random values ri’s independent of x:

ri
$←− {0, 1}n−l, 0 ≤ i ≤ 2l − 1. (4)

Let var be an n-bit variable such that:

var := var(1) ‖ var(2), (5)

where var(1) ∈ {0, 1}n−l and var(2) ∈ {0, 1}l. Each entry of T1 is defined as:

T1(b(1)) :=
(( ⊕

0≤i≤2l−1

Si(x(1)
3 ⊕ a(1) ⊕ ri)

)
⊕ y1

)
⊕ y2, (6)

where
b(1) = a(1) ⊕ ((x(1)

1 ⊕ υ(1))⊕ x(1)
2 ), (7)

for all 0 ≤ a(1) ≤ 2n−l − 1, υ(1) ∈ {0, 1}n−l and ri as in (4).
After computing T1 as described in (6), the final share y3 can be obtained as:

y3 = T1(υ(1) ⊕ rx(2))⊕
⊕

0≤j≤2l−1, j 6=x(2)

Sj(x(1) ⊕ rx(2) ⊕ rj).

But y3 cannot be computed directly as indicated above as the secret x(2) is directly
manipulated. Therefore, we construct another Table T2 by accessing T1 with the random
value υ and the same ri’s used in T1 construction. Then, securely combine the value in (6)
with S-box lookup functions Si to obtain the enries of T2. Shares of x(2) are used to index
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T2 entries and they are combined using an independent random value υ(2) (see (5)). Each
entry of Table T2 is defined as follows:

T2(b(2)) := (T1(υ(1) ⊕ r(x(2)
3 ⊕a(2)))) ⊕⊕

0≤j≤2l−1, j 6=a(2)

S(x(2)
3 ⊕j)

((((x(1)
3 ⊕ r(x(2)

3 ⊕a(2)))⊕ x
(1)
1 )⊕ r(x(2)

3 ⊕j)
)⊕ x(1)

2 ),

where,
b(2) := a(2) ⊕ ((x(2)

1 ⊕ υ(2))⊕ x(2)
2 ) ∀ 0 ≤ a(2) ≤ 2l − 1. (8)

Finally, Table T2 is accessed at υ(2) to obtain y3 = S(x)⊕ y1 ⊕ y2.

Instead of storing T2, the output shares can be computed on-the-fly as explained in
[Vad17, Section 3]. Using two registers, say R0 and R1, the output share y3 is stored in
Rk, where k is an independent and random bit. The loop iterates through all possible 2l
values and saves the result in one of the two registers based on the output of the first-order
secure comparison among the shares [RDP08, Appendix]. Finally, Rk contains the third
output share y3. Note that in this scheme, as in the original RDP scheme, all the shares
must be present from the beginning. Hence there is no scope for pre-processing.

3.1 Second-Order Attack from [Viv17]
Vivek [Viv17] presented attacks on both variants of the second-order table compression
scheme of [Vad17]. These attacks target the dependency that many pairs of intermediate
variables depend on the secret which is a violation of the second-order security.

Note that T2 consists of 2l entries. Let i and j represent two indices into table T2. The
following holds for all i and j ∈ {0, 1}l, i 6= j:

T2(i)⊕ T2(j) = S(i⊕x(2)⊕υ(2))(x(1))⊕ S(j⊕x(2)⊕υ(2))(x(1)). (9)

The above relation shows that any pair of values from T2 jointly depends on x(1), the
higher order n− l bits of the secret S-box x. The same attack holds for on-the-fly variant
as well since the two registers used as part of the computation holds the same set of values
as in T2 over different instances of time.

4 2-O Table Compression Scheme with Pre-processing
In this section, we present our second-order secure lookup table compression scheme. Our
approach is to secure the second-order lookup table compression scheme from [Vad17,
Section 3] (see Section 3) by first basing it on the modified RDP scheme from Section 2 to
allow pre-processing, and then by using different output masks for each of the rows of T1
and T2. A part of these output masks are generated using the pair-wise independent PRG
technique discussed in Section 2.2.

4.1 Computing T1 Offline
The first temporary table T1 is computed as follows. For an index a(1) ∈ {0, 1}n−l, we
have

T1(b(1))←− s-sum(b(1))⊕
⊕

0≤i≤2l−1

S(i⊕w)((a(1) ⊕ r(i⊕x(2)
1 ))⊕ υ

(1)), where (10)

b(1) ←− a(1) ⊕ ((x(1)
1 ⊕ υ(1))⊕ x(1)

2 ). (11)
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Similar to the original scheme [Vad17, Algorithm 6], a random variable υ(1) (see (5)) is
used to mask x1 while combining with the second share x2. Random variables ri’s are
assigned values from a set of uniform random distribution that is independent of the secret
x. Each Si lookup function (see (3)) is shifted with a distinct ri, for 0 ≤ i ≤ 2n−l, and
each entry of T1 packs 2l such entries. The same set of ri’s are passed as input to T2 that
will be used to securely extract the required value from the pack of 2l values.

To conceal the mapping between Si and ri, a random variable w ∈ {0, 1}l is used with
x

(2)
1 to shift ri’s (see Remark 2). Moreover, this mapping decides the index of first output

share y1 (see Remark 3). While packing, υ(1) is used in combination with shifted ri’s such
that the third share is needed only while accessing T1 during the construction of T2 in the
online phase. To ensure security, the computation has to be carried out in the same order
as mentioned (see Remark 4). As in Section 2, the output masks are computed using a
pair-wise independent PRG based on the subset-sum technique (Algorithm 2). We stress
here that, as we did in Section 2, we are not storing the output masks, but instead masks
are computed on-the-fly even when they are needed for the second time. Output masks
are used to randomise the rows of T1 (see Remark 5). For compactness, we refer to the
s-sum construction of b(1) as s-sum(b(1)). Since any two out of three shares can be picked
uniform random and independent of x (see (1)), T1 can be constructed offline. Algorithm
4 summarises the steps involved in the construction of T1.

Algorithm 4: Computing T1 offline.
Input :

• Input shares: x1, x2, and υ(1) (see (5))

• ri, 0 ≤ i ≤ 2l − 1

• An (n,m) S-box look up functions Si, where Si(y) = S(y ‖ i)
for 0 ≤ i ≤ 2l − 1

• w ∈ {0, 1}l

• γj ∈ {0, 1}m, for 0 ≤ j ≤ n− l

Output :Table T1

1 d1 ←− (x(1)
1 ⊕ υ(1))⊕ x(1)

2
2 for a(1) ← 0 to 2n−l − 1 do
3 b(1) ←− a(1) ⊕ d1
4 z ←− s-sum(n− l, b(1), γ0, . . . , γn−l)
5 temp←− z
6 for i← 0 to 2l − 1 do
7 temp←− temp ⊕ S(w⊕i)((a(1) ⊕ r(x(2)

1 ⊕i)
)⊕ υ(1))

8 end
9 T1(b(1))←− temp

10 end

Remark 2. The mapping between Si and ri decides which ri to use to lookup T1 while
computing T2. To ensure that the index of r does not leak any information about x, we
shift the ri’s with x(2)

1 ⊕ w. Finally, the same mask is used in T2 to retain the mapping.
Remark 3. If ri’s are used without shifting the indices, the index of r used in first output
share will be x(2), which is a first order leakage of the secret x. To prevent leakage, we
can use the mask (x(2)

1 ⊕ w) to shift index i in ri’s. Then the output share y1’s index is
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((x(2)
3 ⊕ w)⊕ x(2)

2 ). But the pair of intermediate variables (((x(2)
3 ⊕ w)⊕ x(2)

2 ), x(2)
1 ⊕ w)

together depends on x(2). Therefore, we cannot naïvely combine the values. In the
proposed scheme, we shift ri’s indices with x(2)

1 and lookup functions Si index with w in
T1 construction.
Remark 4. Note that the packing of 2l values of Si, whose inputs are shifted by ri, leaks
the combined sum of all the ri’s. This combined sum can be used with an intermediate
variable from T2 to leak the secret x. We thwart this leakage by using the output mask
y1,i appended while packing the values. Also, the order of evaluation has to be strictly
maintained to prevent such attacks.
Remark 5. Note that we do not use the randomness optimisation for y2’s and ri’s. Since
the compression scheme suggested is efficient in practice only for small values of l = 1, 2, 3
(see Table 5), in such cases we need just a tiny amount of randomness (see Table 3).
Also, because the ri’s are combined as part of the construction of T1 and T2, pair-wise
independence is no longer sufficient, and k-wise independent PRG construction for a large
k will bring in a significant overhead compared to using a TRNG.

4.2 Computing T2 Online
Similar to T1, the lower bits of shares are combined using υ(2) which is derived from
a uniform random and independent value υ (see (5)). Table T2 is indexed by b(2) as
in (8). Out of 2l randomised Si values compressed in T1, we need to extract the value
corresponding to Si(x(1)), 0 ≤ i ≤ 2l − 1. To do this, the idea is to combine all the Si
values except the one with index i. Finally, to construct the Table T2 in such a way that
each row is independent of the secret x, we need to randomise the rows of the table. Since
the same output masks y1 and y2 are used across the Table T2 in [Vad17, Algorithm 8], the
attack mentioned in (9) is possible as two rows of T2 depend on the secret bits x(1). Hence
we use distinct output masks for each row. Algorithm 5 describes the steps of calculating
T2. Third input share x3 combined with ri is used to lookup T1. Index i in ri’s is shifted
the same way as in T1 (see Remark 2):

T1(x(1)
3 ⊕ r(p⊕a(2))), where p = ((x(2)

3 ⊕ w)⊕ x(2)
1 ), ∀ 0 ≤ a(2) ≤ 2l − 1. (12)

The value obtained in (12) is combined with all except one Si that are indexed by
shares of x(1) and ri’s to obtain the entries of table T2. Finally S(x) ⊕ y1 ⊕ y2 can be
obtained by a table lookup of T2 at υ(2):

y3 = T2(υ(2)). (13)

Algorithm 6 lists the steps of our second-order lookup table compression scheme.
Correctness: the following equations prove that the Algorithm 6 results in the correct
sharing of S-box evaluation. Since the Table T1 uses an output mask that is constructed
using the unique index per row, the index of the first output share when b(2) = υ(2) is
x

(1)
3 ⊕ r((x(2)

3 ⊕w)⊕x(2)
2 ). The final output share returned by Algorithm 6 satisfies:

y3 := T2(υ(2))

T1(x(1)
3 ⊕ r((x(2)

3 ⊕w)⊕x(2)
2 ))⊕ y2,υ(2)⊕⊕

0≤j≤2l−1, j 6=(x(2)
1 ⊕x

(2)
2 )

S(x(2)
3 ⊕j)

(
x(1) ⊕ r((x(2)

3 ⊕w)⊕x(2)
2 ) ⊕ r(((x(2)

3 ⊕w)⊕x(2)
1 )⊕j)

)
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Algorithm 5: Computing T2 online.
Input :

• Input shares: x1, x2, x3 := x⊕ x1 ⊕ x2, and υ(2) (see (5))

• ri, 0 ≤ i ≤ 2l − 1

• An (n,m) S-box look up functions Si, where Si(y) = S(y ‖ i)
for 0 ≤ i ≤ 2l − 1

• w ∈ {0, 1}l

• y2,j ∈ {0, 1}m, for 0 ≤ j ≤ 2l − 1

• Table T1

Output :Table T2

1 d2 ←− (x(2)
1 ⊕ υ(2))⊕ x(2)

2

2 p←− (x(2)
3 ⊕ w)⊕ x(2)

1
3 for a(2) ← 0 to 2l − 1 do
4 b(2) ←− a(2) ⊕ d2

5 temp←− T1(x(1)
3 ⊕ r(p⊕a(2)))

6 sxor ←− y2,b(2) ⊕ temp
7 for j ← 0 to 2l − 1 do
8 if j 6= a(2) then
9 sxor ← sxor ⊕

10 S(x(2)
3 ⊕j)

(((
(x(1)

3 ⊕ r(p⊕a(2)))⊕ x
(1)
1
)
⊕ r(p⊕j)

)
⊕ x(1)

2

)
11 end
12 end
13 T2(b(2))←− sxor
14 end

= s-sum(x(1)
3 ⊕ r((x(2)

3 ⊕w)⊕x(2)
2 ))⊕ y2,υ(2)⊕⊕

0≤i≤2l−1

S(w⊕i)
(
x(1) ⊕ r((x(2)

3 ⊕w)⊕x(2)
2 ) ⊕ r(x(2)

1 ⊕i)

)
⊕

⊕
0≤j≤2l−1, j 6=(x(2)

1 ⊕x
(2)
2 )

S(x(2)
3 ⊕j)

(
x(1) ⊕ r((x(2)

3 ⊕w)⊕x(2)
2 ) ⊕ r(((x(2)

3 ⊕w)⊕x(2)
1 )⊕j)

)
= s-sum(x(1)

3 ⊕ r((x(2)
3 ⊕w)⊕x(2)

2 ))⊕ y2,υ(2)⊕
0≤k≤2l−1

Sk
(
x(1) ⊕ r((x(2)

3 ⊕w)⊕x(2)
2 ) ⊕ r(x(2)

1 ⊕w⊕k)

)
⊕

0≤k≤2l−1, k 6=x(2)

Sk
(
x(1) ⊕ r((x(2)

3 ⊕w)⊕x(2)
2 ) ⊕ r(x(2)

1 ⊕w⊕k)

)
= Sx(2)(x(1))⊕ s-sum(x(1)

3 ⊕ r((x(2)
3 ⊕w)⊕x(2)

2 ))⊕ y2,υ(2)

which proves the correctness of Algorithm 6.
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Algorithm 6: Second-order lookup table compression scheme.
Input :

• Three input shares x1, x2, x3 := x⊕ x1 ⊕ x2

• An (n,m) S-box look up functions Si, where Si(y) = S(y ‖ i)
for 0 ≤ i ≤ 2l − 1

Output :Output shares: y1, y2 and y3 := S(x)⊕ y1 ⊕ y2

1 υ
$←− {0, 1}n

2 w
$←− {0, 1}l

3 for i← 0 to n− l do
4 γi

$←− {0, 1}m
5 end
6 for i← 0 to 2l − 1 do
7 ri

$←− {0, 1}n−l

8 y2,i
$←− {0, 1}m

9 end
10 Create table T1 using Algorithm 4.
11 Create table T2 using Algorithm 5.
12 y1 := s-sum(n− l, (x(1)

3 ⊕ r((x(2)
3 ⊕w)⊕x(2)

2 )), γ0, . . . , γn−l)
13 y2 := y2,υ(2)

14 y3 := T2(υ(2))
15 return y1, y2, y3

4.3 2-SNI Security Proof

The intuition behind the proof is that any two output shares are easy to simulate since
the two output masks are chosen uniform random and independent. All the intermediate
variables that are part of pre-processing can be simulated independent of x, i.e., using only
two shares x1 and x2. Any combination of the probed pair of rows from tables T1 and
T2 can be assigned random values as the table rows are randomised by using pair-wise
independent output masks. For the pair of variables involving all three shares, we can use
the fact that any two input shares are always combined with the help of an independent
random value that is not probed. Therefore, the unprobed randomness can act as an
one-time pad in simulation of those pairs that depend on the secret x. But as explained
below, the simulation of pairs of intermediate variables using the shared randomness
(w and ri’s) across T1 and T2, is indeed the non-trivial part of the proof. Though the
shared randomness between T1 and T2 helps reduce the randomness usage and also save
computation time, it prevents us from proving the 2-SNI property of the constructions
of T1 and T2 independently and allow for a trivial composition. However, we are able to
directly show that the composition of T1 and T2 is 2-SNI.

For completeness, the list of intermediate variables of Algorithm 6 are grouped and
tabulated in Table 2. Each Ik represents input or output or intermediate variables as
defined in Table 2. We have partitioned the set of intermediate variables of the scheme
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into four sets :

Set1 := constants and random variables,
Set2 := variables of T1 Algorithm,
Set3 := variables of T2 Algorithm,
Set4 := output shares.

Theorem 2. Algorithm 6 is 2-SNI secure.

Proof. Formally, to prove our second-order table compression scheme to be 2-SNI secure,
we consider the gadget to be the given S-box S, which takes its input x in the form of
three shares x1, x2, x3 = x⊕ x1 ⊕ x2 and outputs y1, y2, y3 = S(x)⊕ y1 ⊕ y2.

To prove the 2-SNI security (see Definition 2), the following are the possible types
of the combinations for probing pairs of intermediate variables (including input shares,
intermediate variables and output shares).

1. Pair of output variables: if the probed output variables are (y1, y2) or (y2, y3) or
(y1, y3), then the pair can be assigned uniform random and independent values.

2. One input and one output: similar to Step 1, it is trivial to simulate the probed
output share. To simulate the other probed intermediate variable, we must use at
most one input share. If the probed intermediate variable depends on at most one
input share (including constants, sampled randomness and input shares), then it
is straightforward to simulate it using the corresponding input share. It can be
observed from Algorithm 6 (and also Table 2) that any variable depending on two
or more input shares always consists of an unprobed random variable such as v, w,
r’s, subset-sums of γ’s, or y2’s that acts as one-time pad. Hence we can conclude
that any variable from Set1 or Set2 or Set3 can be simulated with a maximum of
one input share.

3. Two intermediate variables: for this combination, by the definition of 2-SNI, we need
to prove that any pair of variables (excluding the output variables) can be assigned
values using at most two input shares. All the probed pairs of intermediate variables
depending on at most two input shares can be trivially simulated, which indeed implies
that any pair from T1 construction (see Algorithm 4) can be assigned/computed
using two input shares. The probed pair depending on all the three shares can
only be simulated with the help of unprobed randomness present in the variables.
But, if the pair of variables are using shared random variables, then the unprobed
randomness can not be treated as one-time pad. Therefore, the simulation of those
pairs depending on all the three input shares along with shared randomness, as one
may encounter in the construction of T2, needs to be addressed separately. Following
is the case by case analysis of simulation of these pairs, ordered by their occurrence
in the construction of T2 (Algorithm 5).

• Probing the pair T1(x(1)
3 ⊕ r(p⊕a(2))) and the output mask for this row of T1 (i.e.

s-sum(x(1)
3 ⊕ r(p⊕a(2)))) is not possible since the index of T1 is randomised.

• Simulation of pair of rows of T1 indexed using x3 in Algorithm 5: assign uniform
random and independent values to ri’s and w as this would have happened
in the actual implementation. Consider the values of a(2) at which the rows
are probed, say i, and j. Then, compute k1 = x

(1)
3 ⊕ r((

(x(2)
3 ⊕w)⊕x(2)

1

)
⊕i
) and

k2 = x
(1)
3 ⊕ r((

(x(2)
3 ⊕w)⊕x(2)

1

)
⊕j
) using two input shares x1 and x3 and return a
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Table 2: List of variables of Algorithm 4.

j Ij

Constants and random values
1 c ∈ {constant, loop variable}
2 r, a random value ∈ {υ,w, γi, y(2,j) and rk’s}

Variables of T1 (see Algorithm 4)
3 input shares x1 and x2

4 υ(1)

5 x
(1)
1 ⊕ υ(1)

6 d1 = (x(1)
1 ⊕ υ(1))⊕ x(1)

2

7 b(1) = a(1) ⊕ d1

8 x
(2)
1 ⊕ j

9 r(x(2)
1 ⊕j)

10 (a(1) ⊕ r(x(2)
1 ⊕j)

)⊕ υ(1)

11 S(w⊕j)((a(1) ⊕ r(x(2)
1 ⊕j)

)⊕ υ(1))

12 S(w⊕i)((a(1) ⊕ r(x(2)
1 ⊕i)

)⊕ υ(1)), 0 ≤ j ≤ 2l − 1

13 z ←− s-sum(b(1))
14 (z)⊕

⊕
0≤i≤k

S(w⊕i)((a(1) ⊕ r(x(2)
1 ⊕i)

)⊕ υ(1)), 0 ≤ k ≤ 2l − 1

15 T1(b(1)) = (z)⊕
⊕

0≤j≤2l−1
S(w⊕i)((a(1) ⊕ r(x(2)

1 ⊕i)
)⊕ υ(1))

Variables of T2 (see Algorithm 5)
16 input shares x1, x2 and x3= x⊕ x1 ⊕ x2

17 υ(2)

18 x
(2)
1 ⊕ υ(2)

19 d2 = (x(2)
1 ⊕ υ(2))⊕ x(2)

2

20 b(2) = a(2) ⊕ d2

21 x
(2)
3 ⊕ w

22 p = (x(2)
3 ⊕ w)⊕ x(2)

1

23 q = (x(2)
3 ⊕ w)⊕ x(2)

2

24 r(p⊕a(2))

25 x
(1)
3 ⊕ r(p⊕a(2))

26 (x(1)
3 ⊕ r(p⊕a(2)))⊕ x

(1)
1

27 ((x(1)
3 ⊕ r(p⊕a(2)))⊕ x

(1)
1 )⊕ r(p⊕j)

28 x(1) ⊕ r(p⊕a(2)) ⊕ r(p⊕j)

29 S(x(2)
3 ⊕j)

(x(1) ⊕ r(p⊕a(2)) ⊕ r(p⊕j)), j 6= a(2)

30 T1(x(1)
3 ⊕r(p⊕a(2))) = s-sum(x(1)

3 ⊕r(p⊕a(2)))⊕
⊕

0≤i≤2l−1
S(x(2)

3 ⊕a(2))(x
(1)⊕

r(p⊕a(2)) ⊕ ri)
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31 (y2,b(2))⊕
⊕

0≤j≤k, j 6=a(2)
S(x(2)

3 ⊕j)
(x(1) ⊕ r(p⊕a(2)) ⊕ r(p⊕j)), 0 ≤ k ≤ 2l − 1

32 T2(b(2)) = S(x(2)
3 ⊕a(2))(x

(1))⊕ s-sum(x(1)
3 ⊕ r(p⊕a(2)))⊕ y2,b(2)

Output shares
33 y1 := s-sum(x(1)

3 ⊕ r((x(2)
3 ⊕w)⊕x(2)

2 ))

34 y2 = y2,υ(2)

35 y3 = T2(υ(2)) = S (x)⊕ y1 ⊕ y2

uniform random and independent value for T (k1) and T (k2) if k1 = k2, return
two uniform random and independent values, otherwise.

• Along with intermediate variable x(1) ⊕ r(p⊕a(2)) ⊕ r(p⊕j), j 6= a(2) either only
r(p⊕a(2)) or r(p⊕j) can be probed, since ri’s are not combined directly as part of
Algorithm 5. Therefore, the unprobed r can be used for the simulation of this
pair. No knowledge of input shares is needed for the simulation of this pair.

• Probing the partial sum of S-box lookup functions Si at two distinct indices, say
i = k1 and i = k2 (see I31) will have the same output mask y2. The simulation
of this pair proceeds as follows: assign uniform random and independent values
to y2 and ri’s. Since ri is unique per S(x(2)

3 ⊕a(2))(x
(1) ⊕ ri ⊕ rj), ri 6= rj lookup

function, ri can be used to randomise x(1)⊕ri⊕rj , an (n−l)-bit value. Compute
x

(2)
3 ⊕ a(2), the lower order l-bits, with the help of the input share x3 and loop

variable a(2). Then evaluate the corresponding S-box values by concatenating
the n− l and l-bit strings. Finally, compute the probed pair using y2 and S-box
values. Note that this argument does not require S-box to be balanced (see
Definition 1). This simulation requires only one input share, x3.

• While computing the indices of ri’s in T2, the shares are combined using the
mask w. And the same w is used while computing the index of final output
share. But, the order of combination is taken care (see I22 and I23), therefore
using the random mask w and two input shares x1 and x2, the indices of ri’s
can be computed.

• Any pair of rows from T2 can be assigned uniform random and independent
values without using input shares since the rows are randomised using distinct
output masks.

This proves our claim that the table compression scheme presented in Algorithm 6 is 2-SNI
secure.

4.4 Memory Complexity
For the scheme proposed in Algorithm 6, the memory requirement for masking a single S-
box lookup table is as follows: Table T1 has 2n−l entries each of size m bits, Table T2 has 2l
entries each of size m bits. The 2l random ri’s are (n− l) bits each. The set of n− l random
values used to generate first output masks are m bits each, and so is the set of 2l second
output masks y2,i. Therefore the total memory needed, parametrised by n and l, for the
compression scheme proposed in Algorithm 6 is m ·(n−l+1)+2l ·(n−l+m)+m ·(2n−l+2l)
bits. Table 3 details the memory requirement for any (8,8)-bit S-box, in particular, for
AES-128. For completeness, Table 4 details the memory requirement for any (4,4)-bit
S-box, in particular, for PRESENT.
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Table 3: Estimate of RAM memory required for Algorithm 6 for an (8,8)-bit S-box.
Memory requirement (in no. of bytes) for ri’s, y1’s, y2’s, T1, T2, are also listed separately.
The last column corresponds to the total number of random bytes required for ri, y1 and
y2’s.

l ri y1 y2 T1 T2 Total Memory Randomness
1 2 8 2 128 2 142 12
2 3 7 4 64 4 82 14
3 5 6 8 32 8 59 19
4 8 5 16 16 16 61 29
5 12 4 32 8 32 88 48
6 16 3 64 4 64 151 83
7 16 2 128 2 128 276 146

Table 4: Estimate of RAM memory required for Algorithm 6 for a (4,4)-bit S-box.
Memory requirement (approximated in no. of bytes) for ri’s, y1’s, y2’s, T1, T2, are also
listed separately. The last column corresponds to the total number of random bytes
required for ri, y1 and y2’s.

l ri y1 y2 T1 T2 Total Memory Randomness
1 1 2 1 4 1 9 4
2 1 2 2 2 2 9 5
3 1 1 4 1 4 11 6

5 Implementation Results
We have performed a second-order masked software implementation of the full block ciphers
AES-128 [FIP] and PRESENT 80-bit key variant [BKL+07]. Our source code is available
at [VV]. The randomised S-box table compression is achieved using the compression
scheme we proposed in Section 4. Our target architecture is NXP-FRDM-k64F, an ultra-
low-cost development platform. The FRDM-K64 is supported by various open source
embedded operating systems. The microcontroller used in the development platform is
MK64FN1M0VLL12, a low-power microcontroller based on ARM Cortex-M4 processor
having a 256 KB RAM, 1 MB flash memory and a clock frequency of 120 MHz. For AES,
we have built our code on top of the publicly available masked implementations from
[Cor]. For PRESENT, we referred the publicly available unmasked implementation from
[Klo]. The code size for full cipher implementation of AES-128 and PRESENT using our
proposed scheme is 12.8 KB and 8.5 KB, respectively.

We have computed the ratio of resulting execution times with the respective unmasked
implementations of AES-128 and PRESENT. The computed ratio is expressed as penalty
factor, PF. Since the compression parameter l has an impact on the time vs. memory
requirements of these algorithms, we ran these experiments for l ranging from 1 to n− 1.
In order to achieve security for the full block cipher implementation, the randomness is
sampled using the RNGA module in-built to the micro-controller, which generates 32-bit
random number in approximately 300 clock cycles.

For an efficient implementation, it is better to pre-process T1 for every S-box function
call (see Remark 6). The number of pre-computed T1 tables required are same as the
number of S-box invocations. Hence, the number of tables required are 160 (16/round ·
10 rounds) and 496 (16/round · 31 rounds) for AES-128 and PRESENT block ciphers,
respectively.

The tables are pre-processed and stored on the same chip where the actual execution



Annapurna Valiveti and Srinivas Vivek 19

takes place. It is easy to see that pre-processing helps to reduce the online computation
by about a factor of 2n−l for arbitrary (n,m) S-boxes. For instance, the amount of RAM
memory required to store the pre-processed tables is 8.1 KB for the optimal case l = 3
(see Table 5), while outperforming [RP10] in the online execution time. Needless to say,
for highly resource constrained devices, pre-processing may not be feasible and in this case
all the computations will happen during the online phase to keep the peak memory usage
to a minimum.

There is a trade-off between online execution time and RAM (volatile memory) that
results in the choice between constructing T1 online vs. pre-processing T1. This gives us
two possibilities for time vs. memory trade-offs.

1. Compute T1 online and T2 using table-based computation for each S-box invocation.

2. Pre-process and store T1 for all the S-box invocations, compute T2 using table-based
computation for each S-box invocation.

Tables 5 and 6 presents the implementation results for the Option 2 above for various
levels of compression for AES and PRESENT, respectively. Since the number of bytes
required to store the tables T1 and T2 vary with the compression parameter, the total
memory required for the full cipher execution (that includes the memory required for
pre-processing, online execution) is listed for each value of l. The execution times are
given in seconds. The penalty factor is for the online execution time. We would like to
mention that the time for pre-processing refers to the computation which happens before
the start of block cipher execution (not at the time of compilation), which is independent
of the actual input. By online time, we mean the time required for a single block cipher
execution where the actual inputs are needed.

Table 5: Second-order masked S-box compression using the table-based scheme with
pre-processing (see Algorithm 6). Total memory required for AES-128 in KB and execution
times are in seconds.

l Total
Memory

Offline
Time

Online
Time

Total
Time

Penalty
Factor

1 22.5 0.039241 0.001507 0.040748 11.8363
2 12.7 0.025615 0.002321 0.027936 18.2297
3 8.1 0.019431 0.005719 0.02515 44.9183
4 5.4 0.017248 0.010648 0.027896 83.6318
5 4.6 0.017495 0.010651 0.028146 83.6554
6 4.3 0.020253 0.010638 0.030891 83.5533
7 3.9 0.026813 0.010652 0.037465 83.6632

Table 6: Second-order masked S-box compression using the table-based scheme with pre-
processing (see Algorithm 6). Total memory required for PRESENT in KB and execution
times are in seconds.

l Total
Memory

Offline
Time

Online
Time

Total
Time

Penalty
Factor

1 4.1 0.009156 0.005955 0.015111 8.3873
2 3.2 0.007545 0.008642 0.016187 12.1718
3 2.1 0.007687 0.010713 0.0184 15.0887

For the second-order circuit based scheme, there is no offline computation advantage
which implies the total-time is nothing but the online time. The RAM memory usage
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is very little for these schemes. Table 7 indicates the timings for second-order [RP10]
scheme with FullRefresh [DDF14b] that is proven t-SNI secure in [BBD+16]. The table
also indicates timings for the bitsliced masked implementation of AES [RSD06, GR17]
adapted to 8-bit architecture with three shares.

Table 7: Second-order S-box implementation of AES-128 with three input shares using
the second-order circuit based schemes [RP10] with FullRefresh and 8-bit bitslicing. The
execution times are in seconds. The RAM memory required is in bytes.

Scheme Online
Time

Total
Time

Memory Penalty
Factor

[RP10] 0.010638 0.010638 24 83.5533
8-bit bitsliced
masking

0.008108 0.010638 996 63.682

Table 8 presents timings for the second-order masked lookup table scheme [RDP08], its
variant with pre-processing (see Algorithm 1), and the higher-order lookup table scheme
from [CRZ18, Algorithm 3] instantiated at second order. Recall that the original scheme
from [RDP08] does not allow pre-processing and hence its online time is the sum of online
and offline time for Algorithm 1 but the RAM memory needed is very small. It may be
observed that even though the penalty factor is only around 5 for Algorithm 1, the size of
total RAM memory required is about 40 KB.

Table 8: Second-order instantiation of masked lookup table implementation of AES using
[CRZ18], the RDP scheme and its variant with pre-processing (see Algorithm 1). Total
RAM memory required for AES-128 is in KB and the execution times are in seconds.

Scheme Total
Memory

Offline
Time

Online
Time

Total
Time

Penalty
Factor

[RDP08] 0.3 0 0.00721 0.00721 56.629
Algorithm 1 40.6 0.006604 0.000606 0.00721 4.76
Second-order
[CRZ18]

120.4 0.089411 0.017792 0.107203 139.742

In Table 9 we present the implementation results for second-order masked PRESENT
using [CRV15]. We would like to note that for the implementations of second-order
PRESENT using our compression scheme and the circuit-based CRV scheme, we processed
only 4-bit values, one at a time. However, to minimise the memory required for S-box
table compression, we choose to pack two 4-bit values into a byte. Therefore, we assume
that probing any intermediate variable during masked S-box computation will only leak
4-bit values. Since the lookup table compression and circuit-based implementations are
based on 4-bit variants, we think that it may not be fair to compare the results with 8-bit
bitsliced masked implementation of PRESENT.

Table 9: Second-order S-box implementation of PRESENT using the second-order circuit
based scheme [CRV15] with three input shares. The execution times are in seconds. The
memory required is in bytes.

Online
Time

Total
Time

Memory Penalty
Factor

0.008959 0.008959 40 12.6183
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For the Option 1 above, the execution times are the total time reported in Table 5 and
6. This is essentially the sum of pre-processing and online execution times. Specifically,
for 128-AES, the memory requirement would closely correspond to the figures reported in
Table 3. Note that for this case the online execution time is same as the total time.

It can be concluded from the above results of AES-128 (see Table 5) that pre-processing
helps to reduce the online execution time, for 1 ≤ l ≤ 3. The penalty factors for online
execution times when the compression parameter l ≥ 4 are close to the circuit-based
schemes. Hence l ≤ 3 has practical relevance. In our implementations we have not explored
packing multiple bytes into the 32-bit register. We chose not to do this optimisation
because for architectures with small register size (for e.g., 8-bit microcontrollers) such a
packing is not possible.
Remark 6. To achieve better online timings, T1 can be pre-processed and stored. But, if
the same T1 is used across all S-box function calls, probing x3 across S-box executions is
going to leak the xor of the secrets. Therefore, we compute a separate table T1 per S-box
invocation to secure the full cipher implementation. This also helps to prevent horizontal
side-channel attacks.

6 Conclusion
Since first-order DPA attacks on embedded devices are feasible, in this work we focused
on designing a second-order secure masked table compression scheme for highly resource
constrained embedded devices to achieve time-memory trade-offs. In spite of the RAM
memory reduction, our online execution time is still better than circuit-based masking
schemes. Though higher-order masking is very costly for highly resource-constrained
devices, yet it will be an interesting research direction to design masked table compression
schemes for any order. We saw that our second-order table compression scheme is more
involved than the first-order schemes from [Vad17, Viv17]. This complexity is mainly
because of the compression of table rows and then secure expansion at a particular index,
and this can be challenging to handle at arbitrary orders. It will also be interesting to
explore alternate techniques to achieve time-memory trade-offs at higher orders.
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