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Abstract: Post-Quantum Cryptography (PQC) is regarded as an effective way to resist attacks with quantum
computers. Since National Institute of Standards and Technology (NIST) proposed its PQC standardiza-
tion project in 2016, many candidates have been submitted and their quantum-resistant capability has been
measuring by researchers. Besides these researches, it is also indispensable to evaluate the practicality of
PQC on constrained environments such as Hardware security module (HSM), which is designed to provide
a trusted environment to perform cryptographic operations. In this paper, we assume the cases of using
HSM for key management, and discuss the practicality of applying lattice-based cryptographies, which is
one of the candidates of NIST’s PQC project on it. We focus on the efficiency of hash operations instead
of asymmetric operations, with different constructions of cryptographic boundaries. Then we point out that
the bottleneck of PQC operations can be hash operation instead of asymmetric operation. Especially for the
cases of document signing and code signing, large files would be signed, and this bottleneck will affect their
efficiency. We chose three lattice-based digital signature schemes from round 2 of NIST’s PQC project. We
also analyses the bottleneck of these schemes and compare their performances under different constructions
of cryptographic boundary when applied to HSM. After that, we propose the appropriate way to construct
cryptographic boundaries for lattice-based cryptographic schemes when applied to HSM. We believe that
our result helps to define cryptographic boundary for PQC, where theoretical proof and clearance of patents
should be done.
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1. Introduction

A hardware security module (HSM) is a physical comput-

ing device that provides a trusted environment to perform

cryptographic operations such as encryption, decryption and

authentication, etc. HSMs typically satisfy the FIPS 140-

2 [12] and/or common criteria standard to achieve the high

security. Relying on secure mechanisms to create an isolated

environment from normal computing environments, HSMs

ensure reliable generation, protection, and managment of

keys and sensitive data. It is now widely used in some crit-

ical infrastructure, for instance, be used as a part of public

key infrastructure (PKI) or internet bank infrastructure. In

these cases, many HSMs are connected together to preserve

high practicality and efficiency. In the other hand, Shor in-

troduced an algorithm [20] to solve the integer factorization

problem and discrete logarithms problem which can break

RSA and elliptic curve cryptography (ECC) on quantum

computers. In that case, HSMs which are still using tradi-

tional cryptography may not be able to protect and manage

their keys and sensitive data securely under quantum at-
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tacks. To solve that problem foundamently, migration from

traditional cryptography to quantum-resistant cryptography

is necessary.

Post-Quantum Cryptography (PQC) is regarded as an ef-

fective way to resist attacks from quantum computers. Since

National Institute of Standards and Technology (NIST) pro-

posed its PQC standardization project in 2016, many can-

didates have been submitted and the quantum-resistant ca-

pabilities of each post-quantum cryptography scheme have

been evaluating by researchers. There are several different

ways to construct quantum-resistant cryptographic schemes

such as lattice-based cryptography [17], hash-based cryptog-

raphy [15] [3], multivariate-based cryptography [22], code-

based cryptography [14], etc. Comparing with traditional

digital signature schemes such as RSA or ECDSA, post-

quantum digital signature schemes generate much larger key

pairs or signatures, and they cost more time for key generat-

ing, signing and verification. These features restricted their

practicality, especially when applied to the constrained en-

vironments. Table 1 shows the candidates of post-quantum

digital signature schemes out of round 2 of NIST’s PQC

project.

Lattice-based cryptography is one of the competitive can-

didates. Its practicality on constrained environments had



been investigated by some researchers. For many lattice-

based cryptographic schemes, polynomial multiplication and

discrete Gaussian sampling are two main challenges on

devices with constrained memory and limited computing

power. Albrecht et al. [1] implemented ”Kyber” presented

in [4] on some smart card platforms by using RSA/ECC

co-processor and APIs. Yuan et al. [23] proposed memory-

constrained implementation of several lattice-based crypto-

graphic schems on standard Java Card platform by improv-

ing Montgomery modular multiplication (MMM) [16] and

number theoretic transform (NTT) for polynomial multi-

plication and modifying several discreta Gaussian sampling

algorithms. In the other hand, another factor that is likely

to affect the practicality and the efficiency which have not

been evaluated much, is about the cryptographic boundary

as defined in FIPS 140-2 [12]. To perform trusted crypto-

graphic operations in HSM, the way of applying each com-

ponent of digital signature schemes should be clearly de-

signed. Most wildly used cryptographic algorithms such

as RSA and ECDSA allow separation of hash function and

asymmetric operation as default. Sugiyama et al. [21] imple-

mented and evaluated the performance of one of such sep-

arable algorithm (TESLA#) on Safenet ProtectServer Net-

work HSM. It indicated that it is possible to applied PQC

on HSM. In the other hand, he usage of SHA3 hash func-

tion is not separated with asymmetric operation for some

lattice-based cryptographic schemes. Because of that, those

none-separable implementation of PQC may have limited

performance according to varied sizes of input messages.

We aim to evaluate the practicality of lattice-based cryp-

tographic schemes which are using SHA3 hash functions on

HSM and the detailed will be introduced in section 2 and

section 3.

Table 1 Round 2 Candidiates of Post-Quantum Digital Signa-
ture Schemes

Type Signature

Lattice-based
CRYSTALS-DILITHIUM [9]

FALCON [11]
qTESLA [2]

Hash-based SPHINCS+ [5]

Multivariate-based

GeMSS [7]
LUOV [6]

MQDSS [19]
Rainbow [8]

Zero-knowledge Proofs Picnic [24]

1.1 Our Contributions

First, we consider the issue of dealing with crypto-

graphic boundary when applying lattice-based cryptography

to HSM, and our works evaluated practicality of lattice-

based digital signature schemes by comparing the perfor-

mances of hash functions operated inside or not inside of

the same cryptraphic boundary for HSM.

We also propose the appropriate way to construct crypto-

graphic boundaries for lattice-based cryptographic schemes

when applied to HSM.

The rest of this paper is organized as follows. We give

a brief mathematical background of lattice and the intro-

duction of HSM and cryptographic boundary. in Section 2.

We describe the details of three lattice-based digital signa-

ture schemes and analyze the challenge for applying them

to HSM in section 3. Evaluation of the results is given in

section 4. We then evaluate the cost in section 5. Finally,

we conclude the paper in section 6. We believe that our re-

sult helps to define cryptographic boundary for PQC, where

theoretical proof and clearance of patents should be done.

2. Preliminaries

In this section, we give a brief mathematical description

of lattice-based cryptography in section 2.1, we introduce

the general way of using digital signature schemes in HSM

and point out the challenge of our work in section 2.2, then

we introduce the concept of cryptographic boundary which

plays very important role at this paper in section 2.3.

Throughout this thesis, bold italic letters denote polyno-

mials (e.g. f or F), bold lower-case denote vectors (e.g. v),

and bold upper-case letters denote matrices (e.g. A). For

a set S, we write s ← S to denote that an element s is

chosen uniformly at random from S. if S is a probability

distribution, s ← S denotes that s is chosen according to

S. We denote by R the field of real numbers. Let n and q

be a positive integers, we denote by Zq the set of integers

0, 1, ..., q − 1, and Rq = Zq[x]/(x
n+1) the quotient polyno-

mial ring such that for any polynomial f ∈ Rq, its maximum

degree is n− 1 and coefficients are in Zq.

2.1 lattice

A lattice is a subgroup of the Euclidean space. Let

A = {a1,a2, ...,an} ∈ Rm×n be a set of linearly in-

dependent vectors, the lattice generated by A is the set

L(A) = {
∑n

i=1 aixi|xi ∈ Z}.
We refer A as a basis of the lattice L(A), where m and n

are the dimension and the rank of the lattice, respectively.

In lattice-based cryptography, it is common to consider in-

teger lattices only, i.e. L(A) ∈ Zm. In this paper, we will

be concerned with full rank lattices, i.e. n = m. Any lattice

admits multiple different basises.

Many provably secure lattice-based cryptographic

schemes are based on the hardnesss of lattice problems

in the worst-case. Besides the most classical problems

which are shortest vector problem (SVP) and closest vector

problem (CVP), other problems such as learning with

error’s problem (LWE) [18] or ring learning with error’s

problem (R-LWE) [13] are also used to construct provably

secure cryptographic schemes.

2.2 HSM and Hash Functions

A hardware security module (HSM) is a physical comput-

ing device that provides a trusted environment to perform

cryptographic operations such as encryption, decryption and

authentication, etc. HSMs typically satisfy the FIPS 140-

2 [12] and common criteria standard to achieve the high se-

curity. Relying on secure mechanisms to create an isolated



environment from normal computing environments, HSMs

ensure reliable generation, protection, and managment of

keys and sensitive data. It is now widely used in some crit-

ical infrastructure, for instance, be used as a part of public

key infrastructure (PKI) or internet bank infrastructure. In

these cases, many HSMs are connected together to preserve

high practicality and efficiency.

In most of the current signing systems allow the separa-

tion of hash function and asymmetric operation. Figure 1

shows that the message is hashed in message management

server and the fixed sizes hash values are sent into HSM. The

transmission of the fixed length digest between the message

management server and HSM is quite efficient to implement.

Then the signature generation is done inside of the HSM.

The traditional cryptography such as RSA or ECDSA which

is using SHA2 families of hash functions can be combined

with HSM in this way.

Fig. 1 In general cases, message is hashed in message manage-
ment server and sent to HSM. The signature generation
is finished in HSM.

In the other hand, the alternative of SHA2, which is called

SHA3 [10] families of hash functions began to be applied into

many PQC cryptographic schemes to improve the security

against quantum attacks. In many of those PQC algorithms,

random values are generated and hashed with the message

together. For some lattice-based cryptographic schemes, the

random values are secret or associated with private key. To

prevent the leakage of random values, we may introduce

HSMs. In that case, whole message (instead of hash value)

has to be tranmitted into HSM and therefore the call for

hash functions are calculated inside of it. In this case, the

random values and message locate in the same level of cryp-

tographic boundary whose introduction is given in section

2.3.

Figure 2 shows the operations, that the flexible size mes-

sage (which could be very large) is sent to HSM directly.

Therefore may require much more resources in HSM. In this

paper, we give the experimental results of the differences of

the resources cost of hash functions for three lattice-based

cryptographic schcmes and propose a way to avoid that in-

crease.

2.3 Cryptographic boundary

Cryptographic boundary was defined in FIPS 140-2 [12].

For a cryptographic module that are used within a cyber

system, the cryptographic boundary establishes the phys-

ical bounds that contain all the software, hardware, and

Fig. 2 For some cryptographic schemes in which the message is
hashed with secure values, the digest generation and sig-
nature generation should be finished in HSM.

firmware of this cryptographic module. It is essential to

clearly defined the range of the cryptographic boundary in

order to guarantee the security of the cryptographic module.

In this section, we describe method to construct crypto-

graphic boundary for efficient operations also. For example,

if we want to implement a system who has similar archi-

tecture as Figure 1 or Figure 2 and be executed in a single

cryptographic boundary (as illustrated at Figure 3), that ac-

cess controls need to be prepared for protecting keys in the

cryptographic boundary, which tend to be costly. On the

other hand, if the cryptographic boundary contains more

components of a cryptographic module, operations across

cryptographic boundary may increase and therefore a more

complex access control mechanisms would be needed, which

would increase implementation cost.

It is considered to be more efficient to build more than

one cryptographic boundary for a cryptographic module. To

be more precise, a system can be implemented and located

into several cryptographic boundaries like the way shown in

Figure 4. By this implementation, processes related to key

objects are stored in the inner cryptographic boundary, and

data management of to-be-signed data would be done with

access control of outer cryptographic boundary. Benefits of

such an implementation include the followings.

• Access control of keys and their metadata should be ex-

tremely strict. This implementation can minimize the

scope of such strict access control.

• Basically, data flows across the inner cryptographic

boundary are fixed size data. Therefore, it is much eas-

ier to facilitate data into the cryptographic boundary.

• System migration is accomplished easier. The transition

of the whole system can be divided into the migrations

of inner boundary and outer boundaries. Although the

needs for interoperability, migration can be divided into

non-dependent steps, and costs of migration can be re-

duced.

In section 3 and section 4, we will give the introduction

of three lattice-based digital signature schemes and analyse

the way of constructing appropriate cryptographic bound-

aries when applied them to HSM. We discuss the details

about migration costs in Section 5.

3. Lattice-based Digital Signature

Schemes

In this section, we give a brief introduction of the round 2



Fig. 3 Message locates in same boundary with signature gener-
ation operation for cryptographic schemes in which the
message digest is derived by hashing the conjunction of
message and some secret values.

Fig. 4 Message locates in different boundary from signature gen-
eration operation for those cryptographic schemes that
allow the separation of hash function and asymmetric op-
eration.

lattice-based digital signature schemes candidates FALCON,

qTESLA and CRYSTALS-DILITHIUM. Then we analyse

the practicality of their signature generation operations ex-

ecuting on HSM.

3.1 FALCON

Fouque et al. [11] proposed the fast fourier lattice-based

compact signatures (FALCON) which is based on NTRU

lattices. Algorithm 1 shows the signature generation of FAL-

CON.

Here are some definitions. Function HashToPoint() is

based on a SHAKE-256 hash function and refered to algo-

rithm 7 in [11], ffSampling() represents the fast fourier

sampling algorithm which is refered to algorithm 19 in [11],

the compression function Compress() is refered to algo-

rithm 21 in [11]. The function FFT() is to compute the

fast fourier transform representation and invFFT() is to

compute its’ inverse. In step 1 of Algorithm 1, a salt value

r ∈ {0, 1}320 is derived uniformly at random, and hashed

with message m. If a secure execution environment can

be provided for the uniformly random generation of r, step

1 and step 2 can be done outside of HSM, then the fixed

length digest c is transmitted into HSM to cope with the

rest cryptographic functions. Under this circumstances, the

cryptographic boundary can be constructed as shown in the

right side of Figure 5. Otherwise, step 1 and step 2 execute

within the HSM and the cryptographic boundary structure

is shown in the left side of Figure 5.

Algorithm 1: Signature Generation of FALCON

Input :

The private key sk;

The message m;

A bound β;

Output:

The signature sig = (r, s);

1 r ∈ {0, 1}320 uniformly;

2 c = HashToPoint(r||m);

3 t = (FFT(c), FFT(0))·B̂−1
;

4 do
5 z = ffSamplingn(t,T);

6 s = (t− z)B̂

7 while ||s|| > β;

8 (s1, s2) = invFFT(s);

9 s = Compress(s2);

10 return sig = (r, s)

Fig. 5 The structure of cryptographic boundaries for FALCON
(Left: the hash operation locates in same cryptographic
boundary as asymmetric operations in HSM. Right: the
hash operation locates in different cryptographic bound-
ary from asymmetric operations in HSM.)

3.2 qTESLA

Akleylek et al. [2] proposed qTESLA digital signature

scheme, which is based on the hardness of the decisional

ring learning with errors (R-LWE). Algorithm 2 shows the

signature generation for qTESLA.

Here are some definitions. PRF2() : {0, 1}k × {0, 1}k ×
{0, 1}320 → {0, 1}k is performed as a pseudorandom func-

tion. ySampler() : {0, 1}k × Z → R[B] is refered to al-

gorithm 12 in [2]. GenA() : {0, 1}k → Rk
q is refered to

algorithm 10 in [2]. In step 3 of Algorithm 2, the function

PRF2() hashes message m with secret data seedy and a

random value r, the usage of G() : {0, 1}∗ → {0, 1}320 was

first introduced in the Ver. 2.8 (11/08/2019) of [2], which

made it possible to transmit the fixed length messgage digest

G(m), instead of m, into HSM. Without the optimization in

Ver. 2.8, the original message m is transferred into HSM di-

rectly and the structure of cryptographic boundary is shown

in the left part of Figure 6. After Ver. 2.8, the cryptographic

boundary can be constructed in the way shown in the right

part of Figure 6. We will compare the practicalities of these

two structures for qTESLA in the next section.

3.3 CRYSTALS-DILITHIUM

Ducas et al. [9] proposed CRYSTALS-DILITHIUM digi-

tal signature scheme, which is based on the hardness of the



Algorithm 2: Signature Generation for qTESLA

Input :

The private key

sk = (s, e1, ..., ek, seeda, seedy , g);

The message m;

Output:

The signature sig = (z, c′);

1 counter = 1 ;

2 r ∈ {0, 1}k;
3 rand = PRF2(seedy , r, G(m));

4 y = ySampler(rand, counter) ;

5 a1, ..., ak ← GenA(seeda);

6 for i = 1, ..., k do
7 vi = aiy mod± q

8 end

9 c′ = H(v1, ..., vk,G(m), g) ;

10 c = {poslist, signlist} ← Enc(c′) ;

11 z = y + sc ;

12 if z /∈ R[B−S] then
13 counter = counter + 1 ;

14 Restart as step 4

15 end

16 for i = 1, ..., k do
17 wi = vi − eic mod± q ;

18 if ||[wi]L||∞ ≥ 2d−1 −E ∨ ||wi||∞ ≥ ⌊q/2⌋−E then
19 counter = counter + 1 ;

20 Restart as step 4

21 end

22 end

23 return (z, c′)

Fig. 6 The structure of cryptographic boundaries for qTESLA
(Left: the hash operation locates in same cryptographic
boundary as asymmetric operations in HSM for old ver-
sion. right: the hash operation locates in different cryp-
tographic boundary from asymmetric operations in HSM
from Ver. 2.8)

shortest vector problem in lattice.

Here are some definitions. Let k, l, γ1 ∈ Z, q be the

moduli, ExpandA : {0, 1}256 → Rk×l
q , the hash function

CRH() : {0, 1}∗ → {0, 1}384, ExpandA() maps a seed ρ′

and a nonce k to y = Sl
γ1−1. The function NTT() is to

compute the number theoretic transfor representation and

NTT−1() is to compute its inverse. Funtions HighBits(),

Decomposeq() and MakeHintq() are refered to figure 3

in [9]. Algorithm 3 shows the signature generation for

Dilithium. µ is derived by hashing the conjunction of tr

and message M . ρ′ is derived by hashing the conjunction of

K and µ. Since tr and K are part of the private key, hash

function CRH() need to be calculated inside of HSM and

the message M has to be sent to HSM directly. Under this

circumstances, the structure of cryptographic boundary is

Algorithm 3: Signature Generation for Dilithium

Input :

The private key sk = (ρ,K, tr, s1, s2, t0);

The message M ;

Output:

The signature σ = (z,h, c);

1 A ∈ Rk×l
q = ExpandA(ρ) �A is generated and

stored in NTT Representation as Â ;

2 µ ∈ {0, 1}384 = CRH(tr||M);

3 k = 0, (z,h) =⊥;
4 ρ′ ∈ {0, 1}384 = CRH(K||µ) (or ρ′ ← {0, 1}384 for

randomized signing);

5 while (z,h) =⊥ do
6 y ∈ Sl

γ1−1 = ExpandMask(ρ′, k);

7 w = Ay w = NTT−1(Â × NTT(y)) ;

8 w1 = HighBitsq(w,2γ2);

9 c ∈ B60 = H(µ,w1) � Store c in NTT

representation as ĉ = NTT(c) ;

10 z = y+ cs1 � Compute cs1 as NTT−1

(ĉ · ŝ1) ;

11 (r1, r0) = Decomposeq (w - cs2, 2γ2) �

Compute cs2 as NTT−1 (ĉ · ŝ2);
12 if ||z||∞ ≥ γ1 − β or ||r0||∞ ≥ γ2 − β or r1 ̸= w1

then
13 (z,h) =⊥
14 end

15 else
16 h = MakeHintq(−ct0,w− cs2 + ct0, 2γ2)

� Compute ct0 as NTT−1 (ĉ · t̂0);
17 if ||ct0||∞ ≥ γ2 or the# of 1’s in h is greater

than ω then
18 (z,h) =⊥
19 end

20 end

21 k = k + 1 ;

22 end

23 return σ = (z,h, c)

shown in Figure 7.

Fig. 7 The structure of cryptographic boundaries for
CRYSTALS-DILITHIUM: the hash operation locates in
same cryptographic boundary as asymmetric operations
in HSM)

4. Evaluation

In this section, we evaluate the practicality of FALCON,

qTESLA, DILITHIUM applying to HSM. Hashing opera-

tions for three lattice-based digital signature schemes are



implemented and be used for evaluating the performances of

different cryptographic boundary structures for these digital

signature schemes.

4.1 HSM Specification

Throughout the paper, the HSM which we used to do

our experiments is the Protect Server External 2 (PSE-

2) produced by Gemalto N.V.. ProtectServer Client soft-

ware version 5.6 is selected as our standard. PSE-2 satisfies

FIPs 140-2 level3, and the functional module mechanism

makes it possible to implement and execute desired func-

tions on it. Varieties of interfaces defined in PKCS#11,

OpenSSL, JCProv, JCA/JCE and MS CAPI/CNG are sup-

ported. Moreover, Protect Server Tool Kit (PTK) for C, C#

and Java language have been prepared for a more convenient

development.

4.2 Experimental Results

We call it boundary type ”A” when the message (no mat-

ter how long the length is) is sent to HSM directly, and there

is only one cryptographic boundary constructed for signa-

ture generation, this structure is similar as Figure 3. The

boundary type ”B” represents that only the fixed length

message digest is transfored into HSM, and there is an-

other cryptographic boundary for protecting the generation

of message digest from message, the structure is similar as

Figure 4. Table 2 shows the time costs for hashing opera-

tions executed inside of HSM for FALCON, qTESLA and

CRYSTALS-DILITHIUM with different structures of cryp-

tographic boundary. The time is measured as millisecond

(ms). The size of message is measured as kilobyes (K) or

megabytes (M). For FALCON, when message is hashed in

another cryptographic boundary from HSM, the time cost of

hash operations inside the HSM is 0. However, for boundary

type A, when the message size becomes larger and larger, the

time cost raises. If the message size is 10M, the time cost of

hash operation is about 11667.19ms(≈11.7s). For qTESLA,
when boundary type A is applied, the time cost grows with

the extension of message size. After the optimization from

Ver. 2.8, no matter how long the size of the original mes-

sage, the fixed size message digest is generated and sent into

HSM, therefore, the time cost is almost the same for each

case as shown in the second row of the experiment results

for qTESLA. For CRYSTALS-DILITHIUM, because that

the message digest is derived by hashing the conjunction of

message and secret key’s components together, all the oper-

ations of signature generation locate in the same boundary

and therefore the time cost raises with the extension of mes-

sage size.

5. Migration costs for each crypto-

graphic boundary

RSA (with sha2) and ECDSA (with sha2) signing systems

using HSMs typically utilize type B cryptographic bound-

aries. This section describe migration costs of those signing

systems toward lattice-base signatures with cryptographic

boundary of type A or type B.

5.1 Migration costs for boundary type A

To migrate to type A, much more components of lattice-

based signatures are contain in a single cryptographic

boundary, so as a general rule, it is expected that the access

control mechanism has to be designed to be more compli-

cated, which is likely to require much more processing re-

source for access control. These changes should be done af-

ter a thorough works of threat analysis, redefining of threat

models, and redefining of human operations.

In addition, as described in Section 4, a lot of hash calcu-

lations are accomplished inside of the type A cryptogeaphic

boundary for key management, much more protected com-

puting resource inside of the boundary may be required to

sign large size files.

5.2 Migration costs for boundary type B

To migrate to type B, it is possible to utilize the same kind

of cryptographic boundary as used in traditional systems

like RSA or ECDSA. In this case, although it is necessary

to support the lattice-based cryptographic algorithms with

corresponding object ID, the change in architecture of cryp-

tographic boundary between lattice-based and traditional

implementation is likely to be limited.

As shown in Figure 8, if it were possible to place

both lattice-based and traditional cryptographic modules

into the same boundary, moreover, if it were possible to

switch the lattice-based-signatures-related inner boundary

and traditional-signatures-related inner boundary from in-

side of their common outer boundary, changes of human

operation will also be limited. This approach also require

interoperability and standardization of API, but the benefits

of success will be great.

Fig. 8 A mechanism that allows both lattice-based-signatures-
related inner boundary and traditional-signatures-related
inner boundary to be located inside the same outer bound-
ary

6. Conclusion

In this paper, we discuss the practicality of lattice-based

cryptography, which is one of the candidates of NIST’s

project, when applied to Hardware Security Module (HSM).

We describe the features of three lattice-based digital signa-

ture schemes selected from round 2 of NIST’s project, and

point out that the way of using hash function restricts their



Table 2 The time cost for hashing operations executed inside of HSM for three lattice-
based digital signature schemes with different structures of cryptographic bound-
ary

Scheme Boundary Type
Time (millisecond)

1k 10k 100k 1M 10M

FALCON
A 33.36 38.08 142.26 1240.59 11667.19
B 0

qTESLA
A (before Ver. 2.8) 34.78 44.78 138.05 1196.26 11810.52
B (from Ver. 2.8) 30.84 38.25 38.63 38.63 31.42

DILITHIUM A 34.67 45.79 156.19 1351.4 12727.83

practicality by comparing the performances of hash func-

tions processed inside or outside of HSM. We also propose

an approach to improve the practicality of PQC when ap-

plied to HSM. We believe that our result helps to define

cryptographic boundary for PQC, where theoretical proof

and clearance of patents should be done.

One of the future work is that, we only compared bot-

tleneck when apply three lattice-based digital signature

schemes on HSM, a total comparison of time cost for sig-

nature generation can be done to evaluate the change when

optimize the usage of hash functions.
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