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#### Abstract

We argue that for all integers $N \geq 2$ and $g \geq 1$ there exist "multiradical" isogeny formulae, that can be iteratively applied to compute ( $N^{k}, \ldots, N^{k}$ )-isogenies between principally polarized $g$-dimensional abelian varieties, for any value of $k \geq 2$. The formulae are complete: each iteration involves the extraction of $g(g+1) / 2$ different $N$ th roots (whence the epithet multiradical) and by varying which roots are chosen one computes all $N^{g(g+1) / 2}$ extensions to an $\left(N^{k}, \ldots, N^{k}\right)$-isogeny of the incoming ( $N^{k-1}, \ldots, N^{k-1}$ )-isogeny. Our argumentation is heuristic, but we provide concrete formulae for several prominent families. As our main application, we illustrate the use of multiradical isogenies by implementing a hash function from (3, 3)-isogenies between Jacobians of superspecial genus- 2 curves, showing that it outperforms its (2,2)-counterpart by an asymptotic factor $\approx 9$ in terms of speed.


## 1 Introduction

In a previous joint work with Vercauteren [10], we introduced the concept of radical isogenies between elliptic curves, which in low degree allow for a very fast computation of isogeny chains over finite fields, e.g., of the type used in Charles, Goren and Lauter's hash function [12] and in the Couveignes-Rostovtsev-Stolbunov key exchange protocol [14, 37] and its descendant CSIDH [11].

The central observation was that for any integer $N \geq 2$ there exist explicit formulae which, upon input of an elliptic curve $E$ - say given in long Weierstrass form - over a field $K$ with char $K \nmid N$ and a point $P \in E$ of order $N$, produce the coordinates of an order- $N$ point $P^{\prime} \in E^{\prime}=E /\langle P\rangle$ such that the isogeny $\varphi^{\prime}: E^{\prime} \rightarrow E^{\prime} /\left\langle P^{\prime}\right\rangle$ cyclically extends $\varphi: E \rightarrow E /\langle P\rangle$. This, of course, assumes that we have a defining equation for $E^{\prime}$ at hand, such as the one provided by Vélu [40]. Moreover, the formulae can be chosen to enjoy the following properties.
(1) Radicality. The formulae are algebraic expressions in the coefficients of $E$, the coordinates of $P$ and a radical $\sqrt[N]{\mathfrak{r}_{1}}$, where $\mathfrak{r}_{1}$ is itself an algebraic expression in these coefficients and coordinates.
(2) Completeness. By varying the $N$ th root chosen, i.e., by scaling $\sqrt[N]{\mathfrak{r}_{1}}$ with powers of a primitive $N$ th root of unity $\zeta_{N} \in \bar{K}$, we obtain generators for all $N$ subgroups $G^{\prime} \subseteq E^{\prime}$ of order $N$ which are such that $E^{\prime} \rightarrow E^{\prime} / G^{\prime}$ cyclically extends $\varphi$.

[^0](3) Good reduction. The formulae are naturally defined over $\mathbb{Z}[1 / N]$, i.e., they work over any field $K$ with char $K \nmid N$.
(The last property is in fact conjectural [10, Conj. 1].) Concrete versions of our radical isogeny formulae for $N=2, \ldots, 13$ can be found in the GitHub repository that accompanies [10]. For the sake of illustration, we have included the details of the case $N=5$ in Section 4.

The current paper studies how radical isogenies generalize to principally polarized (p.p.) abelian varieties of any given dimension $g \geq 1$. That is, we are looking for formulae which, upon input of a $g$-dimensional p.p. abelian variety $A$ over a field $K$ with char $K \nmid N$ and points $P_{1}, \ldots, P_{g} \in A$ that generate an $(N, \ldots, N)$-subgroup $G \subseteq A$, produce the coordinates of points $P_{1}^{\prime}, \ldots, P_{g}^{\prime} \in A^{\prime}=A / G$ generating an $(N, \ldots, N)$-subgroup $G^{\prime} \subseteq A^{\prime}$ such that the composition $A \rightarrow A^{\prime}=A / G \rightarrow A^{\prime} / G^{\prime}$ is an $\left(N^{2}, \ldots, N^{2}\right)$-isogeny.

When aiming for universally applicable formulae, a major bottleneck is the lack of an analogue of the long Weierstrass form for p.p. abelian varieties of dimension $g \geq 2$. That is, we do not know of a set of defining equations from which every $g$-dimensional p.p. abelian variety $A$ can be obtained by specializing coefficients. Moreover, in practical applications, we are mostly interested in instances of $A$ that are described in a more implicit form, e.g., as the Jacobian of some genus- $g$ curve, or as a product of Jacobians of lower-genus curves. Things are complicated further by the fact that the isogenous p.p. abelian variety $A^{\prime}$ may be of a different type, e.g., if $A$ is a Jacobian, then this may not be the case for $A^{\prime}$.

We therefore focus on smaller families, parametrized by the points $s$ of some quasi-affine set $\mathcal{S}$, of $g$-dimensional p.p. abelian varieties $A_{s}$ together with points $P_{s, 1}, \ldots, P_{s, g}$ that generate an $(N, \ldots, N)$-subgroup $G_{s} \subseteq A_{s}$. We assume that these families come equipped with Vélu-like formulae providing an explicit description of the isogenous p.p. abelian variety $A_{s}^{\prime}=A_{s} / G_{s}$. (Several examples of such families can be found in Section 4 and Section 5.) We then argue that there should exist accompanying formulae which, when evaluated at $s$, produce points $P_{s, 1}^{\prime}, \ldots, P_{s, g}^{\prime} \in A_{s}^{\prime}$ with the desired property. Moreover, we believe that these formulae can be chosen to enjoy the following properties.
(1) Multiradicality. They are algebraic expressions in the coordinates of $s$ and radicals $\sqrt[N]{\mathfrak{r}_{1}}, \ldots, \sqrt[N]{/ \mathfrak{r}_{g(g+1) / 2}}$, where in turn the radicands $\mathfrak{r}_{i}$ are algebraic expressions in the coordinates of $s$.
(2) Completeness. By varying the $N$ th roots chosen, i.e., by scaling them with powers of $\zeta_{N}$, we obtain generating sets for all $N^{g(g+1) / 2}$ subgroups $G_{s}^{\prime} \subseteq A_{s}^{\prime}$ such that $A_{s} \rightarrow A_{s}^{\prime}=A_{s} / G_{s} \rightarrow A_{s}^{\prime} / G_{s}^{\prime}$ is an $\left(N^{2}, \ldots, N^{2}\right)$-isogeny.
(3) Good reduction. If the family is defined over $\mathbb{Z}[1 / M]$ for some multiple $M$ of $N$, then so are our formulae, i.e., they work over any field $K$ with char $K \nmid M$.

We also believe that the radicands $\mathfrak{r}_{1}, \ldots, \mathfrak{r}_{g(g+1) / 2}$ can be taken to be representants of the Tate pairings $t_{N}\left(P_{s, i}, P_{s, j}\right), 1 \leq i \leq j \leq g$, in the sense of Frey
and Rück [20], as soon as these are well-defined. We call our formulae multiradical isogeny formulae. Section 3 provides a group-theoretic heuristic argument in favour of their existence, although each of the above claims remains conjectural.

The main support comes from concrete examples of such formulae, which are discussed in Section 4 and Section 5 . For arbitrary $N$ and in arbitrary dimension $g$, we discuss fully split $(N, \ldots, N)$-isogenies from $g$-fold products of elliptic curves. Further examples focus on Jacobians of genus-2 curves, where we discuss non-split (2,2)-isogenies (also known as Richelot isogenies) and non-split (3, 3)-isogenies as described by Bruin, Flynn and Testa [5]. We also study the multiradical nature of certain (5,5)-isogenies that were described by Flynn [17].

Remark 1. Our eventual goal is the computation of $\left(N^{k}, \ldots, N^{k}\right)$-isogenies, for arbitrary $k \geq 2$, achieved by an iterated application of our formulae. However, it is possible, and unavoidable in general, that the isogenous p.p. abelian variety $A_{s}^{\prime}$ marked with $P_{s, 1}^{\prime}, \ldots, P_{s, g}^{\prime}$ does not belong to our family. For instance, if $\mathcal{S}$ parametrizes Jacobians of genus-2 curves, we may run into a product of elliptic curves. In such cases, one needs to resort to different sets of multiradical isogeny formulae in order to cover the entire isogeny chain.

We illustrate the use of multiradical isogenies in Section 6, by constructing a Charles-Goren-Lauter style hash function from (3, 3)-isogenies between superspecial p.p. abelian surfaces over a large quadratic finite field $\mathbb{F}_{p^{2}}$, similar to the (2,2)-construction from our joint work with Smith [9]. In short, each message determines a walk in the isogeny graph (which is of size $\approx p^{3} / 2880$ ), and the hash of the message is the end point of that walk. One should make sure that every two consecutive isogenies compose to a (9, 9)-isogeny, to avoid the trivial collisions described in $[18, \S 2.3]$. This is automatically taken care of when using multiradical isogeny formulae.

In the Richelot hash function from [9], the cost of a (2,2)-isogeny is about 3 square roots, with very little overhead, which can be used to process 3 bits of the message. In our case, the cost of a $(3,3)$-isogeny is dominated by the extraction of 3 cube roots, which can now be used to process 3 trits of the message. Moreover, if $p \not \equiv \pm 1 \bmod 9$ then $p^{2} \not \equiv 1 \bmod 9$ and computing cube roots in $\mathbb{F}_{p^{2}}$ is faster than computing square roots. Altogether, this leads to an expected speed-up by a factor $\approx 9$. However, a noticeable difference with [9] is that chaining multiradical (3,3)-isogenies comes with some non-negligible overhead; our current implementation even involves three small Gröbner basis computations. Despite this overhead, the (3,3)-hash function outperforms the Richelot hash function as soon as the field characteristic $p$ is of cryptographic size (i.e., 86 bits or more). The asymptotic speed-up factor $\approx 9$ becomes visible around $p \approx 2^{1024}$.
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## 2 Background

We discuss some of the material needed for what follows, but we stress that this is not a complete overview. Our main goal is to fix notation and highlight some statements that may be known but that we did not manage to pinpoint in the existing literature, such as Lemma 2, Example 3 and Lemma 4 below. For general background on abelian varieties and isogenies we refer to [29, 31].

### 2.1 Generalized symplectic bases

We consider abelian varieties $A$ of dimension $g \geq 1$ over a field $K$ with algebraic closure $\bar{K}$, and we always assume that $A$ comes equipped with a principal polarization (p.p.). Important examples of $g$-dimensional p.p. abelian varieties are Jacobians of smooth projective curves $C / K$ of genus $g$. Every p.p. abelian variety of dimension $\leq 3$ is $\bar{K}$-isomorphic to a product of Jacobians.

For each integer $N \geq 2$ with char $K \nmid N$, the $N$-torsion subgroup $A[N]$ can be shown to be free of rank $2 g$ over $\mathbb{Z}_{N}$. The p.p. induces a perfect bilinear and antisymmetric pairing

$$
e_{N}: A[N] \times A[N] \rightarrow \mu_{N} \subseteq \bar{K}^{*}
$$

known as the Weil pairing. After fixing a primitive $N$ th root of unity $\zeta_{N} \in \mu_{N}$, the Weil pairing turns into a symplectic form:

$$
\langle\cdot, \cdot\rangle_{N}: A[N] \times A[N] \rightarrow \mathbb{Z}_{N}:(P, Q) \mapsto \log _{\zeta_{N}} e_{N}(P, Q)
$$

Thus $A[N]$ admits a symplectic basis, i.e., a $\mathbb{Z}_{N}$-basis $P_{1}, \ldots, P_{g}, Q_{1}, \ldots, Q_{g}$ satisfying $\left\langle P_{i}, P_{j}\right\rangle_{N}=\left\langle Q_{i}, Q_{j}\right\rangle_{N}=0$ and $\left\langle P_{i}, Q_{j}\right\rangle_{N}=\delta_{i j}$ for all $i, j \in\{1, \ldots, g\}$. This allows us to view $A[N]$ as $\mathbb{Z}_{N}^{2 g}$ equipped with the standard symplectic pairing

$$
\langle\cdot, \cdot\rangle: \mathbb{Z}_{N}^{2 g} \times \mathbb{Z}_{N}^{2 g}:(v, w) \mapsto v^{T} \Omega w, \quad \Omega=\left(\begin{array}{rr}
0 & \mathbb{I}_{g} \\
-\mathbb{I}_{g} & 0
\end{array}\right)
$$

Changing between symplectic bases is done using matrices from the symplectic group $\mathrm{Sp}_{2 g}\left(\mathbb{Z}_{N}\right)=\left\{M \in \mathrm{GL}_{2 g}\left(\mathbb{Z}_{N}\right) \mid M^{T} \Omega M=\Omega\right\}$.

Note that the notion of a symplectic basis of $A[N]$ depends on the choice of $\zeta_{N}$. If a basis is symplectic with respect to some choice of $\zeta_{N}$, then we call it a generalized symplectic basis. The matrices of base change between generalized symplectic bases are now taken from the larger group

$$
\begin{equation*}
\operatorname{GSp}_{2 g}\left(\mathbb{Z}_{N}\right)=\left\{M \in \mathrm{GL}_{2 g}\left(\mathbb{Z}_{N}\right) \mid M^{T} \Omega M=d(M) \Omega \text { for a } d(M) \in \mathbb{Z}_{N}^{*}\right\} \tag{1}
\end{equation*}
$$

which is known as the generalized symplectic group (its elements are often referred to as symplectic similitudes). An $N$-level structure on $A$ is an isomorphism $\alpha: A[N] \rightarrow \mathbb{Z}_{N}^{2 g}$ such that

$$
\alpha^{-1}(1,0, \ldots, 0), \alpha^{-1}(0,1, \ldots, 0), \ldots, \alpha^{-1}(0,0, \ldots, 1)
$$

is a generalized symplectic basis of $A[N]$.

### 2.2 Good chains of $(N, \ldots, N)$-isogenies

A subgroup $G \subseteq A[N]$ is called isotropic if $\langle P, Q\rangle_{N}=0$ for all $P, Q \in G$. Note that this notion does not depend on the choice of $\zeta_{N}$. It is called maximal isotropic if moreover there is no supergroup $G^{\prime} \supsetneq G$ that is isotropic. This property ensures that the isogenous abelian variety $A^{\prime}=A / G$ comes naturally equipped with a p.p. The subgroup is said to be an

$$
(\underbrace{N, \ldots, N}_{g \text { times }}) \text {-subgroup }
$$

if it is a (necessarily maximal) isotropic free $\mathbb{Z}_{N}$-submodule of rank $g$, i.e., an isotropic subgroup isomorphic to $\mathbb{Z}_{N}^{g}$. In that case, we say that the quotient isogeny $\varphi: A \rightarrow A^{\prime}$ is an $(N, \ldots, N)$-isogeny.

Given an $(N, \ldots, N)$-isogeny $\varphi: A \rightarrow A^{\prime}$, we say that an $(N, \ldots, N)$-isogeny $\varphi^{\prime}: A^{\prime} \rightarrow A^{\prime \prime}$ is a good extension of $\varphi$ if the composition

$$
A \xrightarrow{\varphi} A^{\prime} \xrightarrow{\varphi^{\prime}} A^{\prime \prime}
$$

is an $\left(N^{2}, \ldots, N^{2}\right)$-isogeny. According to the lemma below, of which special cases can be found in $[18, \S 2.2]$, there are $N^{g(g+1) / 2}$ subgroups of $A^{\prime}[N]$ that give rise to good extensions. The group $\varphi(A[N])$ is an $(N, \ldots, N)$-subgroup which is the kernel of the dual isogeny $\hat{\varphi}: A^{\prime} \rightarrow A$. All other $(N, \ldots, N)$-subgroups of $A^{\prime}[N]$ are said to give rise to bad extensions. These are precisely the $(N, \ldots, N)-$ subgroups that differ from $\varphi(A[N])$ but that intersect it non-trivially.

Lemma 2. Consider $\mathbb{Z}_{N}^{2 g}$ together with the standard symplectic pairing $\langle\cdot, \cdot\rangle$. Its number of $(N, \ldots, N)$-subgroups is given by

$$
N^{g(g+1) / 2} \prod_{\substack{\text { primes } \\ \ell \backslash N}} \prod_{i=1}^{g}\left(1+\frac{1}{\ell^{i}}\right)
$$

Given an $(N, \ldots, N)$-subgroup $G \subseteq \mathbb{Z}_{N}^{2 g}$, the number of $(N, \ldots, N)$-subgroups that intersect it trivially equals $N^{g(g+1) / 2}$.

Proof. As for the second count, consider generators $P_{1}, \ldots, P_{g}$ of the given subgroup $G$ and extend to a symplectic basis $P_{1}, \ldots, P_{g}, Q_{1}, \ldots, Q_{g}$. The free rank- $g$ submodules that intersect $G$ trivially each admit a unique basis of the form

$$
\begin{align*}
& P_{1}^{\prime}=Q_{1}+a_{11} P_{1}+\ldots+a_{1 g} P_{g},  \tag{2}\\
& \quad \vdots \\
& P_{g}^{\prime}=Q_{g}+a_{g 1} P_{1}+\ldots+a_{g g} P_{g}
\end{align*}
$$

for certain $a_{i j} \in \mathbb{Z}_{N}$ and, conversely, every such basis generates a rank- $g$ submodule intersecting $G$ trivially. One checks that the maximal isotropy assumption
$\forall i, j:\left\langle P_{i}^{\prime}, P_{j}^{\prime}\right\rangle=0$ translates into $g(g-1) / 2$ linear conditions on the $a_{i j}$ 's. These conditions can be used to express the $a_{i j}$ 's with $i>j$ in terms of the other $a_{i j}$ 's. Thus we are left with $g^{2}-g(g-1) / 2=g(g+1) / 2$ degrees of freedom, as wanted.

As for the first count, we start with the case where $N=\ell$ is a prime number. The symplectic group $\mathrm{Sp}_{2 g}\left(\mathbb{F}_{\ell}\right)$ acts transitively on the set of $(\ell, \ldots, \ell)$ subgroups, and our goal is to compute the size of the unique orbit. This can be done via the orbit-stabilizer theorem, which indeed yields

$$
\prod_{i=1}^{g}\left(\ell^{i}+1\right)=\ell^{g(g+1) / 2} \prod_{i=1}^{g}\left(1+\frac{1}{\ell^{i}}\right)
$$

as detailed in $[23, \S 1]$. Next, to settle the case $N=\ell^{n}$ for $n>1$, it suffices to see that the reduction-mod- $\ell$ map

$$
\left\{\left(\ell^{n}, \ldots, \ell^{n}\right) \text {-subgroups of } \mathbb{Z}_{\ell^{n}}^{2 g}\right\} \rightarrow\left\{(\ell, \ldots, \ell) \text {-subgroups of } \mathbb{F}_{\ell}^{2 g}\right\}
$$

is $\ell^{(n-1) g(g+1) / 2}$-to- 1 . This works as before: consider generators $Q_{1}, \ldots, Q_{g}$ of an $\left(\ell^{n}, \ldots, \ell^{n}\right)$-subgroup $G$, and extend to a symplectic basis $Q_{1}, \ldots, Q_{g}, P_{1}, \ldots, P_{g}$. The ( $\ell^{n}, \ldots, \ell^{n}$ )-subgroups having the same reduction as $G$ admit a unique basis of the form (2), where now each $a_{i j}$ is an element of $\ell \mathbb{Z}_{\ell^{n}}$. Again, the maximal isotropy translates into expressions for the $a_{i j}$ 's with $i>j$ in terms of the other $a_{i j}$ 's, leaving us with $\ell^{(n-1) g(g+1) / 2}$ subgroups, as wanted. The count for arbitrary $N$ then follows from the Chinese remainder theorem.

### 2.3 The Tate pairing on (products of) Jacobians

We discuss the Tate pairing on Jacobians, in the sense of Frey and Rück [20, 24], and its natural extension to products of Jacobians. Let $C / K$ be a curve of genus $g \geq 1$ and let $N \geq 2$ be such that char $K \nmid N$. The Tate pairing is a map

$$
t_{N}: \operatorname{Pic}_{K}^{0}(C)[N] \times \operatorname{Pic}_{K}^{0}(C) / N \operatorname{Pic}_{K}^{0}(C) \rightarrow K^{*} /\left(K^{*}\right)^{N}
$$

where $\operatorname{Pic}_{K}^{0}(C)$ denotes the group of $K$-rational degree zero divisors on $C$ considered modulo divisors of functions in $K(C)^{*}$, and is defined as follows. Let $\bar{D}_{1} \in$ $\operatorname{Pic}_{K}^{0}(C)[N]$ be represented by a divisor $D_{1}$ and let $\bar{D}_{2} \in \operatorname{Pic}_{K}^{0}(C) / N \operatorname{Pic}_{K}^{0}(C)$ be represented by a divisor $D_{2}$ with support disjoint from that of $D_{1}$. Take a function $f_{N, D_{1}} \in K(C)^{*}$ whose divisor is $N D_{1}$. We then let

$$
t_{N}\left(\bar{D}_{1}, \bar{D}_{2}\right):=f_{N, D_{1}}\left(D_{2}\right) \bmod \left(K^{*}\right)^{N} .
$$

It can be shown that this is a well-defined bilinear pairing. In many cases of interest, the natural inclusion

$$
\operatorname{Pic}_{K}^{0}(C) \hookrightarrow J_{C}(K)
$$

is surjective, i.e., it is a group isomorphism, and we obtain a pairing

$$
J_{C}(K)[N] \times J_{C}(K) / N J_{C}(K) \rightarrow K^{*} /\left(K^{*}\right)^{N}
$$

that we keep denoting by $t_{N}$. Known sufficient conditions for surjectivity are that $K$ has a trivial Brauer group (e.g., this is true if $K$ is finite) [29, Rmk. 1.11], that $C(K) \neq \emptyset[21$, Thm. 3], or that $g=2[13$, Lem. 3.1 and Lem. 3.2].

In this paper we are mainly interested in the case where $K$ is a certain function field over $\mathbb{Q}$, which has a non-trivial Brauer group. To avoid resulting pathologies, we only apply the Tate pairing in cases where $C(K) \neq \emptyset$ or where $g=2$. We also consider the Tate pairing

$$
t_{N}: A(K)[N] \times A(K) / N A(K) \rightarrow K^{*} /\left(K^{*}\right)^{N}
$$

on abelian varieties $A / K$ that arise as products of Jacobians of such curves: this is simply obtained by taking the product of the Tate pairings of the respective components.

Example 3. For use in Section 4.2, let us consider a genus-2 curve

$$
C: y^{2}=G_{1}(x) G_{2}(x) G_{3}(x)
$$

over a field $K$ of odd characteristic, where the $G_{i}$ 's are quadratic polynomials over $K$ whose product is square-free. Each $G_{i}$ defines an element $\bar{D}_{i} \in \operatorname{Pic}_{K}^{0}(C)$, namely the class of

$$
D_{i}=\left(\alpha_{i 1}, 0\right)+\left(\alpha_{i 2}, 0\right)-\infty_{1}-\infty_{2}
$$

with $\alpha_{i 1}, \alpha_{i 2} \in \bar{K}$ the two roots of $G_{i}$ and with $\infty_{1}, \infty_{2} \in C(\bar{K})$ the two points at infinity. An analysis of $\mathcal{L}\left(\infty_{1}+\infty_{2}\right)$ shows that $D_{i}$ is non-principal, so from $2 D_{i}=$ $\operatorname{div}\left(G_{i}\right)$ we conclude that the $\bar{D}_{i}$ 's have order 2 . Let us compute $t_{2}\left(\bar{D}_{1}, \bar{D}_{2}\right)$. Replace $D_{1}$ by the equivalent divisor

$$
D_{1}^{\prime}=\left(\alpha_{11}, 0\right)+\left(\alpha_{12}, 0\right)-\infty_{1}-\infty_{2}-\operatorname{div}(x-c)
$$

for some arbitrary $c \in K$ that is not a root of $G_{2}$. Then we can take $f_{2, D_{1}^{\prime}}=$ $G_{1} /(x-c)^{2}$ so that

$$
t_{2}\left(\bar{D}_{1}, \bar{D}_{2}\right) \equiv f_{2, D_{1}^{\prime}}\left(D_{2}\right) \equiv \frac{G_{1}\left(\alpha_{21}\right) G_{1}\left(\alpha_{22}\right)}{\left(\alpha_{21}-c\right)^{2}\left(\alpha_{22}-c\right)^{2} \operatorname{lc}\left(G_{1}\right)^{2}} \equiv \operatorname{res}_{x}\left(G_{1}, G_{2}\right)
$$

modulo $\left(K^{*}\right)^{2}$. Here lc $\left(G_{1}\right)$ denotes the leading coefficient of $G_{1}$. By symmetry, it then follows that $t_{2}\left(\bar{D}_{i}, \bar{D}_{j}\right) \equiv \operatorname{res}_{x}\left(G_{i}, G_{j}\right)$ for all pairs of distinct $i, j \in\{1,2,3\}$.

If $K$ is a finite field $\mathbb{F}_{q}$ containing a primitive $N$ th root of unity, i.e., $N \mid q-1$, then the Tate pairing can be shown to be perfect. We remark that there is a way of extending Frey and Rück's definition of the Tate pairing to arbitrary abelian varieties over $\mathbb{F}_{q}$, where it remains perfect [6].

### 2.4 Multiradical field extensions

We say that a field extension $K \subseteq L$ is multiradical if there exist an integer $N \geq 1$ and elements $\alpha_{1}, \ldots, \alpha_{r} \in \bar{L}$ such that $L=K\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ and $\alpha_{i}^{N} \in K^{*}$
for all $i$. In this section, we discuss a sufficient Galois-theoretic condition for an extension to be multiradical. While we suspect that this is a well-known fact, we did not manage to find an exact reference, even for the case $r=1$.

Recall that a group $G$ is the (inner) semi-direct product $G_{1} \rtimes G_{2}$ of a normal subgroup $G_{1}$ and a subgroup $G_{2}$ if the following three equivalent conditions hold:
$-G=G_{1} G_{2}$ and $G_{1} \cap G_{2}=\left\{e_{G}\right\}$,

- every $g \in G$ can be written as $g=g_{1} g_{2}$ for unique $g_{1} \in G_{1}$ and $g_{2} \in G_{2}$,
- every $g \in G$ can be written as $g=g_{2} g_{1}$ for unique $g_{1} \in G_{1}$ and $g_{2} \in G_{2}$.

The group structure of $G$ is determined by that of $G_{1}$ and $G_{2}$ and by how $G_{2}$ acts on $G_{1}$ through conjugation.

The prototypical example of a multiradical extension is where $K=\mathbb{Q}$ and $L=\mathbb{Q}\left(\sqrt[N]{p_{1}}, \ldots, \sqrt[N]{p_{r}}\right)$ for distinct primes $p_{i}$, which is a number field of degree $N^{r}$ [1]. The Galois closure of $L$ over $K$ is $L\left(\zeta_{N}\right)$, with $\zeta_{N} \in \bar{L}$ a primitive $N$ th root of unity. Define

$$
G_{1}=\left\{\sigma_{1}^{i_{1}} \circ \cdots \circ \sigma_{r}^{i_{r}} \mid 0 \leq i_{j}<N \text { for all } j\right\} \cong \mathbb{Z}_{N}^{r},
$$

where $\sigma_{j}: \sqrt[N]{p_{j}} \mapsto \zeta_{N} \sqrt[N]{p_{j}}$ for $j=1, \ldots, r$. Letting $G_{2}=\left\{\tau_{\ell}: \zeta_{N} \mapsto \zeta_{N}^{\ell} \mid 0 \leq\right.$ $\ell<N, \operatorname{gcd}(\ell, N)=1\} \cong \mathbb{Z}_{N}^{*}$, one then verifies that

$$
\operatorname{Gal}\left(L\left(\zeta_{N}\right) / K\right)=G_{1} \rtimes G_{2},
$$

where the action is given by $\tau_{\ell} \circ \sigma_{1}^{i_{1}} \circ \cdots \circ \sigma_{r}^{i_{r}} \circ \tau_{\ell}^{-1}=\sigma_{1}^{i_{1} \ell}{ }_{\circ} \cdots \circ \sigma_{r}^{i_{r} \ell}$. Of course, this example generalizes to (the Galois closures of) arbitrary multiradical extensions, as long as char $K \nmid N$ and $[L: K]=N^{r}$.

Lemma 4 gives a converse statement:
Lemma 4. Let $N, r$ be positive integers and consider a degree $N^{r}$ extension $K \subseteq L$ of fields whose characteristic does not divide $N$. Let $\zeta_{N} \in \bar{L}$ be a primitive $N$ th root of unity and assume that $L\left(\zeta_{N}\right)$ is Galois over $K$ with Galois group

$$
\operatorname{Gal}\left(L\left(\zeta_{N}\right) / K\right)=\operatorname{Gal}\left(L\left(\zeta_{N}\right) / K\left(\zeta_{N}\right)\right) \rtimes \operatorname{Gal}\left(L\left(\zeta_{N}\right) / L\right)
$$

where the first factor is isomorphic to $\mathbb{Z}_{N}^{r}$, say generated by $\sigma_{1}, \ldots, \sigma_{r}$, and where the semi-direct product is according to the rule

$$
\begin{equation*}
\tau_{\ell} \circ \sigma_{1}^{i_{1}} \circ \cdots \circ \sigma_{r}^{i_{r}} \circ \tau_{\ell}^{-1}=\sigma_{1}^{i_{1} \ell} \circ \cdots \circ \sigma_{r}^{i_{r} \ell} \tag{3}
\end{equation*}
$$

for all $i_{1}, \ldots, i_{r} \in\{0, \ldots, N-1\}$ and all $\tau_{\ell}: \zeta_{N} \mapsto \zeta_{N}^{\ell} \in \operatorname{Gal}\left(L\left(\zeta_{N}\right) / L\right)$. Then there exist $\alpha_{1}, \ldots, \alpha_{r} \in L$ such that $L=K\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ and $\alpha_{1}^{N}, \ldots, \alpha_{r}^{N} \in K^{*}$.

Proof. First assume that $r=1$ and write $\sigma$ instead of $\sigma_{1}$. The restricted maps $\left.\sigma^{i}\right|_{L}: L \rightarrow L\left(\zeta_{N}\right)$ are pairwise distinct. Indeed, if $i, i^{\prime} \in\{0,1, \ldots, N-1\}$ are such that $\left.\sigma^{i}\right|_{L}=\left.\sigma^{i^{\prime}}\right|_{L}$, then

$$
\sigma^{i-i^{\prime}} \in \operatorname{Gal}\left(L\left(\zeta_{N}\right) / K\left(\zeta_{N}\right)\right) \cap \operatorname{Gal}\left(L\left(\zeta_{N}\right) / L\right)=\{\operatorname{id}\}
$$

which can only be true if $i=i^{\prime}$. From [36, Lem.9.13.1] it follows that these restricted maps are linearly independent over $L\left(\zeta_{N}\right)$. In particular there exists some $\beta \in L$ such that

$$
\alpha:=\sum_{i=0}^{N-1} \zeta_{N}^{i} \sigma^{i}(\beta)
$$

is non-zero. From

$$
\tau_{\ell}(\alpha)=\sum_{i} \zeta_{N}^{i \ell}\left(\tau_{\ell} \circ \sigma^{i}\right)(\beta)=\sum_{i} \zeta_{N}^{i \ell}\left(\sigma^{i \ell} \circ \tau_{\ell}\right)(\beta)=\sum_{i} \zeta_{N}^{i \ell} \sigma^{i \ell}(\beta)=\alpha
$$

it follows that $\alpha \in L$. Now observe that $\alpha$ was constructed in such a way that $\sigma^{i}(\alpha)=\zeta_{N}^{-i} \alpha$ for $i=0,1, \ldots, N-1$, which has two crucial consequences. On the one hand, it implies that $\operatorname{Gal}\left(L\left(\zeta_{N}\right) / L\right)$ is the exact group of automorphisms fixing $K(\alpha)$, or in other words $L=K(\alpha)$. On the other hand, it implies that $\sigma\left(\alpha^{N}\right)=\sigma(\alpha)^{N}=\left(\zeta_{N} \alpha\right)^{N}=\alpha^{N}$, so that $\alpha^{N}$ is fixed by the entire Galois group, i.e., $\alpha^{N} \in K$ as wanted.

The general case reduces to the case $r=1$, as follows. Each element of our Galois group $\operatorname{Gal}\left(L\left(\zeta_{N}\right) / K\right)$ can be written as

$$
\sigma_{1}^{i_{1}} \circ \cdots \circ \sigma_{r}^{i_{r}} \circ \tau_{\ell}
$$

for unique $0 \leq i_{j}, \ell<N$ with $\operatorname{gcd}(\ell, N)=1$. For each $j=1, \ldots, r$, let $G_{j}$, resp. $H_{j}$, be the subgroup obtained by imposing $i_{j}=0$, resp. the normal subgroup obtained by imposing $i_{j}=0$ and $\ell=1$. Defining $L_{j}=L\left(\zeta_{N}\right)^{G_{j}}$, it is easy to check that $L\left(\zeta_{N}\right)^{H_{j}}=L_{j}\left(\zeta_{N}\right)$ and that the chain of inclusions $K \subseteq L_{j} \subseteq L_{j}\left(\zeta_{N}\right)$ satisfies the hypotheses of the lemma for $r=1$. From the first part of our proof, we conclude that there exists an $\alpha_{j} \in L_{j}$ such that $L_{j}=K\left(\alpha_{j}\right)$ and $\alpha_{j}^{N} \in K^{*}$. But from $\cap_{j} G_{j}=\operatorname{Gal}(L(\zeta) / L)$ one sees that $L$ is the compositum of the $L_{j}$ 's, from which the lemma follows.

Note that if $r=1$ and $L$ contains $\zeta_{N}$ then Lemma 4 specializes to a standard statement from Kummer theory; observe that the factor $\operatorname{Gal}\left(L\left(\zeta_{N}\right) / L\right)$ is trivial in this case. In fact, our proof is a tweak of that of [36, Lem. 9.24.1]. In the current paper, we are mostly interested in the other end of the spectrum, where $\left\langle\zeta_{N}\right\rangle \cap L$ is as small as possible, i.e., contained in $\{ \pm 1\}$.

### 2.5 Charles-Goren-Lauter style hash functions

In [12], Charles, Goren and Lauter introduced a hash function based on isogenies between supersingular elliptic curves. This construction was generalized to work for Richelot isogenies between superspecial p.p. abelian surfaces in [9], by fixing an earlier proposal due to Takashima [39], shown to admit trivial collisions by Flynn and $\mathrm{Ti}[18]$. We give a rough outline of the general construction and specify where needed.

Fix distinct primes $p$ and $\ell$, a dimension $g$, and let $G_{p, \ell, g}$ be the directed multigraph with vertex set $V$ and edge set $E$, which are constructed as follows.
$V$ consists of all superspecial p.p. abelian varieties over $\overline{\mathbb{F}}_{p}$ of dimension $g$ up to isomorphism, which can always be defined over $\mathbb{F}_{p^{2}}[2]$. The edge set $E$ consists of all possible $(\ell, \ldots, \ell)$-isogenies between these p.p. abelian varieties. One can prove that the graph $G_{p, \ell, g}$ is connected [27], and in the case of supersingular elliptic curves, the graph is a Ramanujan graph [12]. Unfortunately, this is no longer the case for dimension $g>1$ [27], but those graphs seem to exhibit strong expansion properties nonetheless; see [16] for an empiric analysis of the case $\ell=g=2$. From Lemma 2 we see that it concerns a $\prod_{i=1}^{g}\left(\ell^{i}+1\right)$-regular multigraph. One can try and turn this graph into an undirected graph by considering dual isogenies, but due to p.p. abelian varieties possibly having non-trivial automorphisms, the multiplicities of the edges and their duals may not coincide. For a more in-depth discussion regarding this phenomenon, we refer to $[9, \S 4]$.

To turn this graph into a hash function, we must first fix a superspecial p.p. abelian variety and will commence a walk in the graph starting from this vertex. From this initial vertex, we label all outgoing edges in some way (e.g. lexicographical with regards to a fixed choice of representation of $\mathbb{F}_{p^{2}}$ ). From these $\prod_{i=1}^{g}\left(\ell^{i}+1\right)$ edges, we only consider the first $\kappa=\ell^{g(g+1) / 2}$ and we walk along the edge that corresponds to the least significant digit of $m$ when expressed in base $\kappa .{ }^{1}$ We have now arrived at a new p.p. abelian variety and want to avoid any possible backtracking while walking in the graph, so for our next edge, we should not consider all possible outgoing edges. For elliptic curves, it suffices to discard the edges corresponding to the dual isogenies [12], but for $g>1$ we must discard all options that have a kernel which intersects the kernel of the dual isogeny non-trivially [9]. In general, again in view of Lemma 2, this leaves us with $\kappa$ possible edges to consider, which correspond to good extensions of the isogeny corresponding to the first edge we chose. Once again, we label the $\kappa$ outgoing edges in some deterministic way and will walk along the one that corresponds to the second least significant digit of $m$ in base $\kappa$. We continue this until all the digits of the message have been processed. The output of the hash function is then an invariant of the final p.p. abelian variety we encounter. In the case of elliptic curves, one can choose the $j$-invariant for example.

## 3 On the existence of multiradical isogeny formulae

In this section we give a group-theoretic argument in favour of the existence of multiradical isogeny formulae. The argument is motivated by Lemma 4.

### 3.1 A multiradical modular cover

For an integer $n \geq 2$ and a subgroup $H \subseteq \operatorname{GSp}_{2 g}\left(\mathbb{Z}_{n}\right)$, we consider the moduli problem of parametrizing pairs $(A, \alpha)$ up to $H$-equivalence, where $A$ is a $g$ dimensional p.p. abelian variety and $\alpha$ is an $n$-level structure on it. Two pairs

[^1]$\left(A_{1}, \alpha_{1}\right)$ and $\left(A_{2}, \alpha_{2}\right)$ are called $H$-equivalent if there exists an isomorphism $\varphi: A_{1} \rightarrow A_{2}$ and an element $h \in H$ such that $\alpha_{1}=h \circ \alpha_{2} \circ \varphi$. We write $[(A, \alpha)]_{H}$ for the $H$-equivalence class of $(A, \alpha)$, and denote the moduli set of such $H$-equivalence classes by $\mathcal{A}_{g}(H)$. Two extremal cases are $\mathcal{A}_{g}\left(\mathrm{GSp}_{2 g}\left(\mathbb{Z}_{n}\right)\right)$, which just parametrizes $g$-dimensional p.p. abelian varieties up to isomorphism, and $\mathcal{A}_{g}(\{\mathrm{id}\})$, which parametrizes $g$-dimensional p.p. abelian varieties $A$ equipped with a generalized symplectic basis of $A[n]$. Note that if $H^{\prime}$ is a subgroup of $H$, then we have a natural map $\mathcal{A}_{g}\left(H^{\prime}\right) \rightarrow \mathcal{A}_{g}(H):[(A, \alpha)]_{H^{\prime}} \mapsto[(A, \alpha)]_{H}$.

We can construct a moduli set of $g$-dimensional p.p. abelian varieties $A$ together with marked generators $P_{1}, \ldots, P_{g}$ of an $(N, \ldots, N)$-subgroup by choosing $n=N$ and letting $H$ be

$$
H_{N}=\left\{\left.\left(\begin{array}{cc}
\mathbb{I}_{g} & B \\
0 & d \mathbb{I}_{g}
\end{array}\right) \right\rvert\, B \in \operatorname{Sym}_{g}\left(\mathbb{Z}_{N}\right), d \in \mathbb{Z}_{N}^{*}\right\} \subseteq \operatorname{GSp}_{2 g}\left(\mathbb{Z}_{N}\right),
$$

where $\operatorname{Sym}_{g}\left(\mathbb{Z}_{N}\right)$ denotes the set of symmetric $g \times g$ matrices with entries in $\mathbb{Z}_{N}$. Another (overcomplicated) way of arriving at a set with the same moduli interpretation is by instead letting $n=N^{2}$ and considering the group

$$
\Gamma_{1, N}=\left\{M \in \operatorname{GSp}_{2 g}\left(\mathbb{Z}_{N^{2}}\right) \mid M \bmod N \in H_{N}\right\}
$$

This creates room for defining the subgroup

$$
\Gamma_{1, N}^{\prime}=\left\{M \in \Gamma_{1, N} \subseteq \operatorname{GSp}_{2 g}\left(\mathbb{Z}_{N^{2}}\right) \mid \text { lower-left } g \times g \text { block of } M \text { is zero }\right\},
$$

whose associated moduli set parametrizes p.p. abelian varieties together with marked generators $Q_{1}, \ldots, Q_{g}$ of an $\left(N^{2}, \ldots, N^{2}\right)$-subgroup, considered modulo the following equivalence relation: two such sets of marked generators $Q_{1}, \ldots, Q_{g}$ and $R_{1}, \ldots, R_{g}$ are identified if and only if $R_{i}-Q_{i} \in\left\langle N Q_{1}, \ldots, N Q_{g}\right\rangle$ for $i=1, \ldots, g$. Note that the points $P_{i}:=N Q_{i}$ do not depend on the chosen representants $Q_{i}$, and neither do the cosets $P_{i}^{\prime}$ of $Q_{i}$ modulo $\left\langle P_{1}, \ldots, P_{g}\right\rangle$.

Said differently, the set $\mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right)$ parametrizes $g$-dimensional p.p. abelian varieties $A$ together with marked generators $P_{1}, \ldots, P_{g}$ of some $(N, \ldots, N)$ subgroup $G \subseteq A$, as well as with marked generators $P_{1}^{\prime}, \ldots, P_{g}^{\prime}$ of an $(N, \ldots, N)$ subgroup $G^{\prime} \subseteq A / G$ which are such that the chain of quotient maps

$$
A \xrightarrow{\varphi} A^{\prime}=A / G \xrightarrow{\varphi^{\prime}} A^{\prime} / G^{\prime}
$$

is good, i.e., it concerns an $\left(N^{2}, \ldots, N^{2}\right)$-isogeny. The natural map $\mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right) \rightarrow$ $\mathcal{A}_{g}\left(\Gamma_{1, N}\right)$ just "forgets" about the points $P_{i}^{\prime}$. Thus, the central question of our paper - given $P_{1}, \ldots, P_{g}$, how to find $P_{1}^{\prime}, \ldots, P_{g}^{\prime}$ - is closely related to understanding the fibers of this map.

Remark 5. In the above moduli interpretation, the marked generators $P_{i}^{\prime}$ have the additional property that

$$
\begin{equation*}
\hat{\varphi}\left(P_{i}^{\prime}\right)=P_{i} \text { for all } i=1, \ldots, g, \tag{4}
\end{equation*}
$$

where $\hat{\varphi}: A^{\prime} \rightarrow A$ is the dual of $\varphi$. This feature was not explicitly asked for in the introduction. However, every subgroup $G^{\prime} \subseteq A^{\prime}$ for which $A^{\prime} \rightarrow A^{\prime} / G^{\prime}$ is a good extension of $\varphi$ admits a unique $\mathbb{Z}_{N}$-basis satisfying (4); we call this basis distinguished. It suffices to concentrate on such bases. Indeed, once we have found formulae for these distinguished generators, formulae for other sets of generators can be found by performing a base change, using arithmetic on $A^{\prime},{ }^{2}$ and this should not affect features like multiradicality, completeness and good reduction. Moreover, it seems reasonable to expect that the formulae for the distinguished generators will stand out in terms of simplicity (although we did not investigate this in detail).

The multiradical nature of the fibers of $\mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right) \rightarrow \mathcal{A}_{g}\left(\Gamma_{1, N}\right)$ is hinted at by the following observation, which invokes the notation $d(M)$ from (1), in combination with Lemma 4. Recall that the normal core of a subgroup $H$ in a group $G$ is the largest subgroup of $H$ that is normal in $G$. For use below we remark that, under the Galois correspondence, this notion corresponds to the Galois closure of a separable field extension.

Lemma 6. The group $\Gamma_{1, N}^{\prime}$ has index $N^{g(g+1) / 2}$ in $\Gamma_{1, N}$. The normal core Core $\left(\Gamma_{1, N}^{\prime}\right)$ can be computed as $\left\{M \in \Gamma_{1, N}^{\prime} \mid d(M) \equiv 1 \bmod N\right\}$ and has index $\varphi(N)$ in $\Gamma_{1, N}^{\prime}$. Every element of $\Gamma_{1, N} / \operatorname{Core}\left(\Gamma_{1, N}^{\prime}\right)$ admits a unique representant

$$
\begin{equation*}
\sigma_{1}^{i_{1}} \cdots \sigma_{g(g+1) / 2}^{i_{g(g+1) / 2}} \cdot \tau_{\ell} \tag{5}
\end{equation*}
$$

with $0 \leq i_{j}<N$ for all $j=1, \ldots, g(g+1) / 2$, and $0 \leq \ell<N, \operatorname{gcd}(N, \ell)=1$. Here

$$
\sigma_{j}=\left(\begin{array}{cc}
\mathbb{I}_{g} & 0 \\
N S_{k(j)} & \mathbb{I}_{g}
\end{array}\right), \quad \tau_{\ell}=\left(\begin{array}{cc}
\mathbb{I}_{g} & 0 \\
0 & \ell \mathbb{I}_{g}
\end{array}\right),
$$

where $k$ denotes any bijection $\{1, \ldots, g(g+1) / 2\} \rightarrow\left\{\left(k_{1}, k_{2}\right) \mid 1 \leq k_{1} \leq k_{2} \leq g\right\}$ and $S_{k_{1}, k_{2}}$ is the symmetric $g \times g$ matrix having a 1 at positions $\left(k_{1}, k_{2}\right)$ and $\left(k_{2}, k_{1}\right)$ and 0 's elsewhere. In particular $\Gamma_{1, N} / \operatorname{Core}\left(\Gamma_{1, N}^{\prime}\right)$ can be written as

$$
\begin{aligned}
\left\{\sigma_{j}^{i_{j}} \mid 1 \leq j \leq g(g+1) / 2,0 \leq i_{j}<N\right\} \rtimes\left\{\tau_{\ell} \mid 0 \leq \ell<N\right. & , \operatorname{gcd}(N, \ell)=1\} \\
& \cong \mathbb{Z}_{N}^{g(g+1) / 2} \rtimes \mathbb{Z}_{N}^{*}
\end{aligned}
$$

with the semi-direct product according to the rule (3).
Proof. It is not hard to check that all matrices $M \in \Gamma_{1, N}$ have symmetric lowerleft $g \times g$ blocks, i.e., these blocks belong to $N \operatorname{Sym}_{g}\left(\mathbb{Z}_{N^{2}}\right)$. A count shows that the resulting map

$$
\Gamma_{1, N} \rightarrow N \operatorname{Sym}_{g}\left(\mathbb{Z}_{N}\right)
$$

[^2]is uniform, implying that $\left[\Gamma_{1, N}: \Gamma_{1, N}^{\prime}\right]=N^{g(g+1) / 2}$. As for the normal core, conjugating $\Gamma_{1, N}^{\prime}$ with suitable matrices (e.g., one can use the $\sigma_{j}$ 's from the statement of the lemma) reveals that
$$
\operatorname{Core}\left(\Gamma_{1, N}^{\prime}\right) \subseteq\left\{M \in \Gamma_{1, N}^{\prime} \mid d(M) \equiv 1 \bmod N\right\}
$$
and since the right-hand side is a normal subgroup of $\Gamma_{1, N}$, equality must hold. Finally, we have $\left[\Gamma_{1, N}^{\prime}: \operatorname{Core}\left(\Gamma_{1, N}^{\prime}\right)\right]=\varphi(N)$ because $d$ defines a morphism $\Gamma_{1, N}^{\prime} \rightarrow \mathbb{Z}_{N}^{*}$ which is surjective, as can be seen by evaluating it at the $\tau_{\ell}$ 's.

Now assume that some element of $\Gamma_{1, N} / \operatorname{Core}\left(\Gamma_{1, N}^{\prime}\right)$ admits two distinct decompositions

$$
\sigma_{1}^{i_{1}} \cdots \sigma_{g(g+1) / 2}^{i_{g(g+1) / 2}} \cdot \tau_{\ell}=\sigma_{1}^{i_{1}^{\prime}} \cdots \sigma_{g(g+1) / 2}^{i_{g(g+1) / 2}^{\prime}} \cdot \tau_{\ell^{\prime}}
$$

Applying $d$ shows that $\ell \equiv \ell^{\prime} \bmod N$, hence we can assume $\ell=\ell^{\prime}=1$. We then find

$$
\sigma_{1}^{i_{1}-i_{1}^{\prime}} \cdots \sigma_{g(g+1) / 2}^{i_{g(g+1) / 2}-i_{g(g+1) / 2}^{\prime}}=\left(\begin{array}{cc}
\mathbb{I}_{g} & 0  \tag{6}\\
N \sum_{j=1}^{g(g+1) / 2}\left(i_{j}-i_{j}^{\prime}\right) S_{k(j)} \mathbb{I}_{g}
\end{array}\right) .
$$

But this is contained in $\Gamma_{1, N}^{\prime}$ only if $i_{j} \equiv i_{j}^{\prime} \bmod N$ for all $j$. In particular, the expansion (5) is unique. It must concern a full set of representants of $\Gamma_{1, N} / \operatorname{Core}\left(\Gamma_{1, N}^{\prime}\right)$ because there are $\varphi(N) N^{g(g+1) / 2}$ such expansions.

The statement about the semi-direct product is easy to check using (6).
We now give more details on how Lemma 6 supports the existence of multiradical isogeny formulae, although we stress that the discussion below is heuristic; the main support comes from the examples discussed in Section 4 and Section 5. A first major assumption is that the sets $\mathcal{A}_{g}(H)$ are aptly representable by geometric objects, ${ }^{3}$ say by varieties ${ }^{4}$ over $\mathbb{Q}$. It is then natural to expect that the chain

$$
\mathcal{A}_{g}(\{\mathrm{id}\}) \rightarrow \mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right) \rightarrow \mathcal{A}_{g}\left(\Gamma_{1, N}\right) \rightarrow \mathcal{A}_{g}\left(\operatorname{GSp}_{2 g}\left(\mathbb{Z}_{N^{2}}\right)\right)
$$

corresponds to an inclusion of function fields of moduli spaces

$$
\mathbb{Q}\left(\mathcal{A}_{g}\left(\operatorname{GSp}_{2 g}\left(\mathbb{Z}_{N^{2}}\right)\right) \subseteq \mathbb{Q}\left(\mathcal{A}_{g}\left(\Gamma_{1, N}\right)\right) \subseteq \mathbb{Q}\left(\mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right)\right) \subseteq \mathbb{Q}\left(\mathcal{A}_{g}(\{\operatorname{id}\})\right)\right.
$$

where the outer extension is Galois, with Galois group $\mathrm{GSp}_{2 g}\left(\mathbb{Z}_{N^{2}}\right)$, and where $\mathbb{Q}\left(\mathcal{A}_{g}\left(\Gamma_{1, N}\right)\right)$, resp. $\mathbb{Q}\left(\mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right)\right)$, are the subfields fixed by $\Gamma_{1, N}$, resp. $\Gamma_{1, N}^{\prime}$. This extrapolates upon known statements from the elliptic curve case, which can be found in $[32,34]$, for instance.

[^3]The middle inclusion has Galois closure

$$
\mathbb{Q}\left(\mathcal{A}_{g}(\{\operatorname{id}\})\right)^{\operatorname{Core}\left(\Gamma_{1, N}^{\prime}\right)}
$$

which, in the same vein, should be obtained from $\mathbb{Q}\left(\mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right)\right)$ by adding a primitive $N$ th root of unity $\zeta_{N}$. The Galois group of this Galois closure is $\Gamma_{1, N} / \operatorname{Core}\left(\Gamma_{1, N}^{\prime}\right)$, so by Lemma 4 and Lemma 6 we have

$$
\mathbb{Q}\left(\mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right)\right)=\mathbb{Q}\left(\mathcal{A}_{g}\left(\Gamma_{1, N}\right)\right)\left(\sqrt[N]{\rho_{1}}, \ldots, \sqrt[N]{\rho_{g(g+1) / 2}}\right)
$$

for certain functions $\rho_{1}, \ldots, \rho_{g(g+1) / 2}$ on $\mathcal{A}_{g}\left(\Gamma_{1, N}\right)$.
The line of thought behind multiradical isogenies is then that the coordinates of our distinguished generators $P_{1}^{\prime}, \ldots, P_{g}^{\prime}$ can essentially be viewed as functions on $\mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right)$, therefore they should be expressible in terms of the radicals $\sqrt[N]{\rho_{i}}$. Since we work over $\mathbb{Q}$, these expressions make sense over any field $K$, as long as char $K$ does not divide any denominators; in fact, the idea/hope behind our good reduction assumption (3) is that all of this can be set up over $\mathbb{Z}[1 / N]$ rather than $\mathbb{Q}$.

### 3.2 Conjectured existence of multiradical isogeny formulae

As we have discussed in the introduction, it only makes sense to talk about multiradical isogeny formulae at the level of concrete families that come equipped with formulae of Vélu, Richelot, ... type for the codomain p.p. abelian varieties.

Let us therefore repeat, in more detail, our main surmise. For integers $r, g \geq$ $1, N \geq 2$, we consider a smooth family of $g$-dimensional p.p. abelian varieties $A_{s}$ equipped with marked points $P_{s, 1}, \ldots, P_{s, g}$ that generate an $(N, \ldots, N)$ subgroup $G_{s} \subseteq A_{s}$, where the parameter $s=\left(s_{1}, \ldots, s_{r}\right)$ ranges over some quasi-affine subset $\mathcal{S} \subseteq \mathbb{A}^{r}$. We assume that we have algebraic formulae at our disposal, explicitly describing $A_{s}^{\prime}=A_{s} / G_{s}$ in terms of the $s_{i}$. Then we believe that there always exist accompanying multiradical formulae, producing a set of generators $P_{s, 1}^{\prime}, \ldots, P_{s, g}^{\prime}$ of an $(N, \ldots, N)$-subgroup $G_{s}^{\prime} \subseteq A_{s}^{\prime}$ which is such that the extension

$$
A_{s} \xrightarrow{\varphi} A_{s}^{\prime}=A_{s} / G_{s} \xrightarrow{\varphi^{\prime}} A_{s}^{\prime} / G_{s}^{\prime}
$$

is good. Moreover, we believe that the formulae can be chosen such that they are complete, and such that they work over any field over which the parametrization by $\mathcal{S}$ makes sense.

The radicands $\mathfrak{r}_{i}$ appearing in these formulae should be related to the functions $\rho_{i}$ from the previous section, as follows. As before, assume we are working over $\mathbb{Q}$. By the universal property of moduli spaces, we should have a natural morphism $\sigma: \mathcal{S} \rightarrow \mathcal{A}_{g}\left(\Gamma_{1, N}\right)$, sending $s$ to the isomorphism class of $\left(A_{s}, P_{s, 1}, \ldots, P_{s, g}\right)$, which allows us to pull back the functions $\rho_{i} \in \mathbb{Q}\left(\mathcal{A}_{g}\left(\Gamma_{1, N}\right)\right)$ to $\mathbb{Q}(\mathcal{S})$. These pull-backs should be our $\mathfrak{r}_{i}$ 's. Explicitly,

$$
\mathfrak{r}_{1}:=\rho_{1} \circ \sigma, \quad \ldots, \quad \mathfrak{r}_{g(g+1) / 2}:=\rho_{g(g+1) / 2} \circ \sigma,
$$

which can indeed be viewed as algebraic expressions in the coordinates $s_{i}$.

For the sake of flexibility, we do not require the map $\mathcal{S} \rightarrow \mathcal{A}_{g}\left(\Gamma_{1, N}\right)$ to be injective, i.e., up to isomorphism, different $s$ may result in the same p.p. abelian variety and the same generators of an $(N, \ldots, N)$-subgroup. This adds another layer of hand-waviness to the discussion: indeed, it makes our way of thinking about the coordinates of $P_{s, 1}^{\prime}, \ldots, P_{s, g}^{\prime}$ as functions on $\mathcal{A}_{g}\left(\Gamma_{1, N}^{\prime}\right)$ more frail. Nevertheless, our examples in Section 4 include several families featuring such a redundance.

Remark 7. Our formulae should make sense at every point of $\mathcal{S}$, therefore the functions $\mathfrak{r}_{1}, \ldots, \mathfrak{r}_{g(g+1) / 2}$ should be free of poles. In view of the completeness, they should also be free of zeroes.

Remark 8. For small families, the extension

$$
\mathbb{Q}(\mathcal{S}) \subseteq \mathbb{Q}(\mathcal{S})\left(\sqrt[N]{\mathfrak{r}_{1}}, \ldots, \sqrt[N]{\mathfrak{r}_{g(g+1) / 2}}\right)
$$

may not be of degree $N^{g(g+1) / 2}$. Indeed, when pulled back along $\sigma$, several of the radicands $\rho_{i}$ may become interrelated. In such cases it is tempting to compress the formulae into versions that use fewer radicals, but then the completeness property gets lost. For instance, in the example in Section 4.3 below, as many as $g(g-1) / 2$ radicands collapse to the constant 1 ; nevertheless one should allow the corresponding occurrences of $\sqrt[N]{1}$ to range independently over the set of $N$ th roots of unity if one wants to find all $N^{g(g+1) / 2}$ good extensions.

If our family of p.p. abelian varieties $A_{s}$ consists of (products of) Jacobians of curves $C_{s}$ which, when viewed as a single curve over $\mathbb{Q}(\mathcal{S})$, is either of genus 2 or admits a rational point, then our conjecture comes with the following addendum:
(4) Tate pairings as suitable radicands. The radicands $\mathfrak{r}_{1}, \ldots, \mathfrak{r}_{g(g+1) / 2}$ can be taken to be representants of the Tate pairings

$$
t_{N}\left(P_{s, i}, P_{s, j}\right) \in \mathbb{Q}(\mathcal{S})^{*} /\left(\mathbb{Q}(\mathcal{S})^{*}\right)^{N}
$$

where $i \leq j$ range over $\{1, \ldots, g\}$.
This is motivated, again, by our examples below, and by the following observation. For each $1 \leq i \leq j \leq g$, choose a representant $\mathfrak{r}_{i, j}$ of $t_{N}\left(P_{s, i}, P_{s, j}\right)$. Let $\mathbb{Q}(\mathcal{S})\left(G_{s}^{\prime}\right)$ denote the field obtained from $\mathbb{Q}(\mathcal{S})$ by adjoining the coordinates of $P_{s, 1}^{\prime}, \ldots, P_{s, g}^{\prime}$. As discussed in Remark 5, we can assume that $\hat{\varphi}\left(P_{s, i}^{\prime}\right)=P_{s, i}$ for all $i$. This implies that

$$
\mathfrak{r}_{i, j}=t_{N}\left(\hat{\varphi}\left(P_{s, i}^{\prime}\right), \hat{\varphi}\left(P_{s, j}^{\prime}\right)\right)=t_{N}\left(P_{s, i}^{\prime}, P_{s, j}^{\prime}\right)^{N}
$$

when viewed as elements of $\mathbb{Q}(\mathcal{S})\left(G_{s}^{\prime}\right)^{*} /\left(\mathbb{Q}(\mathcal{S})\left(G_{s}^{\prime}\right)^{*}\right)^{N}$; the second equality follows from the compatibility property of the Tate pairing, see [26, Lem. 5]. Thus $\mathbb{Q}(\mathcal{S})\left(G_{s}^{\prime}\right)$ contains $\mathbb{Q}(\mathcal{S})\left(\sqrt[N]{\mathfrak{r}_{i, j}} \mid 1 \leq i \leq j \leq g\right)$.

We did not manage to prove that these two fields are in fact equal, which would lend further support for our addendum. ${ }^{5}$ While for $g=1$ equality can

[^4]be established using non-degeneracy of the Tate pairing over finite fields containing a primitive $N$ th root of unity [10, §3], for $g>1$ non-degeneracy or even perfectness does not seem strong enough to mimic that argument.

## 4 Examples

In this section, we show how multiradical isogeny formulae manifest themselves for two well-known families: Richelot isogenies, and fully split isogenies from products of elliptic curves. We also discuss the multiradical nature of a certain $(5,5)$-isogeny that was described by Flynn [17]. Our main example, namely non-split (3, 3)-isogenies from Jacobians of genus-2 curves, will be discussed in Section 5 . We begin by recalling an elliptic curve example from [10].

### 4.1 Elliptic curves

Consider the family of elliptic curves $E$ with a marked point $P \in E$ of order $N$. For $N \geq 4$ this family is conveniently parametrized by the Tate normal form:

$$
E: y^{2}+(1-b) x y-b y=x^{3}-b x^{2}, \quad P=(0,0)
$$

Concretely, we let $\mathcal{S} \subseteq \mathbb{A}^{2}$ be the subset of pairs $b, c$ for which $E$ is non-singular and $P$ has exact order $N$; we refer to [38] for how to obtain a concrete equation for $\mathcal{S}$, which is a model of the modular curve $Y_{1}(N)$ and which is naturally defined over $\mathbb{Z}[1 / N]$. The existence of radical and complete isogeny formulae was discussed in [10], where it was argued that one can take $\mathfrak{r}_{1}=f_{N, P}(-P)$, with $f_{N, P}$ the function on $E$ with divisor $N(P)-N(\infty)$, normalized such that its expansion at $\infty$ with respect to the uniformizer $x / y$ has leading coefficient 1 . As mentioned there, $\mathfrak{r}_{1}$ is a representant of $t_{N}(P,-P)=t_{N}(P, P)^{-1}$, so in order to enforce property (4), one should instead work with $\mathfrak{r}_{1}^{-1}$. This does not cause any issues because $\mathfrak{r}_{1}$ has no zeroes or poles on $\mathcal{S}$; see also Remark 7 .

For the sake of example, let us revisit the case $N=5$, where we have $\mathfrak{r}_{1}=b$ and $\mathcal{S}=\left\{(b, c) \in \mathbb{A}^{2} \mid b=c, b \neq 0,(11 \pm 5 \sqrt{5}) / 2\right\}$. Vélu's formulae yield the following defining equation for $E^{\prime}=E /\langle P\rangle$ :
$y^{2}+(1-b) x y-b y=x^{3}-b x^{2}-5 b\left(b^{2}+2 b-1\right) x-b\left(b^{4}+10 b^{3}-5 b^{2}+15 b-1\right)$.
From $[10, \S 4]$ we see that the point

$$
\begin{align*}
& P^{\prime}=\left(5{\sqrt[5]{\mathfrak{r}_{1}}}^{4}+(b-3){\sqrt[5]{\mathfrak{r}_{1}}}^{3}+(b+2){\sqrt[5]{\mathfrak{r}_{1}}}^{2}+(2 b-1) \sqrt[5]{\mathfrak{r}_{1}}-2 b,\right. \\
&\left.5{\sqrt[5]{\mathfrak{r}_{1}}}^{4}+(b-3){\sqrt[5]{\mathfrak{r}_{1}}}^{3}+\left(b^{2}-10 b+1\right){\sqrt[5]{\mathfrak{r}_{1}}}^{2}+\left(13 b-b^{2}\right) \sqrt[5]{\mathfrak{r}_{1}}-b^{2}-11 b\right) \tag{7}
\end{align*}
$$

on $E^{\prime}$ is of the requested kind, i.e., it is the distinguished generator of a subgroup $G^{\prime} \subseteq E[5]$ such that the composed isogeny $E \rightarrow E^{\prime} \rightarrow E^{\prime} / G^{\prime}$ is cyclic of degree 25 . Varying the choice of $\sqrt[5]{\mathfrak{r}_{1}}$ produces the five subgroups for which this is true. The formula (7) satisfies good reduction and allows for a very fast computation of chains of 5 -isogenies over finite fields; e.g., over $\mathbb{F}_{p}$ with $p \not \equiv 1 \bmod 5$ we obtain a speed-up by a factor $\approx 40$ over more traditional methods [10, Tbl. 4]. We recall that, for general $N$, the good reduction property is conjectural [10, Conj. 1].

### 4.2 Richelot isogenies

A convenient reference for Richelot isogenies is [35, Ch. 8]. We consider genus-2 curves $C$ equipped with two generators of a (2,2)-subgroup of $J_{C}$. Such marked curves can be parametrized by $\mathcal{S}=\mathbb{A}^{9} \backslash \Delta$, by letting $s=\left(s_{i j}\right)_{1 \leq i, j \leq 3}$ correspond to the Jacobian of

$$
C: y^{2}=G_{1}(x) G_{2}(x) G_{3}(x), \quad G_{i}(x)=s_{i 1} x^{2}+s_{i 2} x+s_{i 3}
$$

equipped with the divisor classes $\bar{D}_{1}, \bar{D}_{2}$ from Example 3. Here $\Delta$ is cut out by the discriminant of $G_{1}(x) G_{2}(x) G_{3}(x)$. The parametrization works over $\mathbb{Z}[1 / 2]$. We claim that we can take $\mathfrak{r}_{1}=\operatorname{res}_{x}\left(G_{2}, G_{3}\right), \mathfrak{r}_{2}=\operatorname{res}_{x}\left(G_{1}, G_{3}\right)$ and $\mathfrak{r}_{3}=$ $\operatorname{res}_{x}\left(G_{1}, G_{2}\right)$. By Example 3 we know that

$$
\begin{aligned}
& t_{2}\left(\bar{D}_{1}, \bar{D}_{1}\right) \equiv \mathfrak{r}_{2} \mathfrak{r}_{3} \\
& t_{2}\left(\bar{D}_{1}, \bar{D}_{2}\right) \equiv \mathfrak{r}_{3} \\
& t_{2}\left(\bar{D}_{2}, \bar{D}_{2}\right) \equiv \mathfrak{r}_{1} \mathfrak{r}_{2}
\end{aligned}
$$

modulo squares, so the validity of property (4) is not affected by our choice of radicands. Indeed, formulae in terms of $\sqrt{\mathfrak{r}_{1}}, \sqrt{\mathfrak{r}_{2}}, \sqrt{\mathfrak{r}_{3}}$ can easily be rewritten into formulae in terms of $\sqrt{\mathfrak{r}_{2} \mathfrak{r}_{3}}, \sqrt{\mathfrak{r}_{3}}, \sqrt{\mathfrak{r}_{1} \mathfrak{r}_{2}}$, and vice versa.

To proceed, we first slightly shrink $\mathcal{S}$ by removing the zero locus of the determinant $\delta=\left|s_{i, j}\right|_{1 \leq i, j \leq 3}$. This guarantees that the p.p. abelian surface $J_{C} /\left\langle\bar{D}_{1}, \bar{D}_{2}\right\rangle$ is again a Jacobian. More precisely, Richelot's formulae show that it is isomorphic to $J_{C^{\prime}}$ with

$$
C^{\prime}: \delta y^{2}=H_{1}(x) \cdot H_{2}(x) \cdot H_{3}(x)
$$

where $H_{1}:=G_{2}^{\prime} G_{3}-G_{2} G_{3}^{\prime}, H_{2}:=G_{3}^{\prime} G_{1}-G_{3} G_{1}^{\prime}$ and $H_{3}:=G_{1}^{\prime} G_{2}-G_{1} G_{2}^{\prime}$. The reader can verify that $\operatorname{disc}\left(H_{i}\right)=4 \mathfrak{r}_{i}$, so the two zeroes of $H_{i}$ are algebraic expressions in $\sqrt{\mathfrak{r}_{i}}$ and in the $s_{i j}$ 's, and they are obtained from one another by choosing the other square root of $\mathfrak{r}_{i}$; denote these two zeroes by $\alpha_{ \pm i}$. Then according to [9, Prop. 2] the classes of

$$
D_{1}^{\prime}=\left(\alpha_{1}, 0\right)+\left(\alpha_{2}, 0\right)-\infty_{1}-\infty_{2}, \quad D_{2}^{\prime}=\left(\alpha_{-1}, 0\right)+\left(\alpha_{3}, 0\right)-\infty_{1}-\infty_{2}
$$

generate a $(2,2)$-subgroup of $J_{C^{\prime}}$ that defines a (4,4)-extension of the incoming isogeny $J_{C} \rightarrow J_{C^{\prime}}$. Still according to [9, Prop. 2], the sign flips $\pm i$ produce the eight subgroups for which this is true. Thus we have found formulae that are multiradical and complete, and they clearly work in any characteristic different from 2.

Remark 9. One could also try and study the complementary case, namely the restriction $\mathcal{S}_{0}$ of $\mathcal{S}$ to the zero locus of $\delta$. In this case $J_{C} /\left\langle\bar{D}_{1}, \bar{D}_{2}\right\rangle$ geometrically splits as a product of two elliptic curves. Concrete equations for these elliptic curves can be found on [35, p. 119]. The reader can check that they are defined over the field obtained by adding a square root of $\operatorname{disc}_{z}\left(\operatorname{disc}_{x}\left(G_{2}+z G_{3}\right)\right)$ which, interestingly, turns out to be $16 \mathfrak{r}_{1}$. However, for a genuine verification of our conjecture, one would need a model of $J_{C} /\left\langle\bar{D}_{1}, \bar{D}_{2}\right\rangle$ over $\mathbb{Q}\left(\mathcal{S}_{0}\right)$ rather than $\mathbb{Q}\left(\mathcal{S}_{0}\right)\left(\sqrt{\mathfrak{r}_{1}}\right)$. This model concerns the Weil restriction of an elliptic curve over the latter field. Therefore it is not so easily described explicitly; see also [4].

### 4.3 Fully split $(N, \ldots, N)$-isogenies from products of elliptic curves

In this example we consider $g$-fold products $E_{1} \times \cdots \times E_{g}$ of elliptic curves, marked with generators $D_{1}, \ldots, D_{g}$ of an $(N, \ldots, N)$-subgroup that are of the following kind: each $D_{i}$ is a $g$-tuple with $\infty_{E_{j}}$ at entry $j$, except when $j=i$ where we then have a point $P_{i} \in E_{i}$ of order $N$. Assuming $N \geq 4$, such marked products are naturally parametrized by $\mathcal{S}^{g} \subseteq \mathbb{A}^{2 g}$, with $\mathcal{S}$ the modular curve $Y_{1}(N)$ from Section 4.1. Note that the corresponding $(N, \ldots, N)$-isogenies split completely, i.e., they are of the form

$$
\Phi: E_{1} \times \ldots \times E_{g} \rightarrow E_{1}^{\prime} \times \ldots \times E_{g}^{\prime}
$$

decomposing as the product of cyclic $N$-isogenies $\phi_{i}: E_{i} \rightarrow E_{i}^{\prime}$ with kernel $\left\langle P_{i}\right\rangle$. We assume that the elliptic curves $E_{i}^{\prime}$ are given by Vélu's formulae.

For each $i=1, \ldots, g$, we let $\mathfrak{r}_{i}$ be the representant of the Tate self-pairing $t_{N}\left(P_{i}, P_{i}\right)$ whose inverse was described in Example 4.1. We then choose the following representants of the Tate pairings $t_{N}\left(D_{i}, D_{j}\right), 1 \leq i \leq j \leq g$ : we pick 1 as soon as $i<j$, and we pick $\mathfrak{r}_{i}$ if $i=j$.

We are interested in identifying all $(N, \ldots, N)$-subgroups of $\left(E_{1}^{\prime} \times \cdots \times E_{g}^{\prime}\right)[N]$ that have trivial intersection with the kernel of the dual of $\Phi$. Indeed, these are precisely the subgroups that can occur as $\operatorname{ker} \Psi$ for a good extension $\Psi$ of $\Phi$. To get a handle on the kernel of $\hat{\Phi}$, which is just the product of the $\hat{\phi}_{i}$ 's, we rely on Lemma 10 below. When applied over $\mathbb{Q}(\mathcal{S})$, it implies that for each $i=1, \ldots, g$ we can find a formula $P_{i}^{\prime}(\sqrt[N]{1})$ which, when reading $\sqrt[N]{1}$ as $\zeta_{N}$, produces a generator $P_{i}^{\prime}$ of ker $\hat{\phi}_{i}$ and which, when reading $\sqrt[N]{1}$ as $\zeta_{N}^{k}$, produces the point $k P_{i}^{\prime}$ for $0 \leq k \leq N-1$. Then $\operatorname{ker} \hat{\Phi}$ can be written as $\left\langle C_{1}^{\prime}, \ldots, C_{g}^{\prime}\right\rangle$, where each $C_{i}^{\prime}$ is a $g$-tuple with $\infty_{E_{j}^{\prime}}$ at each entry, except at $j=i$ where we have $P_{i}^{\prime}$.

Lemma 10. Let $E$ be an elliptic curve over a field $K$ with char $K \nmid N$ and let $P \in E(K)$ be a point of order $N$. Let $\phi: E \rightarrow E^{\prime}=E /\langle P\rangle$ be the corresponding quotient isogeny, where $E^{\prime}$ is given by Vélu's formulae. Let $P^{\prime}$ be a generator of the dual isogeny. Then there exist polynomials $F, G, H \in K[z]$ such that

$$
\left(F\left(\zeta_{N}^{k}\right): G\left(\zeta_{N}^{k}\right): H\left(\zeta_{N}^{k}\right)\right)=k P^{\prime}
$$

for all $0 \leq k \leq N-1$.
Proof. The Weil pairing establishes an isomorphism between ker $\hat{\phi}$ and $\mu_{N}$ that is compatible with the action of $\operatorname{Gal}(\bar{K} / K)$. In particular $P^{\prime}$ has coordinates in $K\left(\zeta_{N}\right)$. Define $F(z)$ to be the classical Lagrange polynomial that interpolates the $x$-coordinates of $k P^{\prime}$ for $0 \leq k \leq N-1$. More precisely,

$$
F(z)=\sum_{k=0}^{N-1} x\left(k P^{\prime}\right) \ell_{k}(z), \text { with } \ell_{k}(z)=\prod_{\substack{0 \leq m \leq N-1 \\ m \neq k}} \frac{z-\zeta_{N}^{m}}{\zeta_{N}^{k}-\zeta_{N}^{m}}
$$

Then it suffices to show that for any $\sigma \in \operatorname{Gal}\left(K\left(\zeta_{N}\right) / K\right)$ it holds that $F(z)=$ $F^{\sigma}(z)$. Note that $\sigma: \zeta_{N} \mapsto \zeta_{N}^{a}$ for some $a$ coprime to $N$. One verifies that

$$
\ell_{k}^{\sigma}(z)=\prod_{\substack{0 \leq m \leq N-1 \\ m \neq k}} \frac{z-\zeta_{N}^{a m}}{\zeta_{N}^{a k}-\zeta_{N}^{a m}}=\prod_{\substack{0 \leq m \leq N-1 \\ m \neq a k}} \frac{z-\zeta_{N}^{m}}{\zeta_{N}^{a k}-\zeta_{N}^{m}}=\ell_{a k}(z)
$$

Furthermore, if we assume that the $x$-coordinates of the points of ker $\hat{\phi}$ within the same Galois orbit were chosen compatibly, then because of the aforementioned isomorphism we must have $\sigma\left(x\left(k P^{\prime}\right)\right)=x\left(a k P^{\prime}\right)$, such that indeed $F(z)=F^{\sigma}(z)$ as wanted. The polynomials $G$ and $H$ can be argued completely analogously.

We also know that, for each $i=1, \ldots, g$, there exists a formula $Q_{i}^{\prime}\left(\sqrt[N]{\mathfrak{r}_{i}}\right)$ producing a point $Q_{i}^{\prime}$ that extends $P_{i}^{\prime}$ to a basis of $E_{i}^{\prime}[N]$. Furthermore, we know that by scaling $\sqrt[N]{\mathfrak{r}_{i}}$ with $\zeta_{N}^{k}$ for $0 \leq k \leq N-1$, we cycle through all elements $Q_{i}^{\prime}+k P_{i}^{\prime}$.

We are ready to give multiradical and complete formulae that produce $g$ tuples $D_{1}^{\prime}, \ldots, D_{g}^{\prime} \in E_{1}^{\prime} \times \cdots \times E_{g}^{\prime}$ generating the kernel of a good extension $\Psi$ of $\Phi$. Fix

$$
D_{1}^{\prime}=\left(Q_{1}^{\prime}\left(\sqrt[N]{\mathfrak{r}_{1}}\right), P_{2}^{\prime}(\sqrt[N]{1}), \ldots, P_{g}^{\prime}(\sqrt[N]{1})\right)
$$

which has $g$ degrees of freedom. Next, choose

$$
D_{2}^{\prime}=\left(\infty_{E_{1}^{\prime}}, Q_{2}^{\prime}\left(\sqrt[N]{\mathfrak{r}_{2}}\right), P_{3}^{\prime}(\sqrt[N]{1}), \ldots, P_{g}^{\prime}(\sqrt[N]{1})\right)
$$

where we fixed the first coordinate at $\infty_{E_{1}^{\prime}}$ in order to avoid repetitions in the subgroups generated by $D_{1}^{\prime}$ and $D_{2}^{\prime}$. This results in $g-1$ degrees of freedom. Continuing this inductively, we end up with

$$
D_{g}^{\prime}=\left(\infty_{E_{1}^{\prime}}, \ldots, \infty_{E_{g-1}^{\prime}}, Q_{g}^{\prime}\left(\sqrt[N]{\mathfrak{r}_{g}}\right)\right)
$$

with only 1 degree of freedom left. In total, we have $\sum_{j=1}^{g} j=g(g+1) / 2$ degrees of freedom as wanted, and running through all possible interpretations of the radicals (including the $g(g-1) / 2$ occurrences of $\sqrt[N]{1}$ ) results in the kernels of all possible good extensions.

### 4.4 Flynn's family of (5,5)-isogenies from genus-2 curve Jacobians

Consider the family of genus- 2 curves with given $(5,5)$-subgroup from [17], involving a single parameter $r$. In this section, we illustrate its multiradical nature. We do not aim at a full analysis including completeness, etc; in fact, for simplicity we will restrict to the curve at $r=1$. We remark that the absolute Igusa invariants of Flynn's family are in fact parameterless, so up to isomorphism this is the only curve in the family.

In order for the generators of the $(5,5)$-subgroup to be rational (and not just the subgroup), we will fix the base field as $\mathbb{Q}\left(\zeta_{5}\right)$, where $\zeta_{5}$ is a fifth root of
unity. ${ }^{6}$ Writing $\gamma_{1}=\sqrt{5}=2 \zeta_{5}^{3}+2 \zeta_{5}^{2}+1 \in \mathbb{Q}\left(\zeta_{5}\right)$, we have

$$
\begin{gathered}
C: y^{2}=x^{5}+25 x^{4}-200 x^{3}+560 x^{2}-640 x+256, \\
T_{1}=\left(4,16 \gamma_{1}\right)-\infty, \quad T_{2}=(0,16)-\infty
\end{gathered}
$$

where $T_{1}, T_{2} \in J_{C}[5]$. Writing $\gamma_{2}=\sqrt{2\left(1 / \gamma_{1}-1\right)}=\frac{2 \zeta_{5}^{3}-6 \zeta_{5}^{2}-4 \zeta_{5}-2}{5} \in \mathbb{Q}\left(\zeta_{5}\right)$, the genus-2 curve associated to the isogenous abelian surface obtained by quotienting out $\left\langle T_{1}, T_{2}\right\rangle$ can be written as

$$
\begin{gathered}
\widetilde{C}: y^{2}=x^{5}-125 x^{4}+5000 x^{3}-175000 x^{2}+1250000 x-81250000 \\
\widetilde{T}_{1}=\left(10 \gamma_{1}, 10000 \gamma_{2}\right)-\infty, \quad \widetilde{T}_{2}=\left(-10 \gamma_{1}, 5000 \gamma_{2}\left(\gamma_{1}+1\right)\right)-\infty
\end{gathered}
$$

where $\left\langle\widetilde{T}_{1}, \widetilde{T}_{2}\right\rangle$ is the kernel of the dual isogeny (in particular, $\widetilde{T}_{1}, \widetilde{T}_{2} \in J_{\widetilde{C}}[5]$ ). In order to extend $\left\langle\widetilde{T}_{1}, \widetilde{T}_{2}\right\rangle$ to a basis for the 5 -torsion of the Jacobian of $\widetilde{C}$, with conjectured property (4) in mind we compute the following Tate pairings:

$$
t_{5}\left(T_{1}, T_{1}\right) \equiv \gamma_{1}, \quad t_{5}\left(T_{1}, T_{2}\right) \equiv\left(\gamma_{1}-1\right) / 2, \quad t_{5}\left(T_{2}, T_{2}\right) \equiv 1
$$

Defining $\mathfrak{r}_{1}=\gamma_{1}$ and $\mathfrak{r}_{2}=\left(\gamma_{1}-1\right) / 2$, our conjecture predicts that we can expect to find the 5 -torsion of $J_{\widetilde{C}}$ in $\mathbb{Q}\left(\zeta_{5}, \sqrt[5]{\mathfrak{r}_{1}}, \sqrt[5]{\mathfrak{r}_{2}}\right)$. In order to compute this 5 -torsion, we use techniques from [22] that build upon the work of [8].

Concretely, a typical 5 -torsion point is expected to be represented by a divisor $D=P_{1}+P_{2}-2 \infty=\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)-2 \infty$, for two affine points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ on $\tilde{C}$. We read the condition $5 D \equiv 0$ as $5\left(P_{1}-\infty\right) \equiv-5\left(P_{2}-\infty\right)$. In [8], recursive formulae are derived to express $5\left(\left(x_{1}, y_{1}\right)-\infty\right)$ in function of $x_{1}, y_{1}$ and the coefficients of our genus- 2 curve $\tilde{C}$. The same can be done for $-5\left(\left(x_{2}, y_{2}\right)-\infty\right)$ and the aforementioned equality results in a system of equations that can be solved by a Gröbner basis computation. Note that for $D$ to be rational over a certain field, $x_{1}, y_{1}, x_{2}, y_{2}$ need not necessarily be defined over that same field. In Mumford coordinates, we can write $D=\left(x^{2}-\left(x_{1}+x_{2}\right) x+x_{1} x_{2}, y_{1}+\left(y_{2}-y_{1}\right) \frac{x-x_{1}}{x_{2}-x_{1}}\right)$ and it suffices for the coefficients of these polynomials to be defined over the field. In practice, it is most convenient to simply add an extra variable and corresponding equation to the Gröbner basis computation from before, such as $X-\left(x_{1}+x_{2}\right)$, and then compute the minimal polynomial of $X$ (i.e., put it last in the monomial ordering for the Gröbner basis computation). The roots of this polynomial will then correspond to all possible $x_{1}+x_{2}$ such that the class of $D$ is 5 -torsion.

There are $5^{4}-1=624$ nontrivial elements in $J_{\widetilde{C}}[5]$, but since $D$ and $-D$ correspond to the same $x_{1}+x_{2}$, we expect the minimal polynomial of $X$ to be of degree 312 generically. In this specific case though, we have multiple 5 -torsion divisors of the form $\left(x_{1}, y_{1}\right)-\infty$ rather than $\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)-2 \infty$ (e.g., this is the case for $\widetilde{T}_{1}$ and $\widetilde{T}_{2}$ ). The techniques of [22] do not capture such points.

[^5]Nonetheless, all other 5-torsion divisors can be found this way and the minimal polynomial of $X$ turns out to be of degree 305. Factoring this polynomial over $\mathbb{Q}\left(\zeta_{5}, \sqrt[5]{\mathfrak{r}_{1}}, \sqrt[5]{\mathfrak{r}_{2}}\right)[X]$ we see that it splits completely as expected, thereby lending support to our conjecture.

A similar computation can be done for the other coefficients of the Mumford coordinates, which allows us to define

$$
\begin{gathered}
\widetilde{T}_{3}=\left(x^{2}+100\left(\frac{\alpha_{2}^{4}-\left(\zeta_{5}+1\right)^{2} \alpha_{2}^{3}-\left(\zeta_{5}^{4}+1\right) \alpha_{2}^{2}+\left(\zeta_{5}^{3}-2 \zeta_{5}-2\right) \alpha_{2}}{\gamma_{1} \zeta_{5}^{3}\left(\zeta_{5}+1\right)^{2}}+1\right) x+\right. \\
500\left(\frac{10 \alpha_{2}^{4}-2\left(\zeta_{5}-1\right)^{2} \alpha_{2}^{3}-2\left(7 \zeta_{5}^{3}+11 \zeta_{5}^{2}+7 \zeta_{5}\right) \alpha_{2}^{2}+10\left(\zeta_{5}^{3}-2 \zeta_{5}-2\right) \alpha_{2}}{\gamma_{1} \zeta_{5}^{3}\left(\zeta_{5}+1\right)^{2}}+1\right) \\
100\left(\left(7 \zeta_{5}^{2}-\zeta_{5}+7\right) \alpha_{2}^{4}-\left(2 \zeta_{5}^{3}+5 \zeta_{5}^{2}+2 \zeta_{5}\right) \alpha_{2}^{3}+\left(7 \zeta_{5}^{3}+5 \zeta_{5}+5\right) \alpha_{2}^{2}-\right. \\
\left.\quad\left(6 \zeta_{5}^{3}+7 \zeta_{5}^{2}+7 \zeta_{5}+6\right) \alpha_{2}-7\right) x+5000\left(-\left(3 \zeta_{5}^{2}+3 \zeta_{5}+3\right) \alpha_{2}^{4}-\right. \\
\left.\left.\left(2 \zeta_{5}^{3}-\zeta_{5}^{2}+2 \zeta_{5}\right) \alpha_{2}^{3}+\left(\zeta_{5}^{3}-\zeta_{5}-1\right) \alpha_{2}^{2}+\left(6 \zeta_{5}^{3}+3 \zeta_{5}^{2}+3 \zeta_{5}+6\right) \alpha_{2}-5\right)\right)
\end{gathered}
$$

where $\alpha_{2}=\sqrt[5]{\mathfrak{r}_{2}}$. One can easily verify that $\widetilde{T}_{3} \in J_{\widetilde{C}}[5] \backslash\left\langle\widetilde{T}_{1}, \widetilde{T}_{2}\right\rangle$. The expression for a fourth element $\widetilde{T}_{4}$ that completes a basis for $\operatorname{Jac}(\widetilde{C})[5]$ is too voluminous to reproduce here, but can be found online in our repository at https://gith ub.com/KULeuven-COSIC/Multiradical-Isogenies. From this basis, the 125 maximal isotropic $(5,5)$-subgroups that determine a kernel which intersects the kernel of the dual isogeny trivially can easily be computed.

## 5 Multiradical (3, 3)-isogenies

### 5.1 The parametrization by Bruin, Flynn and Testa

Over any field $K$ with char $K \nmid 6$, we consider $\mathbb{A}^{3}$ with coordinates $r, s, t$, and we let $\mathcal{S} \subseteq \mathbb{A}^{3}$ be the joint complement of the zero loci of

$$
\begin{aligned}
\delta_{1} & =t, \\
\delta_{2} & =s, \\
\delta_{3} & =s t+1, \\
\delta_{4} & =r^{3}-3 r t+t^{2}+t, \\
\delta_{5} & =r^{3} s-3 r s t+s t^{2}+s t+t, \\
\delta_{6} & =r^{3} s^{2}-3 r s^{2} t-3 r s+s^{2} t^{2}+s^{2} t+2 s t+s+1, \\
\delta_{7} & =r^{3} s^{2} t+r^{3} s-3 r s^{2} t^{2}-3 r s t+s^{2} t^{3}+s^{2} t^{2}+2 s t^{2}+t, \\
\Delta & =r^{6} s^{2}-6 r^{4} s^{2} t-3 r^{4} s+2 r^{3} s^{2} t^{2}+2 r^{3} s^{2} t+3 r^{3} s t+r^{3} s+r^{3} \\
& +9 r^{2} s^{2} t^{2}+6 r^{2} s t-6 r s^{2} t^{3}-6 r s^{2} t^{2}-9 r s t^{2}-3 r s t-3 r t+s^{2} t^{4} \\
& +2 s^{2} t^{3}+s^{2} t^{2}+2 s t^{3}+3 s t^{2}+t^{2}+t
\end{aligned}
$$

and also of $r-1, r^{2}-t$ and $r s-s t-1$ (we don't give a name to these last three polynomials since their role is less essential, see Remark 12 below). Following Bruin, Flynn and Testa [5], to $r, s, t$ we then attach the genus-2 curve $C_{r s t}: y^{2}=$ $F_{r s t}(x)$, where

$$
F_{r s t}(x)=G_{1}(x)^{2}+\lambda_{1} H_{1}(x)^{3}=G_{2}(x)^{2}+\lambda_{2} H_{2}(x)^{3}
$$

and

$$
\begin{aligned}
H_{1}(x) & =x^{2}+r x+t, \\
\lambda_{1} & =4 s, \\
G_{1}(x) & =(s-s t-1) x^{3}+3 s(r-t) x^{2}+3 s r(r-t) x-s t^{2}+s r^{3}+t, \\
H_{2}(x) & =x^{2}+x+r, \\
\lambda_{2} & =4 s t, \\
G_{2}(x) & =(s-s t+1) x^{3}+3 s(r-t) x^{2}+3 s r(r-t) x-s t^{2}+s r^{3}-t .
\end{aligned}
$$

One can calculate that $\operatorname{disc}\left(F_{r s t}\right)=-2^{12} 3^{6} \delta_{1}^{3} \delta_{2}^{3} \delta_{3} \delta_{4}^{3} \delta_{5} \delta_{6}^{3} \delta_{7}^{3} \neq 0$, so it indeed concerns a genus-2 curve. We write $J_{r s t}$ for the Jacobian of $C_{r s t}$.

Proposition 11. For $i=1,2$, write $T_{i} \in J_{r s t}(K)$ for the divisor class of

$$
\left(H_{i}, G_{i}\right):=\left(\alpha_{i 1}, G_{i}\left(\alpha_{i 1}\right)\right)+\left(\alpha_{i 2}, G_{i}\left(\alpha_{i 2}\right)\right)-\infty_{1}-\infty_{2}
$$

where $\alpha_{i 1}, \alpha_{i 2} \in \bar{K}$ denote the zeroes of $H_{i}(x)$. Then $\left\langle T_{1}, T_{2}\right\rangle$ is a maximal isotropic subgroup of $J_{r s t}$, and the quotient $J_{r s t} /\left\langle T_{1}, T_{2}\right\rangle$ is isomorphic over $K$ to the Jacobian $J_{r^{\prime} s^{\prime} t^{\prime}}^{(-3)}$ of the genus-2 curve

$$
C_{r^{\prime} s^{\prime} t^{\prime}}^{(-3)}:-3 y^{2}=F_{r^{\prime} s^{\prime} t^{\prime}}(x)
$$

where $\left(r^{\prime}, s^{\prime}, t^{\prime}\right)=\psi_{0}(r, s, t):=$

$$
\left(\frac{-s(r-1)\left(r^{2}-t\right)\left(\delta_{5}-r\right)}{(r s-s t-1)^{2} \delta_{4}}, \frac{(r s-s t-1)^{3} \delta_{4}^{2}}{s t(r-1)^{3} \Delta}, \frac{s^{2}(r-1)^{3}\left(r^{2}-t\right)^{3}}{(r s-s t-1)^{3} \delta_{4}^{2}}\right) .
$$

Writing $F_{r^{\prime}, s^{\prime}, t^{\prime}}(x)=G_{1}^{\prime}(x)^{2}+\lambda_{1}^{\prime} H_{1}^{\prime}(x)^{3}=G_{2}^{\prime}(x)^{2}+\lambda_{2}^{\prime} H_{2}^{\prime}(x)^{3}$ as above, the kernel of the dual isogeny is generated by the corresponding points $T_{i}^{\prime}$, by which we mean the divisor classes of

$$
\left(H_{i}^{\prime}, G_{i}^{\prime} / \sqrt{-3}\right)=\left(\alpha_{i 1}^{\prime}, G_{i}^{\prime}\left(\alpha_{i 1}^{\prime}\right) / \sqrt{-3}\right)+\left(\alpha_{i 2}^{\prime}, G_{i}^{\prime}\left(\alpha_{i 2}^{\prime}\right) / \sqrt{-3}\right)-\infty_{1}-\infty_{2}
$$

with $\alpha_{i 1}^{\prime}, \alpha_{i 2}^{\prime} \in \bar{K}$ the zeroes of $H_{i}^{\prime}(x)$, for $i=1,2$.
Proof. This follows from [5, Thm. 6 \& Lem. 10].
We call $\left(H_{i}, G_{i}\right)$ the Mumford coordinates of $T_{i}$, because of the clear analogy with the Mumford coordinates in the case of hyperelliptic curves with an imaginary Weierstrass model. (For an even better analogy, one should reduce the degree of the second component by writing $\left(H_{i}, G_{i} \bmod H_{i}\right)$.)

All sufficiently general triples $\left(C, T_{1}, T_{2}\right)$ with $C$ a genus-2 curve and $T_{1}, T_{2}$ generating a (3,3)-subgroup of $J_{C}$ are reached by the above parametrization. One exception is where the effective parts of (the natural representants of) the divisor classes corresponding to the generators $T_{1}, T_{2}$ have non-disjoint supports. This is how one should understand the role of $r-1, r^{2}-t, r s-s t-1$ : if any one of these expressions is zero, then one can still consider $C_{r s t}, T_{1}, T_{2}$ as above, ${ }^{7}$ but the formalism of [5] will produce generators of the kernel of the dual isogeny that have non-disjoint supports.

Remark 12. While for certain curves the parametrization misses certain pairs $T_{1}, T_{2}$ generating a (3, 3)-subgroup, any ( 3,3 )-subgroup is reached. Indeed, by [5, Lem. 3], at least one choice of basis with generators from $\left\{T_{1}, T_{2}, T_{1}+T_{2}, T_{1}-T_{2}\right\}$ will be in sufficiently general form.

The role of $\Delta$ is more fundamental: it should not vanish because otherwise $J_{r s t} /\left\langle T_{1}, T_{2}\right\rangle$ is $\bar{K}$-isomorphic to a product of elliptic curves.

We discuss the multiradical isogeny formulae corresponding to the family $\mathcal{S}$ in Section 5.2. First, as an intermezzo, let us elaborate and discuss how to handle the case $\Delta=0$, as well as how to walk away from products of elliptic curves. None of the material below is new, however, to the best of our knowledge, there is no article containing all these formulae, so we felt it was worth gathering them.

From Jacobians to products If $\Delta=0$, then any algebraic software package can easily verify that the polynomial $F_{r s t}(x)$ factors in two cubic polynomials over the ring $\mathbb{Q}\left(r, s, t, \zeta_{3}\right)[x] /(\Delta)$, where $\zeta_{3}$ is a primitive cubic root of unity. This factorization induces an isogeny to a product of elliptic curves, and we refer to [28] for the general construction for $(\ell, \ell)$-split Jacobians. In the specific case of a $(3,3)$-split Jacobian, we mention the complete characterization by [3, Prop. A.2].

Proposition 13. Let $C$ be a genus-2 curve over a field $K$ with char $K \nmid 6$, and $J$ its Jacobian. If $J$ is $(3,3)$-isogenous to a product of elliptic curves $E_{1} \times E_{2}$, then there exist elements $a, b, c, d, t \in K$ with

$$
12 a c+16 b d=1, \quad \Delta_{1}=a^{3}+b^{2} \neq 0, \quad \Delta_{2}=c^{3}+d^{2} \neq 0, \quad t \neq 0
$$

such that $C$ is isomorphic to $C_{a b c d t}: t y^{2}=f(x)$ and $E_{i}$ is isomorphic to $E_{i, a b c d t}$ : $t y^{2}=f_{i}(x)$ for $i \in\{1,2\}$, with

$$
\begin{aligned}
f(x) & =\left(x^{3}+3 a x+2 b\right)\left(2 d x^{3}+3 c x^{2}+1\right) \\
f_{1}(x) & =x^{3}+12\left(2 a^{2} d-b c\right) x^{2}+12\left(16 a d^{2}+3 c^{2}\right) \Delta_{1} x+512 \Delta_{1}^{2} d^{3} \\
f_{2}(x) & =x^{3}+12\left(2 b c^{2}-a d\right) x^{2}+12\left(16 b^{2} c+3 a^{2}\right) \Delta_{2} x+512 \Delta_{2}^{2} b^{3}
\end{aligned}
$$

[^6]The corresponding morphisms $\varphi_{i}: C_{a b c d t} \rightarrow E_{i, a b c d t}$ are given by

$$
\begin{aligned}
& \varphi_{1}(x, y) \mapsto\left(12 \Delta_{1} \frac{-2 d x+c}{x^{3}+3 a x+2 b}, y \Delta_{1} \frac{16 d x^{3}-12 c x^{2}-1}{\left(x^{3}+3 a x+2 b\right)^{2}}\right) \\
& \varphi_{2}(x, y) \mapsto\left(12 \Delta_{2} \frac{x^{2}(a x-2 b)}{2 d x^{3}+3 c x^{2}+1}, y \Delta_{2} \frac{x^{3}+12 a x-16 b}{\left(2 d x^{3}+3 c x^{2}+1\right)^{2}}\right) .
\end{aligned}
$$

As mentioned, the Jacobian of a genus-2 curve is generically not (3, 3)-split. If it is, however, the curves $E_{1, a b c d t}$ and $E_{2, a b c d t}$ will typically be unique up to isomorphism, i.e., the Jacobian should not be expected to split in more than one way. Up to isomorphism, there are only two genus-2 curves which are (3,3)isogenous to distinct products of elliptic curves [33].

Ideally, we would like more uniform formulae to identify the curves $C_{r s t}$ and $C_{a b c d t}$ with one another in the case $\Delta$ equals zero. Unfortunately, these formulae would be extremely lengthy and finding an isomorphism from one to the other in practice can be done relatively easily by a Gröbner basis computation since isomorphisms between genus-2 curves are well-understood.

Isogenies from products Let $E_{1} \times E_{2}$ be a product of elliptic curves, both defined over a field $K$ with char $K \nmid 6$, and $T_{1}, T_{2} \in\left(E_{1} \times E_{2}\right)(K)[3]$ such that $\left\langle T_{1}, T_{2}\right\rangle$ is maximal isotropic with regards to the 3 -Weil pairing. Then $\left(E_{1} \times\right.$ $\left.E_{2}\right) /\left\langle T_{1}, T_{2}\right\rangle$ is again a product of elliptic curves in two scenarios. The first scenario is the most common one, where $T_{1}, T_{2}$ correspond to 3 -torsion points on the separate elliptic curves $E_{1}, E_{2}$. The codomain of the isogeny can be computed using Vélu's formulae.

Proposition 14. Let $E_{1}, E_{2}$ be elliptic curves over a field $K$ with char $K \nmid 6$, with non-trivial $T_{1} \in E_{1}[3], T_{2} \in E_{2}[3]$. Then $E_{i}$ can be written as $E_{i}: y^{2}+$ $a_{i} x y+b_{i} y=x^{3}$ for $i \in\{1,2\}$, where the $T_{i}$ have been translated to $(0,0)$ on the respective curves. Write $G=\left\langle\left(T_{1}, \infty_{E_{2}}\right),\left(\infty_{E_{1}}, T_{2}\right)\right\rangle$. Then the codomain of the isogeny with kernel $G$ is again a product of elliptic curves $E_{1}^{\prime} \times E_{2}^{\prime}$, where for $i \in\{1,2\}$ we can write

$$
E_{i}^{\prime}: y^{2}+a_{i} x y+b_{i} y=x^{3}-5 a_{i} b_{i} x-a_{i}^{3} b_{i}-7 b_{i}^{2} .
$$

The second situation where the codomain of a $(3,3)$-isogeny with domain $E_{1} \times E_{2}$ is again a product of elliptic curves, is the relatively rare occurrence when there exists a 2-isogeny $\theta: E_{1} \rightarrow E_{2}$. In this case, the isogeny is the endomorphism

$$
\begin{aligned}
& \phi: E_{1} \times E_{2} \rightarrow E_{1} \times E_{2} \\
& \quad(P, Q) \mapsto(P+\hat{\theta}(Q),-Q+\theta(P)),
\end{aligned}
$$

with kernel the graph of the 2-isogeny $\left.\theta\right|_{E_{1}[3]}$, see for example [19].
In all other scenarios, $\left(E_{1} \times E_{2}\right) /\left\langle T_{1}, T_{2}\right\rangle$ is the Jacobian of a genus- 2 curve, where the kernel is the graph of an anti-isometry with regards to the 3-Weil pairing. By this we mean that there exists an isomorphism $\psi: E_{1}[3] \rightarrow E_{2}[3]$
such that $e_{3}(\psi(P), \psi(Q))=e_{3}(P, Q)^{-1}$ for all $P, Q \in E_{1}[3]$. The formulae in this case are simply the dual isogenies of the split Jacobians in Proposition 13.

Of the $40(3,3)$-isogenies with domain $E_{1} \times E_{2}$, generically there are 16 with codomain a product of elliptic curves, and 24 with codomain the Jacobian of a genus- 2 curve. The only exception to this is by means of an aforementioned 2-isogeny $\theta: E_{1} \rightarrow E_{2}$.

### 5.2 Multiradical formulae

We are interested in finding good extensions of our (3,3)-isogeny

$$
\begin{equation*}
J_{r s t} \longrightarrow J_{r^{\prime} s^{\prime} t^{\prime}}^{(-3)}=J_{r s t} /\left\langle T_{1}, T_{2}\right\rangle \tag{8}
\end{equation*}
$$

In view of the conjectured property (4), let us compute the relevant Tate pairings. The reader might want to compare the following lemma with the Weil pairing computation from [5, Lem. 4].

Lemma 15. Let

$$
C: y^{2}=G_{1}^{2}+\lambda_{1} H_{1}^{3}=G_{2}^{2}+\lambda_{2} H_{2}^{3}
$$

be a genus-2 curve over $K$ with $G_{1}, G_{2}, H_{1}, H_{2} \in K[x]$ and $H_{1}, H_{2}$ quadratic, and consider the corresponding points $T_{1}=\left(H_{1}, G_{1}\right), T_{2}=\left(H_{2}, G_{2}\right) \in J_{C}[3]$. Then $t_{3}\left(T_{1}, T_{2}\right) \equiv \operatorname{res}_{x}\left(G_{1}-G_{2}, H_{2}\right) / \lambda_{1}$.

Proof. Write $\alpha_{11}, \alpha_{12}$, resp., $\alpha_{21}, \alpha_{22}$, for the roots of $H_{1}(x)$, resp., $H_{2}(x)$. It is easy to check that $G_{1}(x)-y$ has divisor $3\left(H_{1}, G_{1}\right)$; however, in order to move away from infinity, as we did in Example 3, we instead work with $\left(G_{1}(x)-y\right) /(x-$ $c)^{3}$ for some $c \in K$ that is different from $\alpha_{21}, \alpha_{22}$. Evaluating this function in $\left(H_{2}, G_{2}\right)$ yields
$t_{3}\left(T_{1}, T_{2}\right) \equiv-\frac{\left(G_{1}\left(\alpha_{21}\right)-G_{2}\left(\alpha_{21}\right)\left(G_{1}\left(\alpha_{22}\right)-G_{2}\left(\alpha_{22}\right)\right)\right.}{\left(\alpha_{21}-c\right)^{3}\left(\alpha_{22}-c\right)^{3} \lambda_{1} \operatorname{lc}\left(H_{1}\right)^{3}} \equiv \operatorname{res}_{x}\left(G_{1}-G_{2}, H_{2}\right) / \lambda_{1}$ modulo $\left(K^{*}\right)^{3}$.

Applying this to our instances of $T_{1}, T_{2}$, one checks that $\operatorname{res}_{x}\left(G_{1}-G_{2}, H_{2}\right) / \lambda_{1}$ equals $\delta_{4} / \delta_{2}$. As for the other pairings: Bruin, Flynn and Testa have also provided an explicit Mumford representation $\left(H_{3}, G_{3}\right)$ for $T_{3}:=T_{1}+T_{2}$, see [5, Thm. 6], and the analogous computations yield $t_{3}\left(T_{1}, T_{3}\right) \equiv \delta_{7}^{2}$ and $t_{3}\left(T_{3}, T_{2}\right) \equiv \delta_{1} \delta_{6}^{2}$. From these outcomes it follows that

$$
t_{3}\left(T_{1}, T_{1}\right) \equiv \delta_{2} \delta_{4}^{2} \delta_{7}^{2}, \quad t_{3}\left(T_{1}, T_{2}\right) \equiv \delta_{2}^{2} \delta_{4}, \quad t_{3}\left(T_{2}, T_{2}\right) \equiv \delta_{1} \delta_{2} \delta_{4}^{2} \delta_{6}^{2}
$$

We will instead work with the radicands

$$
\begin{aligned}
& \mathfrak{r}_{1}=\delta_{7} \equiv t_{3}\left(T_{1}, T_{1}\right) t_{3}\left(T_{1}, T_{2}\right), \\
& \mathfrak{r}_{2}=\delta_{2} \delta_{4}^{2} \equiv t_{3}\left(T_{1}, T_{2}\right)^{-1} \\
& \mathfrak{r}_{3}=\delta_{1} \delta_{6}^{2} \equiv t_{3}\left(T_{1}, T_{2}\right) \cdot t_{3}\left(T_{2}, T_{2}\right),
\end{aligned}
$$

which does not affect the validity of property (4). Indeed, formulae in terms of $\sqrt[3]{\mathfrak{r}_{1}}, \sqrt[3]{\mathfrak{r}_{2}}, \sqrt[3]{\mathfrak{r}_{3}}$ can easily be rewritten into formulae in terms of $\sqrt[3]{\mathfrak{r}_{1} \mathfrak{r}_{2}}=$ $\sqrt[3]{t_{3}\left(T_{1}, T_{1}\right)}, \sqrt[3]{1 / \mathfrak{r}_{2}}=\sqrt[3]{t_{3}\left(T_{1}, T_{2}\right)}, \sqrt[3]{\mathfrak{r}_{2} \mathfrak{r}_{3}}=\sqrt[3]{t_{3}\left(T_{2}, T_{2}\right)}$, and vice versa.

The good extensions of (8) are characterized by the fact that their kernel intersects the kernel $\left\langle T_{1}^{\prime}, T_{2}^{\prime}\right\rangle$ of the dual isogeny trivially. In order to find such kernels, we are first and foremost interested in extending $T_{1}^{\prime}, T_{2}^{\prime}$ to a basis of the 3 -torsion. To this end, we try to find all $b_{1}, \ldots, b_{7}$ such that

$$
\begin{equation*}
F_{r^{\prime} s^{\prime} t^{\prime}}(x)=\left(b_{4} x^{3}+b_{3} x^{2}+b_{2} x+b_{1}\right)^{2}+b_{7}\left(x^{2}+b_{5} x+b_{6}\right)^{3} . \tag{9}
\end{equation*}
$$

Indeed, every such tuple produces a divisor $D$ with Mumford coordinates

$$
\left(x^{2}+b_{5} x+b_{6},\left(b_{4} x^{3}+b_{3} x^{2}+b_{2} x+b_{1}\right) / \sqrt{-3}\right)
$$

satisfying $3 D=\left(b_{4} x^{3}+b_{3} x^{2}+b_{2} x+b_{1}-\sqrt{-3} y\right)$, hence $\bar{D} \in J_{r^{\prime} s^{\prime} t^{\prime}}^{(-3)}[3]$. Conversely, every 3 -torsion point arises in this way, see for example [7]. Over an algebraic closure of the base field, 80 nontrivial 3 -torsion elements exist and hence 80 tuples $\left(b_{1}, \ldots, b_{7}\right)$ that satisfy the above equation. We remark though, that every solution $\left(b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, b_{6}, b_{7}\right)$ immediately results in a second solution $\left(-b_{1},-b_{2},-b_{3},-b_{4}, b_{5}, b_{6}, b_{7}\right)$ due to the square. On the level of Mumford representations, this corresponds with $D$ and $-D$ having the same first component.

The parametrization from Section 5.1 already gives rise to eight solution tuples $\left(b_{1}, \ldots, b_{7}\right)$ corresponding to the elements in $\left\{i T_{1}^{\prime}+j T_{2}^{\prime}: 0 \leq i, j \leq 2\right\} \backslash\{0\}$. To find the rest of the tuples, one can write out the equation of $F_{r^{\prime} s^{\prime} t^{\prime}}(x)$ as well as the right-hand side of (9), and equate the found coefficients of the degreesix polynomial. One can then compute a reduced Gröbner basis of these seven expressions to a preferred monomial ordering. ${ }^{8}$

Assuming we put $b_{4}$ last in the monomial ordering, the last polynomial of the Gröbner basis will be a degree-80 polynomial in just $b_{4}$, of which all the roots correspond to possible solutions for $b_{4}$ in (9). Up to some constant factor, this minimal polynomial of $b_{4}$ is of the form

$$
M\left(b_{4}\right)=\prod_{i=1}^{4}\left(b_{4}^{2}-\beta_{i}^{2}\right) \prod_{k=1}^{4} f_{k}\left(b_{4}\right)
$$

where the $f_{k}\left(b_{4}\right)$ are polynomials of degree 18 , and the $\beta_{i}$ are the (necessarily rational) solutions corresponding to $\left\{i T_{1}^{\prime}+j T_{2}^{\prime}: 0 \leq i, j \leq 2\right\} \backslash\{0\}$. These $\beta_{i}$ appear in pairs, which on the level of divisors coincides with the correspondence between $D$ and $-D$, and for the same reason one can see that the polynomials $f_{k}$ ought to be even. We will write $f_{k}^{\prime}\left(b_{4}\right)$ for the polynomial obtained by halving the exponents of the monomials of $f_{k}\left(b_{4}\right)$.

[^7]One can verify that the polynomials $f_{k}^{\prime}\left(b_{4}\right) \in \mathbb{Q}(r, s, t)\left[b_{4}\right]$ all have Galois group $\left(\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right) \rtimes \mathbb{Z}_{3}^{*}$, but the action of $\mathbb{Z}_{3}^{*}$ originates from a cubic root of unity, and their Galois groups over $\mathbb{Q}\left(r, s, t, \zeta_{3}\right)$ are thus $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$. Writing $\alpha_{1}=\sqrt[3]{\mathfrak{r}_{1}}$, $\alpha_{2}=\sqrt[3]{\mathfrak{r}_{2}}, \alpha_{3}=\sqrt[3]{\mathfrak{r}_{3}}$, it turns out that they split completely when extending the field $\mathbb{Q}\left(r, s, t, \zeta_{3}\right)$ with $\left\{\alpha_{1}, \alpha_{2}\right\},\left\{\alpha_{1}, \alpha_{3}\right\},\left\{\alpha_{2}, \alpha_{3}\right\}$ or $\left\{\alpha_{1} \alpha_{2}, \alpha_{1} \alpha_{3}\right\}$. All roots of one specific $f_{k}^{\prime}\left(b_{4}\right)$ can be obtained from a single given root, by scaling the cubic roots with powers of $\zeta_{3}$. On the level of divisors, these associated roots correspond to adding a linear combination of $T_{1}^{\prime}$ and $T_{2}^{\prime}$. More precisely, one can associate the roots of the polynomials $f_{k}^{\prime}$ as follows:

$$
\begin{aligned}
x_{1}\left(\zeta_{3}^{i} \alpha_{1}, \zeta_{3}^{j} \alpha_{2}\right) & \longleftrightarrow T_{3}^{\prime}+i T_{1}^{\prime}+j T_{2}^{\prime} \text { for } 0 \leq i, j \leq 2, \\
x_{2}\left(\zeta_{3}^{i} \alpha_{1}, \zeta_{3}^{j} \alpha_{3}\right) & \longleftrightarrow T_{4}^{\prime}+i T_{1}^{\prime}+j T_{2}^{\prime} \text { for } 0 \leq i, j \leq 2, \\
x_{3}\left(\zeta_{3}^{i} \alpha_{2}, \zeta_{3}^{j} \alpha_{2}\right) & \longleftrightarrow T_{3}^{\prime}+T_{4}^{\prime}+i T_{1}^{\prime}+j T_{2}^{\prime} \text { for } 0 \leq i, j \leq 2, \\
x_{4}\left(\zeta_{3}^{i} \alpha_{1} \alpha_{2}, \zeta_{3}^{j} \alpha_{1} \alpha_{3}\right) & \longleftrightarrow T_{3}^{\prime}-T_{4}^{\prime}+i T_{1}^{\prime}+j T_{2}^{\prime} \text { for } 0 \leq i, j \leq 2,
\end{aligned}
$$

for any $T_{3}^{\prime}, T_{4}^{\prime}$ that extend $\left\langle T_{1}^{\prime}, T_{2}^{\prime}\right\rangle$ to a basis of $J_{r^{\prime} s^{\prime} t^{\prime} t^{\prime}}^{(-3)}[3]$, where $x_{k}$ is a single root of $f_{k}^{\prime}\left(b_{4}\right)$. This correspondence can be seen from the fact that all $f_{k}^{\prime}\left(b_{4}\right)$ split over different fields, yet $T_{1}^{\prime}$ and $T_{2}^{\prime}$ are rational over the ground field. Furthermore, for any fixed choice of $i, j, k \in\{0,1,2\}$, any two distinct divisors from this correspondence coinciding with the choice of $\zeta_{3}^{i} \alpha_{1}, \zeta_{3}^{j} \alpha_{2}, \zeta_{3}^{k} \alpha_{3}$ generate a (3,3)subgroup that intersects $\left\langle T_{1}^{\prime}, T_{2}^{\prime}\right\rangle$ trivially. Hence, to find the 27 (up to sign) distinct $b_{4}$ that correspond to a (3,3)-subgroup which is the kernel of a good extension relative to the original isogeny, it suffices to scale the radicands with cubic roots of unity.

In the appendix, we have included two expressions for $b_{4}$ which we believe are the easiest amongst the $b_{4}$ in terms of arithmetic. Alternatively, the formulae can also be extracted from the code of our hash function from Section 6, which can be found in our online repository at https://github.com/KULeuven-CO SIC/Multiradical-Isogenies. One can derive closed algebraic expressions for $b_{i}$ in function of $b_{4}$ for $i \in\{1,2,3,5,6,7\}$. However, in practice, it is more efficient to only partially do this for the easier expressions, and the remainder by means of a small Gröbner basis computation. Finding the 27 distinct pairs of tuples $\left(b_{1}, \ldots, b_{7}\right)$ corresponding to good extensions is done by simply scaling the radicands in the expressions of the $b_{4}$ with cubic roots of unity before computing the rest of the $b_{i}$.

Remark 16. Observe that our formulae involve a factor $\sqrt{-3}$ (called twist), but this factor disappears when considering the corresponding Mumford coordinates.

Iterated application Using this new (3,3)-subgroup $\left\langle T_{3}^{\prime}, T_{4}^{\prime}\right\rangle$ as kernel for a new isogeny is easiest if we first transform $C_{r^{\prime} s^{\prime} t^{\prime}}$ into an isomorphic curve $C_{R S T}$, where $T_{3}^{\prime}$ and $T_{4}^{\prime}$ have now taken the role of the $T_{1}$ and $T_{2}$ from Section 5.1 again. This isomorphism allows us to only need to perform the rational transformation $\psi_{0}(R, S, T)$ to compute the next isogenous curve. To find this isomorphism, one
can use the construction of [5] that has been implemented in Magma in [18]. This construction makes use of somewhat expensive field extensions though, and in practice, a Gröbner basis computation is more efficient.

## 6 Hash function from (3, 3)-isogenies

We can use the (3,3)-isogenies from the previous section to construct a hash function similar to the hash function from [9]. We will start by describing a general outline, followed by some more in-depth discussion regarding choices that must be made.

### 6.1 The graph $\mathcal{G}_{p}$

For a large prime $p$ we construct the (directed multi-)graph $\mathcal{G}_{p}$ as follows. The vertices are all the $\overline{\mathbb{F}}_{p^{2}}$-isomorphism classes of superspecial p.p. abelian surfaces, which can always be defined over $\mathbb{F}_{p^{2}}$. In practice we assume $p \equiv 2 \bmod 3$ and work with representants $A / \mathbb{F}_{p^{2}}$ on which Frobenius acts as multiplication with $-p$; see [2]. A consequence of this choice is that $A[3] \subseteq A\left(\mathbb{F}_{p^{2}}\right)$; indeed, on 3torsion points Frobenius acts as multiplication by $-p \equiv 1 \bmod 3$. The edges are all possible (3, 3)-isogenies between these p.p. abelian surfaces, where multiplicities need to be taken into account. Given that only the superspecial surfaces are considered, the graph $\mathcal{G}_{p}$ is a directed 40-regular finite multigraph. In order to hash a given message in this graph, we first choose an arbitrary - yet fixed - starting vertex. Next, we order the 40 outgoing edges from this vertex according to some fixed order (e.g., lexicographic), and choose the first 27 to continue with. The message that needs to be hashed is then converted into trits, and we choose to walk along the edge that corresponds to the three least significant trits of the message towards the next vertex. At this vertex, we consider the 27 outgoing edges that correspond to $(3,3)$-isogenies that intersect the dual of the previous isogeny trivially. Now we follow the edge that corresponds to the next three trits of the message. By excluding the other 13 (3,3)-isogenies, we avoid trivial cycles in our path by not (partially or fully) backtracking. This process is repeated until the entire message has been hashed. As output, an invariant of the resulting p.p. abelian surface is then returned.

Given that we will have to compute cubic roots in the computations, $p$ should ideally be chosen such that the valuation of $p^{2}-1$ at 3 is 1 in order to speed up the computations. In combination with our assumption $p \equiv 2 \bmod 3$, this means we want $p \equiv 2,5 \bmod 9$. Of course, we want $p$ large enough to provide ample security. The graph $\mathcal{G}_{p}$ was proven to be connected, see for example [27]. Even though the graph is not Ramanujan, in the $(2,2)$-case it still exhibits strong expander properties so we assume this to be the case for ( 3,3 )-isogenies as well. The set of edges of the graph is of size $\mathcal{O}\left(p^{3}\right)$, of which the majority consists of p.p. abelian surfaces corresponding to Jacobians of genus- 2 curves, and only $\mathcal{O}\left(p^{2}\right)$ corresponding to products of elliptic curves.

Remark 17. Since $p^{2} \equiv 1 \bmod 3$ we have $\sqrt{-3} \in \mathbb{F}_{p^{2}}$. Consequently, we can ignore the twisting factor -3 from Proposition 11 and identify $J_{r s t} /\left\langle T_{1}, T_{2}\right\rangle$ with $J_{r^{\prime} s^{\prime} t^{\prime}}$. This comes at the (negligible) expense of carrying an extra factor $\sqrt{-3}$ in our multiradical isogeny formulae (called twist in our code); see Remark 16.

### 6.2 Starting p.p. abelian surface

It is still an open problem whether one can generate a supersingular elliptic curve over a large prime field in reasonable time without knowing its endomorphism ring. This knowledge can in fact compromise the security of the associated cryptographic protocols, see for example [15]. Even though this has not been explicitly written down yet for superspecial p.p. abelian surfaces, it is not too far-fetched to assume the knowledge of its endomorphism ring can provide similar security risks. On the same note, it is not known how to construct a genus-2 curve of which the Jacobian is superspecial. Some exceptional curves are known however, see for example [25]. Note that all of these are curves with many automorphisms, possibly leading to small collisions at the start of the hash function. Ergo, the best starting vertex in our graph should be obtained by taking a random walk in the graph starting from one of these exceptional cases. Given that the isomorphism classes corresponding to products of elliptic curves have negligible occurrence for cryptographically large $p$, we can assume our starting vertex to be the Jacobian of a genus- 2 curve. Furthermore, we are interested in only 27 of the $40(3,3)$-subgroups of this Jacobian. Hence our starting point can be chosen as an $(r, s, t)$-parametrization from Section 5.1, where the $27(3,3)$-subgroups correspond precisely to those that intersect the (3,3)-subgroup determined by the $(r, s, t)$-parametrization trivially. This choice can be seen as having performed a step 0 in the hash function, where the kernel of the dual isogeny is determined by this ( $r, s, t$ )-parametrization.

### 6.3 Genus-2 curves versus products of elliptic curves

The cases of vertices corresponding to the Jacobians of genus-2 curves or the product of two elliptic curves will of course need to be handled differently with regards to computing the next edge in our graph. Apart from this internal code distinction, it is preferred that a hash function has a fixed size as output. The isomorphism class of the Jacobians of genus- 2 curves can be classified by their absolute Igusa invariants, which are ordered triplets, whereas products of elliptic curves are completely determined by an unordered pair of $j$-invariants. In order to unify these two types of invariants in one output, we first note that the entropy of the output is only $3 \log p$, and not $6 \log p$ as the absolute Igusa invariants may suggest. If one is okay with the hash function having a set that is sparse in a much larger set as output, one can apply the following method during the hashing. Whenever we arrive in a vertex corresponding to a product of elliptic curves, we (deterministically) take one more step in the graph without processing information, to a vertex corresponding to the Jacobian of a genus-2 curve again. Alternatively, if one only wants an output of the same length as there is entropy,
one needs to choose a function to reduce both the absolute Igusa invariants as well as the pair of $j$-invariants to something of size $3 \log p$.

### 6.4 Implementation

We implemented our (3,3)-hash function in Magma (version 2.26-1) and ran it on an $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R}) \mathrm{CPU} \mathrm{E} 5-2630 \mathrm{v} 2 @ 2.60 \mathrm{GHz}$ with 128 GB memory. For every prime size we averaged the speed over 100 random inputs of 1000 bits. A summary of our timed results can be found in the following table, where we included the timings of the $(2,2)$-hash function from [9] for comparison.

|  | $p \approx 2^{86}$ | $p \approx 2^{128}$ | $p \approx 2^{171}$ | $p \approx 2^{256}$ |
| :---: | :---: | :---: | :---: | :---: |
| bits of classical security | 128 | 192 | 256 | 384 |
| bits of quantum security | 86 | 128 | 170 | 256 |
| output bits | 516 | 768 | 1026 | 1536 |
| time per bit processed $(2,2)$ | 5.01 ms | 6.52 ms | 9.33 ms | 15.70 ms |
| time per bit processed $(3,3)$ (this work) | 4.70 ms | 4.87 ms | 5.54 ms | 6.36 ms |

To understand why the (3, 3)-hash function scales much better than the (2,2)hash function, we take a look at the breakdown of the computation cost in the following table.

|  | $p \approx 2^{86}$ | $p \approx 2^{128}$ | $p \approx 2^{171}$ | $p \approx 2^{256}$ |
| :---: | :---: | :---: | :---: | :---: |
| Tate pairings (cubic roots) | $7.0 \%$ | $8.5 \%$ | $11.2 \%$ | $14.3 \%$ |
| Compute $b_{4}$ 's (arithmetic) | $20.5 \%$ | $18.9 \%$ | $18.9 \%$ | $17.0 \%$ |
| Find other $b_{i}$ 's (two GCD's) | $16.4 \%$ | $15.9 \%$ | $15.8 \%$ | $15.2 \%$ |
| Reparametrize $r, s, t$ (Gröbner basis) | $54.6 \%$ | $55.3 \%$ | $52.7 \%$ | $52.2 \%$ |
| Isogenous curve (arithmetic) | $1.5 \%$ | $1.4 \%$ | $1.4 \%$ | $1.3 \%$ |

As $p$ grows, the degrees involved in the polynomials of step 3 and 4 in this table don't change, hence the complexity of these steps is only dependent on the arithmetic of the associated field $\mathbb{F}_{p^{2}}$. Asymptotically, root finding over finite fields $\mathbb{F}_{p^{2}}$ for large $p$ scales a lot worse than addition and multiplication, such that in the $(3,3)$-hash function step 1 in the table takes up a larger relative amount of work as $p$ grows. For $p$ large enough, this part of the computation will dominate the total cost. In the (2,2)-hash function on the other hand, the computation is already heavily dominated by the three (square) roots for small $p$, with only a handful of basic arithmetic operations.

Furthermore, the valuation of $p^{2}-1$ at $N$ determines the complexity of finding an $N$ th root of an element in $\mathbb{F}_{p^{2}}$. One can choose $p$ such that $9 \nmid p^{2}-1$ but at the very least we always have $8 \mid p^{2}-1$, which means cubic roots can be found significantly cheaper than square roots. In practice, Magma can compute cubic roots over $\mathbb{F}_{p^{2}}$ faster than square roots with a factor of about 2.7 for large enough $p$.

Additionally, for every three computed roots, the $(3,3)$-hash function can process 3 trits, whereas the (2,2)-hash function can only process 3 bits. Asymptotically we can thus expect the (3,3)-hash function to outperform the (2,2)-hash
function by a total factor of $2.7 \cdot(3 / 2)^{3} \approx 9$. For $\mathbb{F}_{p^{2}}$ with $p=2^{1024}+643$ for example, we see that (2,2)-hashing a 100 -bit message takes about 20.4 seconds, whereas (3,3)-hashing a 100-bit message takes about 2.26 seconds.
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## Appendix: code for 3-torsion

The following is the Magma code that accompanies Section 5.2. The essence can be found hard-coded in the hash function of our online repository at https:// github.com/KULeuven-COSIC/Multiradical-Isogenies, but these formulae are deemed important enough to add them in an appendix.

The variables $r, s, t$ in the code represent the domain of the (3,3)-isogeny, whereas $\mathrm{R}, \mathrm{S}, \mathrm{T}$ coincide with the parameters of the codomain. ${ }^{9}$ The variables $a, b, c$ represent cubic roots of factors of the Tate pairings. The variables $b 4 a b$ and b4bc represent solutions for $b_{4}$ in (9). Note that we work with $b_{4}$ instead of $b_{5}$ since in practice we want to be able to distinguish between a divisor and its inverse. From these two solutions for $b_{4}$, we compute a Gröbner basis to find solutions for the other $b_{i}$. Note that the formulae are general, but Magma struggles to work over a degree 54 extension of a function field in 3 variables. Hence, to make the code work standalone, we opted to work with a concrete example where $(R, S, T)=(2,5,-3)$. To verify the formulae in their generality, one can work over $\mathbb{Q}(R, S, T)$ where you adjoin only the cubic roots corresponding to for example $\mathrm{a}, \mathrm{b}$, and then assert that one of the degree 18 factors from the minimal polynomial of $b_{4}$ coincides with the product $\prod_{i=1}^{3} \prod_{j=1}^{3}\left(x^{2}-b_{4}\left(\zeta_{3}^{i} a, \zeta_{3}^{j} b\right)\right)$, where the product ranges over all possible cubic roots $\mathrm{a}, \mathrm{b}$.

```
clear;
Q := Rationals();
R := 2; S := 5; T := -3;
Qx<x> := PolynomialRing(Q);
Q<twist> := ext<Q | x^2 + 3>;
Qx<x> := PolynomialRing(Q);
1 := T;
:= S;
:= S*T + 1;
D4 := R^3 - 3*R*T + T^2 + T;
D5 := R^3*S - 3*R*S*T + S*T^2 + S*T + T;
D8 := R^2 - T;
```

[^8]```
D9 := R - 1
D10 := R*S - S*T - 1
D11 := S*T - S + 1;
DELTA := R^6*S^2 - 6*R^4*S^2*T - 3*R^4*S + 2*R^3*S^2*T^2 + 2*R^3*S^2*T
+ 3*R^3*S*T + R^3*S + R^3 + 9*R^2*S^2*T^2 + 6*R^2*S*T
- 6*R*S^2*T^3 - 6*R*S^2*T^2 - 9*R*S*T^2 - 3*R*S*T - 3*R*T + S^ 2*T^4
+ 2*S^2*T^3 + S^2*T^2 + 2*S*T^3 + 3*S*T^2 + T^2 + T;
r := -D2*D9*D8*(D5-R)/(D10^2*D4);
s := D10^3*D4^2/(D1*D2*D9^3*DELTA)
t := D2^2*D9^3*D8^3/(D10^3*D4^2);
d1 := t;
d2 := s;
d4 := r^3 - 3*r*t + t^2 + t;
d6 := r^3*s^2 - 3*r*s^2*t - 3*r*s + s^2*t^2 + s^2*t + 2*s*t + s + 1;
d7 := r^3*s^2*t + r^3*s - 3*r*s^2*t^2 - 3*r*s*t + s^2*t^3 + s^2*t^2 + 2*s*t^2 + t;
Q<a> := ext<Q | x^3 - d7>;
Q<b> := ext<Q | x^3 - d2*d4^2>;
Q<c> := ext<Q | x^3 - d1*d6^2>;
cofab1 := D1^2 *D4^4 *D10^8 /(D2^3*D8^6*D9^2*DELTA^2);
cofab2 := D1^2 *D4^4*D8 *D10^7 * *D11 /(D2^2*D8^^6*D9^2*DELTA^2)
cofab3 := D1 2 *D4^4*D8^2*D10^6 /(D2 *D8^6*D9^2*DELTA^2);
cofab4 := D1^2 *D4^2* D10^5 *D11 /(D2^2*D8^4*D9 *DELTA);
cofab5 := D1 *D4^2*D8* D10^4 /(D2 *D8^4*D9 *DELTA);
cofab6 := D1 *D3 *D4^2*D8^2*D10^3 /( D8^4*D9 *DELTA);
cofab7 := D1^2 *D10^2 / D8^2;
cofab8 := D1 *D10 / D8;
cofab9 :=
D11;
cofab1 *:= -6*S*T-2;
cofab2 *:= -2;
cofab3 *:= 6*S*T+4;
cofab4 *:= 2;
cofab5 *:= -6*S*T-2;
cofab6 *:= -6;
cofab7 *:= 6;
cofab8 *:= 6*S*T+4;
cofab9 *:= 2*S*T+1;
b4ab := twist* ((cofab9 + cofab8*a + cofab7*a^2) + (cofab6 + cofab5*a + cofab4*a^2)*b
+ (cofab3 + cofab2*a + cofab1*a^2)*b^2);
cofbc1 := 1 /(D2 *D4^3);
cofbc2 := D1^2 *D9 *D10 /(D2 *D4^3 *D8);
cofbc2 := D1 2 *D9 *D10, (D2 *D4 3 *D' *D8);
cofbc4 := D1 *D10^3 /(D2^2*D4 *D8^2*D9 *DELTA);
cofbc5 := D1^2 *D10^4 /(D2^2*D4 *D8^3 *DELTA);
cofbc6 := D1^3 *D9 *D10^5 /(D2^2*D4 *D5 *D8^4 *DELTA);
cofbc7 := D1 *D4 *D10^6 /(D2^3 *D8^4*D9^2*DELTA^2)
cofbc8 := D1^2*D4 *D10^7/(D2^3 *D8^5*D9 *DELTA^2)
cofbc9 := D1^4*D4 *D10^8 /(D2^3 *D5 *D8^6 *DELTA^2);
cofbc1 *:= R^9*S^2*T + R^9*S^2 - R^9*S - 6*R^8*S^2*T - 3*R^7*S^2*T^2 - 3*R^7*S^2*T
```



```
- 2*R^
```



```
+ 64*R^3*S^2*T^3 - R^3*S^2*T^2 + 11*R^3*S*T^4 + 103*R^3*S*T^3 + 11*R^3*S*T^2 + 14*R^3*T^3
+ 14*R^3*T^2 - 33*R^2*S^2*T^5 - 48*R^2*S^2*T^4 - 33*R^2*S^2*T\^3 - 15*R^2*S*T^4 - 15*R^2*S*T^3
- 18*R^2*T^3 + 9*R*S^2*T^6 + 15*R*S^2*T^5 + 15*R*S^2*T^4 + 9*R*S N 2*T^3 + 7*R*S*T^5
```



```
- 2*S^2*T^4 - S^2*T^3 - 3*S*T^6 + 9*S*T^5 + 9*S*T^4 - 3*S*T^3 - 2*T^5 + 14*T^4 - 2*T^3;
cofbc2 *:= -2*R^7*S + 8*R^6*S - 6*R^5*S + 6*R^5 + 2*R^4*S*T^2 - 22*R^4*S*T - 12*R^4*T
+22*R^3*S*T^2 + 28*R^3*S*T + 6*R^ 3*T - 18*R^2*S*T^3 - 24*R^2*S*T^2 - 6*R^2*S*T
+6*R^2*T^2 - 12*R^2*T + 4*R*S*T^4 + 20*R*S*T^3 - 2*R*S*T^2 + 6*R R T^ 3 + 6*R*T^2 -
4*S*T^4 - 2*S*T^3 + 2*S*T^2 - 12*T^3 + 6*T^2;
```

cofbc3 $*:=2 * \mathrm{R}^{\wedge} 8 * \mathrm{~S}-6 * \mathrm{R}^{\wedge} 7 * \mathrm{~S}+4 * \mathrm{R} \wedge 6 * \mathrm{~S} * \mathrm{~T}-8 * \mathrm{R} \wedge 5 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+16 * \mathrm{R} \wedge 5 * \mathrm{~S} * \mathrm{~T}+6 * \mathrm{R} \wedge 5 * \mathrm{~T}$
$-30 * \mathrm{R}^{\wedge} 4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-12 * \mathrm{R}^{\wedge} 4 * \mathrm{~T}+44 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+14 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R}^{\wedge} 3 * \mathrm{~T}^{\wedge} 2-10 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 4$
$-32 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3-22 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-12 * \mathrm{R}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3+6 * \mathrm{R}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2-6 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 4+36 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 3$
$+6 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R} * \mathrm{~T}^{\wedge} 3+6 * \mathrm{R} * \mathrm{~T}^{\wedge} 2+4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 5-4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 4-8 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+6 * \mathrm{~T}^{\wedge} 4-12 * \mathrm{~T}^{\wedge} 3$;
cofbc4 *: $=2 * \mathrm{R}^{\wedge} 9 * \mathrm{~S}^{\wedge} 2-2 * \mathrm{R}^{\wedge} 8 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}-4 * \mathrm{R}^{\wedge} 8 * \mathrm{~S}^{\wedge} 2+4 * \mathrm{R}^{\wedge} 8 * \mathrm{~S}-8 * \mathrm{R}^{\wedge} 7 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}+2 * \mathrm{R}^{\wedge} 7 * \mathrm{~S}^{\wedge} 2$
$-10 * \mathrm{R}^{\wedge} 7 * \mathrm{~S}+16 * \mathrm{R}^{\wedge} 6 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2+26 * \mathrm{R}^{\wedge} 6 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}-4 * \mathrm{R}^{\wedge} 5 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3-18 * \mathrm{R}^{\wedge} 5 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2-20 * \mathrm{R}^{\wedge} 5 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}$
$-10 * \mathrm{R}^{\wedge} 5 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+32 * \mathrm{R} \wedge 5 * \mathrm{~S} * \mathrm{~T}+6 * \mathrm{R}^{\wedge} 5 * \mathrm{~T}-22 * \mathrm{R}^{\wedge} 4 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3-24 * \mathrm{R}^{\wedge} 4 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2+4 * \mathrm{R}^{\wedge} 4 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}$
$-38 * \mathrm{R}^{\wedge} 4 * \mathrm{~S}^{2} \mathrm{~T}^{\wedge} 2-2 * \mathrm{R}^{\wedge} 4 * \mathrm{~S} * \mathrm{~T}-12 * \mathrm{R}^{\wedge} 4 * \mathrm{~T}+14 * \mathrm{R}^{\wedge} 3 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 4+72 * \mathrm{R}^{\wedge} 3 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3+40 * \mathrm{R}^{\wedge} 3 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2$
$+60 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+6 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R}^{\wedge} 3 * \mathrm{~T}^{\wedge} 2-2 * \mathrm{R}^{\wedge} 2 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 5-32 * \mathrm{R}^{\wedge} 2 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 4-64 * \mathrm{R}^{\wedge} 2 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3$
$-16 * R^{\wedge} 2 * S^{\wedge} 2 * T^{\wedge} 2-14 * R^{\wedge} 2 * S * T^{\wedge} 4-40 * R^{\wedge} 2 * S * T^{\wedge} 3-26 * R^{\wedge} 2 * S * T^{\wedge} 2-12 * R^{\wedge} 2 * T^{\wedge} 3+6 * R^{\wedge} 2 * T^{\wedge} 2$
$+4 * \mathrm{R} * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 5+22 * \mathrm{R} * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 4+20 * \mathrm{R} * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3+2 * \mathrm{R} * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2-10 * \mathrm{R} * \mathrm{~S} * \mathrm{~T} \wedge 4+52 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge}{ }^{\wedge} 3$
$+8 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R} * \mathrm{~T}^{\wedge} 3+6 * \mathrm{R} * \mathrm{~T}^{\wedge} 2-2 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 5-4 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 4-2 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3+6 * \mathrm{~S} * \mathrm{~T}^{\wedge} 5$
$-6 * \mathrm{~S} * \mathrm{~T}^{\wedge} 4-12 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+6 * \mathrm{~T}^{\wedge} 4-12 * \mathrm{~T}^{\wedge} 3$;
cofbc5 $*:=-2 * \mathrm{R}^{\wedge} 7 * \mathrm{~S}+4 * \mathrm{R} \wedge 6 * \mathrm{~S} * \mathrm{~T}+4 * \mathrm{R} \wedge 6 * \mathrm{~S}-2 * \mathrm{R} \wedge 6-6 * \mathrm{R} \wedge 5 * \mathrm{~S} * \mathrm{~T}-10 * \mathrm{R} \wedge 4 * \mathrm{~S} * \mathrm{~T} \wedge 2-10 * \mathrm{R} \wedge 4 * \mathrm{~S} * \mathrm{~T}$
$-6 * R^{\wedge} 4 * T+2 * R^{\wedge} 3 * S * T^{\wedge} 3+46 * R^{\wedge} 3 * S * T^{\wedge} 2+2 * R^{\wedge} 3 * S * T+14 * R^{\wedge} 3 * T^{\wedge} 2+14 * R^{\wedge} 3 * T-24 * R^{\wedge} 2 * S * T^{\wedge} 3$
$-24 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-18 * \mathrm{R}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2+10 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 4+2 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+10 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-6 * \mathrm{R} * \mathrm{~T}^{\wedge} 3-6 * \mathrm{R} * \mathrm{~T}^{\wedge} 2$

- $2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 5-2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-2 * \mathrm{~T}^{\wedge} 4+14 * \mathrm{~T}^{\wedge} 3-2 * \mathrm{~T}^{\wedge} 2$;
cofbc6 *: $=2 * \mathrm{R}^{\wedge} 8 * \mathrm{~S}-6 * \mathrm{R}^{\wedge} 7 * \mathrm{~S} * \mathrm{~T}+4 * \mathrm{R}^{\wedge} 6 * \mathrm{~S} * \mathrm{~T}+16 * \mathrm{R}^{\wedge} 5 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-8 * \mathrm{R}^{\wedge} 5 * \mathrm{~S} * \mathrm{~T}+6 * \mathrm{R}^{\wedge} 5 * \mathrm{~T}$
$-30 * \mathrm{R}^{\wedge} 4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-12 * \mathrm{R}^{\wedge} 4 * \mathrm{~T}^{\wedge} 2+14 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+44 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R}^{\wedge} 3 * \mathrm{~T}^{\wedge} 2-22 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 4$
$-32 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3-10 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3-12 * \mathrm{R}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 5+36 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 4$
$-6 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+6 * \mathrm{R} * \mathrm{~T}^{\wedge} 4+6 * \mathrm{R} * \mathrm{~T}^{\wedge} 3-8 * \mathrm{~S} * \mathrm{~T}^{\wedge} 5-4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 4+4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3-12 * \mathrm{~T}^{\wedge} 4+6 * \mathrm{~T}^{\wedge} 3$;
cofbc7 *: $=2 * \mathrm{R}^{\wedge} 9 * \mathrm{~S}^{\wedge} 2-4 * \mathrm{R}^{\wedge} 8 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}-2 * \mathrm{R}^{\wedge} 8 * \mathrm{~S}^{\wedge} 2+4 * \mathrm{R}^{\wedge} 8 * \mathrm{~S}+2 * \mathrm{R}^{\wedge} 7 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2-8 * \mathrm{R}^{\wedge} 7 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}$
$-10 * \mathrm{R}^{\wedge} 7 * \mathrm{~S} * \mathrm{~T}+26 * \mathrm{R}^{\wedge} 6 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2+16 * \mathrm{R}^{\wedge} 6 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}-20 * \mathrm{R}^{\wedge} 5 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3-18 * \mathrm{R}^{\wedge} 5 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2-4 * \mathrm{R}^{\wedge} 5 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}$
$+32 * R^{\wedge} 5 * S * T^{\wedge} 2-10 * R \wedge 5 * S * T+6 * R \wedge 5 * T+4 * R^{\wedge} 4 * S^{\wedge} 2 * T^{\wedge} 4-24 * R^{\wedge} 4 * S^{\wedge} 2 * T^{\wedge} 3-22 * R^{\wedge} 4 * S^{\wedge} 2 * T^{\wedge} 2$
$-2 * \mathrm{R} \wedge 4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3-38 * \mathrm{R}^{\wedge} 4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-12 * \mathrm{R} \wedge 4 * \mathrm{~T}^{\wedge} 2+40 * \mathrm{R} \wedge 3 * \mathrm{~S}^{\wedge} \wedge 2 * \mathrm{~T}^{\wedge} 4+72 * \mathrm{R}^{\wedge} 3 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3+14 * \mathrm{R}^{\wedge} 3 * \mathrm{~S}^{\wedge}{ }^{\wedge} 2 * \mathrm{~T}^{\wedge} 2$
$+6 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+60 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R}^{\wedge} 3 * \mathrm{~T}^{\wedge} 2-16 * \mathrm{R}^{\wedge} 2 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 5-64 * \mathrm{R}^{\wedge} 2 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 4-32 * \mathrm{R}^{\wedge} 2 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 3$
$-2 * \mathrm{R}^{\wedge} 2 * \mathrm{~S}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2-26 * \mathrm{R} \wedge 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 4-40 * \mathrm{R} \wedge 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3-14 * \mathrm{R} \wedge 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R} \wedge 2 * \mathrm{~T}^{\wedge} 3-12 * \mathrm{R}^{\wedge} 2 * \mathrm{~T}^{\wedge} 2$
$+2 * R * S^{\wedge} 2 * T^{\wedge} 6+20 * R * S^{\wedge} 2 * T^{\wedge} 5+22 * R * S^{\wedge} 2 * T^{\wedge} 4+4 * R * S^{\wedge} 2 * T^{\wedge} 3+8 * R * S * T^{\wedge} 5+52 * R * S * T^{\wedge} 4$
$-10 * R * S * T \wedge 3+6 * R * T^{\wedge} 4+6 * R * T \wedge 3-2 * S^{\wedge} 2 * T^{\wedge} 6-4 * S^{\wedge} 2 * T^{\wedge} 5-2 * S^{\wedge} 2 * T^{\wedge} 4-12 * S * T^{\wedge} 5$ $-6 * S * T \wedge 4+6 * S * T \wedge 3-12 * T^{\wedge} 4+6 * T^{\wedge} 3$;
cofbc8 *: $=-2 * \mathrm{R}^{\wedge} 7 * \mathrm{~S}+8 * \mathrm{R} \wedge 6 * \mathrm{~S} * \mathrm{~T}-6 * \mathrm{R}^{\wedge} 5 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R}^{\wedge} 5 * \mathrm{~T}-22 * \mathrm{R}^{\wedge} 4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+2 * \mathrm{R}^{\wedge} 4 * \mathrm{~S} * \mathrm{~T}$
$-12 * \mathrm{R}^{\wedge} 4 * \mathrm{~T}+28 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+22 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+6 * \mathrm{R}^{\wedge} 3 * \mathrm{~T}^{\wedge} 2-6 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 4-24 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T} \wedge 3$
$-18 * R^{\wedge} 2 * S * T^{\wedge} 2-12 * R^{\wedge} 2 * T^{\wedge} 3+6 * R^{\wedge} 2 * T^{\wedge} 2-2 * R * S * T^{\wedge} 4+20 * R * S * T^{\wedge} 3+4 * R * S * T \wedge 2+6 * R * T^{\wedge} 3$
$+6 * R * T^{\wedge} 2+2 * S * T^{\wedge} 5-2 * S * T^{\wedge} 4-4 * S * T^{\wedge} 3+6 * T^{\wedge} 4-12 * T^{\wedge} 3$;
cofbc9 $*:=-8 * \mathrm{R}^{\wedge} 7 * \mathrm{~S}+10 * \mathrm{R} \wedge 6 * \mathrm{~S} * \mathrm{~T}+10 * \mathrm{R} \wedge 6 * \mathrm{~S}-2 * \mathrm{R} \wedge 6+12 * \mathrm{R} \wedge 5 * \mathrm{~S} * \mathrm{~T}-40 * \mathrm{R} \wedge 4 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-40 * \mathrm{R} \wedge 4 * \mathrm{~S} * \mathrm{~T}$
$-6 * \mathrm{R}^{\wedge} 4 * \mathrm{~T}+8 * \mathrm{R} \wedge 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+64 * \mathrm{R}^{\wedge} 3 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2+8 * \mathrm{R} \wedge 3 * \mathrm{~S} * \mathrm{~T}+14 * \mathrm{R}^{\wedge} 3 * \mathrm{~T}^{\wedge} 2+14 * \mathrm{R} \wedge 3 * \mathrm{~T}-6 * \mathrm{R}^{\wedge} 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 3$
$-6 * \mathrm{R} \wedge 2 * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-18 * \mathrm{R} \wedge 2 * \mathrm{~T}^{\wedge} 2+4 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 4-28 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 3+4 * \mathrm{R} * \mathrm{~S} * \mathrm{~T}^{\wedge} 2-6 * \mathrm{R} * \mathrm{~T} \wedge 3-6 * \mathrm{R} * \mathrm{~T}^{\wedge} 2$
$-2 * S * T^{\wedge} 5+6 * S * T \wedge 4+6 * S * T^{\wedge} 3-2 * S * T^{\wedge} 2-2 * T^{\wedge} 4+14 * T^{\wedge} 3-2 * T^{\wedge} 2$;
$b 4 b c:=$ twist* ( $\left(\operatorname{cofbc} 1+\operatorname{cofbc} 2 * c+\operatorname{cofbc} 3 * c^{\wedge} 2\right)+(\operatorname{cofbc} 4+\operatorname{cofbc5*c}+\operatorname{cofbc6*c\wedge 2)*b}$
$\left.+\left(\operatorname{cofbc} 7+\operatorname{cofbc} 8 * c+\operatorname{cofbc} 9 * c^{\wedge} 2\right) * b^{\wedge} 2\right)$;
Qbi<b1,b2,b3,b5,b6,b7> := PolynomialRing(Q,6);
Qx<x> := PolynomialRing(Qbi);
H1 := x^2 + R*x + T;
lambda1 : = 4*S;
$\mathrm{G} 1:=(\mathrm{S}-\mathrm{S} * \mathrm{~T}-1) * \mathrm{x}^{\wedge} 3+3 * \mathrm{~S} *(\mathrm{R}-\mathrm{T}) * \mathrm{x}^{\wedge} 2+3 * \mathrm{~S} * \mathrm{R} *(\mathrm{R}-\mathrm{T}) * \mathrm{x}-\mathrm{S} * \mathrm{~T}^{\wedge} 2+\mathrm{S} * \mathrm{R}^{\wedge} 3+\mathrm{T}$;
$\mathrm{F}:=\mathrm{G} 1^{\wedge} 2+$ lambda $1 * \mathrm{H} 1 \wedge 3$;
bis := [];
for $b 4$ in [b4ab,b4bc] do
Fbi : $=\left(\mathrm{b} 4 * \mathrm{x}^{\wedge} 3+\mathrm{b} 3 * \mathrm{x}^{\wedge} 2+\mathrm{b} 2 * \mathrm{x}+\mathrm{b} 1\right)^{\wedge} 2+\mathrm{b} 7 *\left(\mathrm{x}^{\wedge} 2+\mathrm{b} 6 * \mathrm{x}+\mathrm{b} 5\right)^{\wedge} 3$;
$\mathrm{I}:=\{\mathrm{Eltseq}(\mathrm{F})[\mathrm{i}]-$ Eltseq(Fbi)$[\mathrm{i}]: \mathrm{i}$ in [1..7]\};
GB := GroebnerBasis(I);
roots := [Roots(UnivariatePolynomial(GB[i]))[1][1] : i in [1..6]];
bi := roots[1..3] cat [b4] cat roots[4..6];
Append( ${ }^{\sim}$ bis, bi);
end for;
C := HyperellipticCurve(F);
$\mathrm{J}:=$ Jacobian (C);
for bi in bis do
$\mathrm{T}:=\mathrm{J}$ ! [Qx ! (bi[5..6] cat [1]), Qx ! bi[1..4]];
assert $3 * T$ eq J ! 0 ;
end for;


[^0]:    imec-COSIC, Kasteelpark Arenberg 10/2452, 3001 Leuven (Heverlee), Belgium
    wouter.castryck@esat.kuleuven.be, thomas.decru@esat.kuleuven.be

[^1]:    ${ }^{1}$ There is no real reason why one cannot consider all edges in this first step. Restricting to only $\kappa$ choices however streamlines the algorithm.

[^2]:    ${ }^{2}$ For example, if $N$ is odd, then the formulae for $2 P_{1}^{\prime}, \ldots, 2 P_{g}^{\prime}$ are obtained from those for $P_{1}^{\prime}, \ldots, P_{g}^{\prime}$ by feeding the latter to the formula for doubling on $A^{\prime}$.

[^3]:    ${ }^{3}$ We refer the interested reader to [30] for general background on moduli spaces of abelian varieties, although we note that we did not manage to pinpoint the precise statements needed for our purposes in the existing literature. It lies beyond our scope to study this in detail, but let us add the disclaimer that this may involve tweaks to our group-theoretic discussion, e.g., in order to obtain a coarse moduli space one may need to work modulo $\left\{ \pm \mathbb{I}_{g}\right\}$ to account for the -1-automorphism.
    ${ }^{4}$ These varieties may be geometrically reducible; more precisely, for $H \subseteq \operatorname{GSp}_{2 g}\left(\mathbb{Z}_{n}\right)$ we expect $\mathcal{A}_{g}(H)$ to decompose into $\left[\mathbb{Z}_{n}^{*}: d(H)\right]$ irreducible components over $\mathbb{Q}\left(\zeta_{n}\right)$.

[^4]:    ${ }^{5}$ Note however that the addendum is an even stronger statement, e.g., in view of Remark 8.

[^5]:    ${ }^{6}$ Remark that the quadratic extension $\mathbb{Q}(\sqrt{5})$ would suffice, but adding $\zeta_{5}$ makes for easier notation up ahead.

[^6]:    ${ }^{7}$ As long as no $\delta_{i}$ vanishes.

[^7]:    ${ }^{8}$ Performing a straightforward Gröbner basis computation in $\mathbb{Q}\left[r, s, t, b_{1}, \ldots, b_{7}\right]$ will quickly result in memory issues. Instead, one can first transform $F_{r^{\prime} s^{\prime} t^{\prime}}$ to the more generic form $x^{6}+a x^{4}+b x^{3}+c x^{2}+d x+e$ to suppress the high degrees of $r^{\prime}, s^{\prime}, t^{\prime}$. Next, one can compute the Gröbner basis over $\mathbb{F}_{p}\left[a, b, c, d, e, b_{1}, \ldots, b_{7}\right]$ for many $p$, then lift the solution to $\mathbb{Q}\left[a, b, c, d, e, b_{1}, \ldots, b_{7}\right]$ with the Chinese remainder theorem.

[^8]:    ${ }^{9}$ Remark that we want the codomain curve to have small integer parameters, so in the code these are defined first, after which we use the dual isogeny to compute the more elaborate rational parameters of the domain curve.

