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#### Abstract

We study the problem of obtaining 2-round interactive arguments for NP with weak zero-knowledge (weak ZK) [Dwork et al., 2003] or with strong witness indistinguishability (strong WI) [Goldreich, 2001] under polynomially hard falsifiable assumptions. We consider both the delayed-input setting [Jain et al., 2017] and the standard non-delayedinput setting, where in the delayed-input setting, (i) prover privacy is only required to hold against delayed-input verifiers (which learn statements in the last round of the protocol) and (ii) soundness is required to hold even against adaptive provers (which choose statements in the last round of the protocol). Concretely, we show the following black-box (BB) impossibility results by relying on standard cryptographic primitives. 1. It is impossible to obtain 2-round delayed-input weak ZK arguments under polynomially hard falsifiable assumptions if BB reductions are used to prove soundness. This result holds even when non-black-box techniques are used to prove weak ZK. 2. It is impossible to obtain 2 -round non-delayed-input strong WI arguments and 2-round publicly verifiable delayed-input strong WI arguments under polynomially hard falsifiable assumptions if a natural type of BB reductions, called "oblivious" BB reductions, are used to prove strong WI. 3. It is impossible to obtain 2-round delayed-input strong WI arguments under polynomially hard falsifiable assumptions if BB reductions are used to prove both soundness and strong WI (the BB reductions for strong WI are required to be oblivious as above). Compared with the above result, this result no longer requires public verifiability in the delayed-input setting.


## 1 Introduction

Zero-knowledge (ZK) proofs and arguments have been extensively used in cryptography due to their powerful security. Informally, their security guarantees that an honest prover can convince a verifier of the validity of a statement without revealing anything beyond it. More formally, the zero-knowledgeness (ZK) guarantees that for any verifier there exists a (efficient) simulator such that for
any distinguisher, the output of the simulator (which is given a statement and is executed alone) is indistinguishable from the output of the verifier (which interacts with an honest prover that proves the validity of the statement).

The powerful security of ZK protocols however comes with a cost: it is known that ZK protocols require at least three rounds for any language outside of BPP [18]. This lower bound limits the applicability of ZK protocols since many applications require that the number of interactions is at most two rounds.

Fortunately, it has been shown that by weakening the definition of ZK, we can obtain useful security notions that can be achieved in less than three rounds. ${ }^{1}$ Such security notions include witness indistinguishability (WI) [14, 11], witness hiding (WH) [14, 5], strong WI [17, 25], weak ZK [12, 5], super-polynomial-time simulation (SPS) ZK [31], and ZK against bounded-size verifiers [4].

Still, the state-of-the-art is not satisfactory since many of the existing 2round constructions for them are based on super-polynomially hard assumptions (i.e., assumptions against adversaries that run in fixed super-polynomial time) $[25,5,31,27,2,4,26,1,20,28]$. Indeed, for some of the above security notions (such as strong WI and weak ZK as explained below), no 2-round construction is currently known under polynomially hard standard assumptions. This situation is frustrating since for WI, it has long been known that 2-round (or even non-interactive) constructions can be obtained from polynomially hard standard assumptions [11, 22].

In this work, we study whether the use of super-polynomially hard assumptions is unavoidable in these existing 2-round protocols, focusing on the cases of weak ZK and strong WI.

Weak ZK. Weak ZK is defined identically with ZK except that the order of the quantifier is reversed, i.e., it is now required that for any verifier $V^{*}$ and any distinguisher $D$, there exists a simulator $S$ (which may depend on both $V^{*}$ and $D)$ such that the distinguisher $D$ cannot distinguish the output of the simulator $S$ from the output of the verifier $V^{*}$. Weak ZK is weaker than ZK but still implies WI and WH.

Currently, two positive results are known about 2-round weak ZK, where one is shown in the delayed-input setting [25]-i.e., in the setting where (i) an honest verifier can create its first-round message without knowing the statement to be proven, (ii) soundness is required to hold even against any adaptive prover, which can choose the statement to prove in the last round of the protocol (i.e., after seeing the verifier's first-round message), and (iii) weak ZK is only required to hold against any delayed-input verifier, which creates its first-round message without knowing the statement to be proven. Note that the delayed-input setting and the standard (non-delayed-input) setting are incomparable since the former considers soundness against stronger provers whereas the latter considers weak ZK against stronger verifiers.

In the delayed-input setting, Jain et al. [25] constructed a 2-round argument that satisfies distributional $\epsilon$-weak $Z K$ for any inverse polynomial $\epsilon$, where

[^0]distributional $\epsilon$-weak ZK is weaker than the standard weak ZK in that (i) the simulator is only required to work for random statements that are sampled from a distribution $\mathcal{D}$ and (ii) the distinguishing gap between the verifier's output and the simulator's output is only bounded by the inverse polynomial $\epsilon$ (the simulator is allowed to depend on both $\mathcal{D}$ and $\epsilon$ ). The security of their protocol is proven under a quasi-polynomially hard assumption.

In the standard setting, Bitansky et al. [5] constructed a 2-round argument that is $\epsilon$-weak ZK for any inverse polynomial $\epsilon$ under super-polynomially hard assumptions. ${ }^{2}$

Strong WI. Strong WI guarantees that for any two indistinguishable distributions $\mathcal{D}^{0}, \mathcal{D}^{1}$ over statements, no verifier can distinguish a proof for a random statement $x \leftarrow \mathcal{D}^{0}$ from a proof for a random statement $x \leftarrow \mathcal{D}^{1}$. A typical application of strong WI is proof of honest behaviors: for example, when a strong WI protocol is used to prove that a commitment is correctly generated, it directly guarantees that the hiding property of the commitment is preserved. (In contrast, the standard WI does not guarantee anything when the commitment is perfectly binding.)

In the delayed-input setting, Jain et al. [25] constructed a 2-round strong WI argument under a quasi-polynomially hard assumption. In the standard setting, the above-mentioned result about 2-round weak ZK [5] also holds for 2-round strong WI since $\epsilon$-weak ZK implies strong WI.

### 1.1 Our Results

At a high level, we show impossibility results about obtaining 2-round weak ZK and strong WI protocols under "standard assumptions" by using "standard techniques." Following previous works (e.g., [16]), we formalize "standard assumptions" and "standard techniques" by using falsifiable assumptions and black-box $(B B)$ reductions, respectively. Roughly speaking, (polynomially hard) falsifiable assumptions are the assumptions that are modeled as interactive games between a polynomial-time adversary and a polynomial-time challenger, where a falsifiable assumption $(C, c)$ is considered true if no polynomial-time adversary can make the challenger $C$ output 1 with probability non-negligibly higher than the threshold $c \in[0,1]$. Essentially all standard cryptographic assumptions are falsifiable, including both general assumptions (e.g., the existence of one-way functions) and concrete ones (e.g., the RSA, DDH, and LWE assumptions). Regarding BB reductions, we consider two types of BB reductions, one is for soundness and the other is for strong WI. These two types are explained below with our results.

BB impossibility of 2-round weak ZK. Our first impossibility result is about obtaining 2-round weak ZK protocols while using BB reductions in the

[^1]proof of soundness. Here, BB reductions are defined for soundness as follows: for a 2-round weak ZK argument $(P, V)$, we say that the soundness of $(P, V)$ is proven by a $B B$ reduction based on a falsifiable assumption $(C, c)$ if there exists a polynomial-time oracle machine (or $B B$ reduction) $R$ such that for any verifier $V^{*}$ that breaks the soundness of $(P, V)$, the machine $R^{V^{*}}$ breaks the assumption $(C, c)$.

Theorem (informal). Assume the existence of one-way functions. Then, there exists an NP language $\boldsymbol{L}$ such that if (i) there exists a 2-round delayed-input distributional $\epsilon$-weak $Z K$ argument for $\boldsymbol{L}$ and (ii) its adaptive soundness is proven by a $B B$ reduction based on a falsifiable assumption $(C, c)$, then the assumption $(C, c)$ is false.
(The formal statement is given as Theorem 1 in Section 7.) We note that using BB reductions in the proof of soundness is quite common, and in particular, BB reductions are used in the proof of soundness in the above-mentioned two positive results of 2-round weak ZK $[25,5] .^{3}$ (In fact, to the best of our knowledge, currently there do not exist any non- BB technique that can be used to prove the soundness of 2 -round interactive arguments.) This result therefore matches with the positive result of [25] (note that this result holds even for the distributional $\epsilon$ weak ZK version of weak ZK) and thus explains why the use of super-polynomialtime hardness is required in [25]. Finally, we note that this result holds even when non-BB techniques are used in the proof of weak ZK.

Let us explain informally what this result says about the difficulty of obtaining 2-round weak ZK protocols under polynomially hard assumptions. First, in the delayed-input setting, this result directly explains the difficulty: to overcome this result, we need to prove the soundness of 2-round arguments by using nonBB techniques, ${ }^{4}$ but given the state-of-the-art, this approach seems to require novel techniques. Second, even in the standard setting, this result partially explains the difficulty: to overcome this result, we need to consider protocols that are inherently not adaptively sound, and thus, we need to be careful when using the popular FLS paradigm [13]. Indeed, if we naively use the FLS paradigm (where the verifier sets up a "trapdoor statement" in the first round and the prover gives a WI proof in the second round to prove that either the actual statement is true or the trapdoor statement is true), it is often the case that the first-round message is independent of the statement and as a result adaptive soundness holds whenever soundness holds.

BB impossibility of 2-round strong WI (non-delayed-input or publicly verifiable). Our second impossibility result is about obtaining 2-round strong WI protocols while using a certain type of BB reductions in the proof of strong WI. Specifically, we consider BB reductions that we call oblivious BB reductions,

[^2]which are defined roughly as follows: for a 2-round strong WI protocol $(P, V)$, we say that the strong $W I$ of $(P, V)$ is proven by an oblivious $B B$ reduction based on a falsifiable assumption $(C, c)$ if there exists a polynomial-time oracle machine (or oblivious BB reduction) $R$ such that for any verifier $V^{*}$ that breaks the strong WI of $(P, V)$ w.r.t. some distributions $\mathcal{D}^{0}, \mathcal{D}^{1}$, the machine $R^{V^{*}, \mathcal{D}^{0}, \mathcal{D}^{1}}$ either breaks the assumption $(C, c)$ or distinguishes the distributions $\mathcal{D}^{0}$ and $\mathcal{D}^{1}$. We note that $R$ is oblivious to the distributions $\mathcal{D}^{0}, \mathcal{D}^{1}$ in the sense that $R$ is defined before the distributions $\mathcal{D}^{0}, \mathcal{D}^{1}$ are specified. ${ }^{5}$ (We emphasize that $R$ is given oracle access to $\mathcal{D}^{0}, \mathcal{D}^{1}$.)

Theorem (informal). Assume the existence of CCA-secure PKE. Then, there exists an NP language $\boldsymbol{L}$ such that the following hold.

1. If there exists a 2-round (non-delayed-input) strong WI protocol for $\boldsymbol{L}$ and its strong $W I$ is proven by an oblivious $B B$ reduction based on a falsifiable assumption $(C, c)$, then the assumption $(C, c)$ is false.
2. If there exists a 2 -round publicly verifiable delayed-input strong WI protocol ${ }^{6}$ for $\boldsymbol{L}$ and its strong WI is proven by an oblivious $B B$ reduction based on a falsifiable assumption $(C, c)$, then the assumption $(C, c)$ is false.
(The formal statement is given as Theorem 3 and Theorem 4 in Section 7.) We note that obliviousness is a natural property for BB reductions, and for example oblivious reductions are used in the above-mentioned positive result of 2-round strong WI [25] and in the trivial proof showing that ZK implies strong WI [17, Proposition 4.6.3]. (Indeed, we are not aware of any non-oblivious reduction that can be used to prove strong WI for NP w.r.t. all distributions.) We also note that the second part of this result in particular holds for strong WI versions of ZAPs [11] and ZAP arguments [1, 20, 28].

Let us explain informally what this result says about the difficulty of obtaining 2-round strong WI protocols under polynomially hard assumptions. In particular, since the only way to overcome this result is to use non-BB or non-oblivious techniques in the proof of strong WI (as long as we consider non-delayed-input or publicly verifiable protocols), let us explain informally the difficulty of using these two types of techniques.

- Let us first see the difficulty of using non-BB techniques. We first note that for witness hiding, there exists a non- BB technique [5] such that (i) it can be used to prove the prover privacy of 2-round arguments under polynomially hard assumptions and (ii) we can use it while proving soundness under polynomially hard assumptions (such as the existence of witness encryption schemes [15]). Unfortunately, the usage of this technique in the witness hiding setting strongly relies on a certain property of witness hiding (concretely,

[^3]the property that a successful cheating verifier against witness hiding outputs a witness for the statement). As a result, it is currently unclear whether we can use this (or any other) non-BB technique in the setting of strong WI while proving soundness under polynomially hard assumptions.

- Let us next see the difficulty of using non-oblivious techniques. The main difficulty is that when we consider strong WI that holds for all NP w.r.t. all distributions over statements, we currently do not have any technique that makes non-oblivious use of distributions. As a result, it is currently unclear whether any non-oblivious technique is useful to obtain 2-round strong WI under polynomially hard assumptions.

BB impossibility of 2-round strong WI (delayed-input). Our third impossibility result is about obtaining 2-round strong WI arguments while using BB reductions in the proofs of soundness and strong WI. The motivation behind this result is to give an impossibility result about 2-round privately verifiable delayed-input strong WI protocols (for which the above result does not hold).

Theorem (informal). Assume the existence of trapdoor permutations. Then, there exists an NP language $\boldsymbol{L}$ such that if (i) there exists a 2-round delayedinput strong WI argument for $\boldsymbol{L}$, (ii) its soundness is proven by a BB reduction based on a falsifiable assumption ( $C, c$ ), and (iii) its strong WI is proven by an oblivious $B B$ reduction based on a falsifiable assumption $\left(C^{\prime}, c^{\prime}\right)$, then either the assumption $(C, c)$ or the assumption $\left(C^{\prime}, c^{\prime}\right)$ is false.
(The formal statement is given as Theorem 2 in Section 7.) We note that this result matches with the positive result of [25] since BB reductions are used for both soundness and strong WI in the result of [25] (the one for strong WI is oblivious). Thus, this result explains why the use of super-polynomial-time hardness is required in [25].

Let us explain informally what this result says about the difficulty of obtaining 2-round strong WI protocols under polynomially hard assumptions. Compared with the above result, this result holds even for 2-round privately verifiable delayed-input strong WI protocols, but it holds only when BB reductions are used in the proof of soundness. Still, it seems reasonable to think that this result explains the difficulty of obtaining 2-round strong WI protocols almost as strongly as the above one since, as in the case of 2-round weak ZK, novel techniques are likely to be required to obtain 2-round strong WI protocols without using BB reductions in the proof of soundness.

Summary. In Table 1, we summarize the settings that we consider in our impossibility results (standard v.s. delayed-input) for each combination of the types of reductions ( BB and non- BB reductions for soundness and weak ZK , and oblivious BB , non-oblivious BB , and non- BB reductions for strong WI). For example, "delayed-input" in the cell that corresponds to BB for soundness and BB for weak ZK indicates that one of our results (concretely, the first result) shows the impossibility of 2-round delayed-input weak ZK arguments when BB techniques are used for both soundness and weak ZK.

Table 1. Summary of the settings that we consider in our impossibility results.

|  |  | weak ZK |  | strong WI |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | BB | non-BB | obl. BB | non-obl. BB <br> \& non-BB |
| Sound | BB | delayed-input | delayed-input | standard <br> delayed-input |  |
|  | standard |  |  |  |  |
|  |  |  | sterifiable delayed-input |  |  |

## 2 Our Techniques

### 2.1 BB Impossibility of 2-Round Delayed-Input Weak ZK

We first explain how we obtain our BB impossibility result about 2-round delayed-input weak ZK. This result is technically less involved and is used in a non-modular way in one of our BB impossibility results about strong WI.

At a very high level, we obtain our result about weak ZK by obtaining a BB impossibility result about $(t, \epsilon)$-zero-knowledge [8], which is defined identically with the standard zero-knowledge except that (i) the definition is parameterized by a polynomial $t$ and an inverse polynomial $\epsilon$, (ii) the running time of the distinguisher is bounded by $t$, and (iii) the distinguishing gap is bounded by $\epsilon$ (the simulator is allowed to depend on both $t$ and $\epsilon$ ). Note that $(t, \epsilon)$-ZK is defined with the same order of quantifier as the standard ZK (i.e., in the form " $\forall V^{*} \exists S \forall D \ldots$ ") and thus seems much stronger than weak ZK. Nonetheless, it is known that weak ZK implies $(t, \epsilon)$-ZK for every polynomial $t$ and inverse polynomial $\epsilon$ (with no modification to the protocol) [8]. Thus, to obtain a BB impossibility result on weak ZK, it suffices to obtain it on $(t, \epsilon)$-ZK.

Before explaining how we obtain a BB impossibility result about $(t, \epsilon)-\mathrm{ZK}$, let us explain a subtle difference between $(t, \epsilon)$-ZK and the standard ZK. Specifically, we note that in $(t, \epsilon)$-ZK (in particular, the one that is defined in [8] and shown to be implied by weak ZK), the indistinguishability between a real proof and simulation is only guaranteed to hold against uniform distinguishers, i.e., distinguishers that take no auxiliary input other than the one that is given to the verifier and the simulator.

Somewhat surprisingly, this subtle difference causes difficulties when we try to obtain impossibility results about $(t, \epsilon)-\mathrm{ZK}$ by using known techniques. Indeed, the classical impossibility result of 2-round ZK [18] does not hold for $(t, \epsilon)$-ZK exactly due to this difference. Also, known techniques in BB impossibility literature, such as those that have been used for the BB impossibility of other 2-round interactive protocols [16, 7, 9], also require non-uniform indistinguishability and thus cannot be used for $(t, \epsilon)$-ZK directly.

Roughly speaking, we overcome the difficulties as follows. First, we observe that weak ZK implies $(t, \epsilon)$-ZK with non-uniform indistinguishability if we allow the simulator of $(t, \epsilon)$-ZK to run in a "pre-processing" manner, i.e., in a manner that the simulator is computationally unbounded before receiving the
statement. (More specifically, the simulator is separated into two parts, a preprocessing simulator and a main simulator, where the pre-processing simulator is computationally unbounded and creates short trapdoor information without knowing the statement, and the main simulator takes the statement along with the trapdoor information and simulates the verifier's output in polynomial time.) Second, we observe that the meta-reduction techniques, which have been used for the BB impossibility of other 2-round interactive protocols [16, 7, 9], can be used naturally to obtain a BB impossibility result about 2-round delayed-input pre-processing $(t, \epsilon)-\mathrm{ZK}$. More details are explained below.

Step 1. Showing that weak ZK implies pre-processing $(t, \epsilon)$-ZK. We first note that, as already observed in [8], weak ZK implies $(t, \epsilon)$-ZK with non-uniform indistinguishability if we allow the simulator of $(t, \epsilon)$-ZK to be non-uniform, i.e., if we only require that for each auxiliary input $z_{V}$ to the verifier there exists an auxiliary input $z_{S}$ to the simulator such that on input $z_{S}$, the simulator works for any (non-uniform) distinguisher. Now, the problem is that it is in general not possible to compute a "good" $z_{S}$ from $z_{V}$ efficiently. Thus, we give the simulator unbounded computing power so that it can compute a good $z_{S}$ from $z_{V}$ by brute force. To make sure that the simulator can compute a good $z_{S}$ before receiving the statement, we further weaken the definition of $(t, \epsilon)-\mathrm{ZK}$ and consider the distributional version of it, where the simulator is only required to work for random statements that are sampled from a certain distribution. Since it is now sufficient for the simulator to find a good $z_{S}$ for random statements, the simulator can find it before obtaining the actual statement.

Step 2. Showing BB impossibility of pre-processing $(t, \epsilon)$-ZK. We obtain a BB impossibility result about 2-round delayed-input pre-processing $(t, \epsilon)$-ZK by appropriately modifying a proof that is given in [7,9] for the BB impossibility of 2-round super-polynomial-simulation (SPS) $Z K$, where the simulator is allowed to run in fixed super-polynomial time $T .^{7}$ To see how we modify the proof of $[7,9]$, consider for example a step in the proof where it is shown that the simulator creates an accepting proof for a false statement. In [7, 9], this property is shown by (i) first observing that the simulator creates an accepting proof for a true statement due to the indistinguishability of simulation (note that an honest prover does so with probability 1 by completeness) and then (2) observing that the simulator creates an accepting proof even for a false statement due to the indistinguishability between true and false statements (since the simulator runs in super-polynomial time $T$, it is assumed that true and false statements are indistinguishable in poly $(T)$ time). Clearly, when the simulator is computationally unbounded, the second step of this argument fails since the simulator can distinguish true and false statements by brute force. Nevertheless, in the

[^4]pre-processing model, we can still show the same property by relying on the non-uniform polynomial-time indistinguishability of true and false statements. To see this, observe that the non-uniform indistinguishability guarantees that no polynomial-time algorithm can distinguish true and false statements even when it is given any auxiliary input that is computed independently of the statement. This guarantee is clearly sufficient to show that when the main simulator in the pre-processing model creates an accepting proof for a true statement, it creates an accepting proof even for a false statement.

### 2.2 BB Impossibility of 2-Round Strong WI

We next explain how we obtain our BB impossibility results about 2-round strong WI.

Non-interactive strong WI. First, as a warm-up, we explain how we can obtain a BB impossibility result about non-interactive strong WI. In particular, we show that the strong WI of non-interactive arguments cannot be proven by oblivious BB reductions based on falsifiable assumptions.

At a high level, the proof proceeds as follows. Recall that an oblivious BB reduction $R_{\text {SWI }}$ for strong WI has the following property: for any verifier $V^{*}$ that breaks strong WI w.r.t. some distributions $\mathcal{D}^{0}, \mathcal{D}^{1}$ over statements (meaning that $V^{*}$ can distinguish a proof $\pi$ for statement $x \leftarrow \mathcal{D}^{0}$ and a proof $\pi$ for statement $x \leftarrow \mathcal{D}^{1}$ ), the reduction $R_{\mathrm{SwI}}^{V^{*}}$ either breaks the underlying assumption $(C, c)$ or distinguishes $\mathcal{D}^{0}$ and $\mathcal{D}^{1} .{ }^{8}$ First, we observe that $R_{\text {SwI }}^{V^{*}}$ breaks the assumption $(C, c)$ rather than distinguishes $\mathcal{D}^{0}$ and $\mathcal{D}^{1}$. Assume for contradiction that $R_{\mathrm{sw}}^{V^{*}}$ distinguishes $\mathcal{D}^{0}$ and $\mathcal{D}^{1}$, and assume without loss of generality that $V^{*}$ aborts when it receives a proof that is not accepting. Now, intuitively, the assumption that $R_{\text {sWI }}^{V^{*}}$ can distinguish $x \leftarrow \mathcal{D}^{0}$ and $x \leftarrow \mathcal{D}^{1}$ seems to imply that $R_{\text {SWI }}$ sends $x$ to $V^{*}$ along with an accepting proof (since otherwise $V^{*}$ seems useless); if so, we can use $R_{\text {SWI }}$ to break soundness by arguing that even when $x$ is a false statement, $R_{\text {SWI }}$ still sends $x$ to $V^{*}$ along with an accepting proof. A problem is that $R_{\text {SWI }}$ might distinguish $x \leftarrow \mathcal{D}^{0}$ and $x \leftarrow \mathcal{D}^{1}$ by sending a related statement $x^{\prime}$ to $V^{*}$ without directly sending $x$. We solve this problem by designing a "nonmalleable" language $\mathbf{L}$, which guarantees that $R_{\text {SWI }}$ cannot distinguish $x \leftarrow \mathcal{D}^{0}$ and $x \leftarrow \mathcal{D}^{1}$ even when it sends a related statement $x^{\prime}$ to $V^{*}$. After showing $R_{\mathrm{SWI}}^{V^{*}}$ breaks the assumption $(C, c)$, we conclude that the assumption $(C, c)$ must be false by observing that we can design as $V^{*}$ a specific cheating verifier that breaks strong WI w.r.t. $\mathcal{D}^{0}, \mathcal{D}^{1}$ efficiently.

More specifically, the proof proceeds as follows. Consider an NP language $\mathbf{L}$ that contains all the encryptions of 0 and 1 of a CCA-secure public-key encryption scheme PKE $=($ Gen, Enc, Dec $)$, i.e., $\mathbf{L}:=\{(\mathrm{pk}, \mathrm{ct}) \mid \exists r$ s.t. ct $=$ $\operatorname{Enc}(\mathrm{pk}, 0 ; r)$ or ct $=\operatorname{Enc}(\mathrm{pk}, 1 ; r)\}$. Also, for each public key pk of PKE and each $b \in\{0,1\}$, consider the distribution $\mathcal{D}_{\mathrm{pk}}^{b}$ that outputs a random encryption of $b$

[^5]under the public-key pk, i.e., $\mathcal{D}_{\mathrm{pk}}^{b}:=\{(\mathrm{pk}, \mathrm{ct}) \mid \mathrm{ct} \leftarrow \operatorname{Enc}(\mathrm{pk}, b)\}$. (We emphasize that $\mathcal{D}_{\mathrm{pk}}^{b}$ always outputs ct that is encrypted with the hardwired public key pk.) Assume that there exist a non-interactive argument $(P, V)$ for $\mathbf{L}$ and an oblivious BB reduction $R_{\mathrm{SWI}}$ for showing the strong WI of $(P, V)$ based on a falsifiable assumption $(C, c)$. Note that this assumption implies that for any public key pk and any verifier $V^{*}$ that breaks the strong WI of $(P, V)$ w.r.t. $\mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}$, the reduction $R_{\mathrm{swI}}^{V^{*}}$ either breaks the assumption $(C, c)$ or distinguishes $\mathcal{D}_{\mathrm{pk}}^{0}$ and $\mathcal{D}_{\mathrm{pk}}^{1}$. Now, our goal is to show that the assumption $(C, c)$ is false. Toward this goal, for each public-key-secret-key pair ( $\mathrm{pk}, \mathrm{sk}$ ), we consider the following verifier $V_{\mathrm{SWI}}^{*}=V_{\mathrm{sWI}}^{*}[\mathrm{pk}, \mathrm{sk}]$ against the strong WI of $(P, V)$.

- Verifier $V_{\mathrm{swi}}^{*}$ : Given a statement $\left(\mathrm{pk}^{\prime}, \mathrm{ct}\right)$ and a proof $\pi$ from the prover, return the decryption result $b \leftarrow \operatorname{Dec}(\mathrm{sk}, \mathrm{ct})$ to the prover if $\mathrm{pk}=\mathrm{pk}^{\prime}$ holds and $\pi$ is an accepting proof for ( $\mathrm{pk}^{\prime}, \mathrm{ct}$ ), and return $\perp$ otherwise.

Note that for any (pk, sk), the verifier $V_{\mathrm{SWI}}^{*}$ breaks the strong WI w.r.t. $\mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}$ due to the correctness of PKE. Thus, for any ( $\mathrm{pk}, \mathrm{sk}$ ), the reduction $R_{\mathrm{SWI}}^{V_{\mathrm{SI} I}^{*}}$ either breaks the assumption $(C, c)$ or distinguishes $\mathcal{D}_{\mathrm{pk}}^{0}$ and $\mathcal{D}_{\mathrm{pk}}^{1}$. Now, we observe that the assumption $(C, c)$ is false unless we can use the reduction $R_{\text {SWI }}^{V_{\mathrm{SWI}}^{*}}$ to break either the CCA security of PKE or the soundness of $(P, V)$. Consider the following three cases for random pk.

- Case 1. $R_{\mathrm{swi}}^{V_{\mathrm{swi}}^{*}}$ breaks the assumption $(C, c)$. In this case, it follows immediately that the assumption $(C, c)$ is false since we can emulate $V_{\mathrm{SWI}}^{*}$ for $R_{\text {SWI }}$ efficiently by using sk for random ( $\mathrm{pk}, \mathrm{sk}$ ).
- Case 2. $R_{\text {swi }}^{V_{\mathrm{swi}}^{*}}(\mathrm{pk}, \mathrm{ct})$ distinguishes whether $(\mathrm{pk}, \mathrm{ct}) \leftarrow \mathcal{D}_{\mathrm{pk}}^{0}$ or $(\mathrm{pk}, \mathrm{ct}) \leftarrow$ $\mathcal{D}_{\mathrm{pk}}^{1}$, and $R_{\text {swi }}$ does not send ( $\mathrm{pk}, \mathrm{ct}$ ) to $V_{\mathrm{swi}}^{*}$ along with an accepting proof $\pi$. In this case, we can use $R_{\text {SWI }}^{V_{\mathrm{sw}}^{*}}$ to break the CCA security of PKE since we can efficiently emulate $V_{\mathrm{SWI}}^{*}$ for $R_{\text {SWI }}$ in the CCA-security game (i.e., by using the decryption oracle).
- Case 3. $R_{\text {swi }}^{V_{\mathrm{swi}}^{*}}(\mathrm{pk}, \mathrm{ct})$ distinguishes whether $(\mathrm{pk}, \mathrm{ct}) \leftarrow \mathcal{D}_{\mathrm{pk}}^{0}$ or $(\mathrm{pk}, \mathrm{ct}) \leftarrow$ $\mathcal{D}_{\mathrm{pk}}^{1}$, and $R_{\mathrm{swi}}$ sends ( $\mathrm{pk}, \mathrm{ct}$ ) to $V_{\mathrm{swi}}^{*}$ along with an accepting proof $\pi$. In this case, we can use $R_{\text {SWI }}$ to break the soundness of $(P, V)$. Indeed, the CCA security of PKE guarantees that even when ct is a false statement (e.g., an encryption of 2 ), $R_{\text {SWI }}$ still sends ct to $V_{\mathrm{SWI}}^{*}$ along with an accepting proof. Thus, we can straightforwardly design an attacker against the soundness of $(P, V)$ by efficiently emulating $V_{\mathrm{SWI}}^{*}$ for $R_{\mathrm{SWI}}$ by using sk for random (pk, sk).

Note that in the above, it is important that the reduction $R_{\text {SWI }}$ is oblivious, i.e., is black-box about the distributions. This is because when we rely on the CCA security of PKE, we require that a single reduction works for every (pk, sk).

2-round strong WI: non-delayed-input or publicly verifiable. Next, we explain the main difficulty that arises when we consider 2 -round protocols. In general, when we consider a BB reduction for the strong WI of 2-round interactive arguments, we need to think that the reduction can "rewind" the given
verifier $V^{*}$, i.e., it can control the randomness of $V^{*}$ so that it can force $V^{*}$ to reuse the same verifier message in multiple queries. In this case, the above argument for non-interactive strong WI fails when we try to use the reduction $R_{\text {SWI }}$ to break the soundness of $(P, V)$. To see this, note that the soundness attacker first receives a verifier message from the external verifier and needs to forward it to the internally emulated $R_{\text {SWI }}$ as an oracle response from $V_{\mathrm{SWI}}^{*}$. Now, if the reduction $R_{\text {SWI }}$ can force $V_{\mathrm{SWI}}^{*}$ to reuse this verifier message in multiple queries (possibly for different statements when we consider the delayed-input setting), we can no longer efficiently emulate $V_{\mathrm{SWI}}^{*}$ for $R_{\mathrm{SWI}}$ since we cannot decide whether the reduction $R_{\text {SwI }}$ creates an accepting proof or not.

We can easily avoid this difficulty if we consider the standard (non-delayedinput) strong WI and (possibly delayed-input) publicly verifiable strong WI. First, in the case of publicly verifiable strong WI, it is easy to see that the above argument for non-interactive strong WI still works with no modification since we can still emulate $V_{\mathrm{SWI}}^{*}$ for $R_{\text {SWI }}$ efficiently even when the same first message is reused. Second, in the case of the standard strong WI, we can effectively prevent the reuse of verifier messages since we can consider a verifier that obtains all the randomness by applying PRF on the statement at the beginning.

Thus, it remains to consider privately verifiable delayed-input strong WI.
2-round strong WI: (possibly privately verifiable) delayed-input. In this case, we cannot obtain a BB impossibility result that is as strong as the one for non-interactive strong WI since there exists a positive result [25] whose strong WI is proven by a BB reduction based on a falsifiable assumption. ${ }^{9}$ We thus consider a weaker form of BB impossibility result by assuming that soundness is also proven by a BB reduction based on a falsifiable assumption.

Our high-level strategy is to show that strong WI implies (a weak form of) weak ZK and then reuse our BB impossibility result about weak ZK. Toward showing that strong WI implies weak ZK, let us fix any verifier $V_{\mathrm{WZK}}^{*}$ and distinguisher $D_{\text {wzK }}$ against the weak ZK of $(P, V)$, and consider the following strong WI verifier $V_{\mathrm{SWI}}^{*}=V_{\mathrm{SWI}}^{*}\left[\mathrm{pk}, \mathrm{sk}, V_{\mathrm{WZK}}^{*}, D_{\mathrm{WZK}}\right]$ (which can be seen as a generalization of $V_{\mathrm{swI}}^{*}[\mathrm{pk}, \mathrm{sk}]$, which we consider in the non-interactive case above).

## Verifier $V_{\text {swi }}^{*}$ :

1. Invoke $V_{\mathrm{WZK}}^{*}$ and let it interact with the external prover. Let ( $\mathrm{pk}{ }^{\prime}, \mathrm{ct}$ ) denote the statement given from the prover and out ${ }_{V}$ denote the output of $V_{\mathrm{WZK}}^{*}$.
2. If $\mathrm{pk}=\mathrm{pk}^{\prime}$ holds and $D_{\mathrm{wzK}}$ is convinced by the external prover (i.e., $D_{\mathrm{wzK}}$ outputs 1 on $\left(\left(\mathrm{pk}^{\prime}, \mathrm{ct}\right)\right.$, out $\left.\left._{V}\right)\right)$, return the decryption result $b \leftarrow \operatorname{Dec}(\mathrm{sk}, \mathrm{ct})$ to the prover. Otherwise, return $\perp$.

Note that $V_{\mathrm{SWI}}^{*}$ returns a meaning response only when it receives a proof that convinces $D_{\text {wZK }}$. Now, at a high level, by arguing similarly to the case of noninteractive strong WI (with this new version of $V_{\mathrm{SWI}}^{*}$ ), we show that the assumption $(C, c)$ is false unless we can use the reduction $R_{\mathrm{SWI}}^{V_{\mathrm{SW}}^{*}}$ either to break the CCA security of PKE or to obtain a weak ZK simulator that convinces $D_{\text {wzK }}$.

[^6]Unfortunately, although our strategy is intuitively simple, we need to overcome various problems because of subtle differences from the case of noninteractive strong WI (where we use $R_{\text {SwI }}$ to break the soundness of $(P, V)$ rather than to obtain a weak ZK simulator).

1. Unlike the case that we use the reduction $R_{\text {SWI }}$ to break the soundness of $(P, V)$ (where it suffices to construct a prover that obtains sk as auxiliary input to emulate $V_{\mathrm{SWI}}^{*}$ for $R_{\mathrm{SWI}}$ efficiently), we need to construct a weak ZK simulator that is not given sk and still is able to emulate $V_{\mathrm{SWI}}^{*}$ for $R_{\mathrm{SWI}}$ this is because for our proof of weak ZK BB impossibility to go through, we need to make sure that the simulator cannot distinguish true statements (encryptions of 0 or 1 ) and false statements (encryptions of 2 ) so that we can show that the simulator creates an accepting proof for a false statement as mentioned at the end of Section 2.1. To overcome this problem, we assume that the CCA-secure encryption PKE in the definition of the language $\mathbf{L}$ is puncturable in the following sense: the CCA security holds even when the adversary is given a punctured secret key that can be used to emulate the decryption oracle unless the target ciphertext is queried. (It is easy to see that the classical CCA-secure encryption by Dolev et al. [10] satisfies such a property.) Then, we consider a simulator that takes as auxiliary input a punctured secrete key $\mathrm{sk}_{\{\mathrm{ct}\}}$ that corresponds to the statement (pk, ct) (i.e., $\mathrm{sk}_{\{\mathrm{ct}\}}$ is a key that can be used to emulate the decryption oracle unless ct is queried). The simulator can now emulate $V_{\mathrm{SWI}}^{*}$ for $R_{\text {SWI }}$ efficiently by using $\mathrm{sk}_{\{\mathrm{ct}\}}$ and yet it cannot distinguish true and false statements as required.
2. Unlike the case that we use the reduction $R_{\text {SWI }}$ to break the soundness of $(P, V)$ (where it suffices to show that we can use $R_{\text {SWI }}$ to create a convincing proof for a single (false) statement), we need to show that we can use $R_{\text {SWI }}$ to create a convincing proof (w.r.t. $V_{\text {WZK }}^{*}$ and $D_{\text {WZK }}$ ) for any (true) statement. This is in general hard to show since $R_{\text {SWI }}$ might work only for a non-negligible fraction of the statements (this is because the reduction $R_{\text {SWI }}$ is only guaranteed to have non-negligible advantage even when it is combined with a verifier $V^{*}$ that breaks strong WI with very high advantage). To overcome this problem, we consider a weaker definition of distributional weak ZK where (i) the simulator is given polynomially many statements that are sampled from a distribution over $\mathbf{L}$ and (ii) the simulator is only required to give a simulated proof for one of these statements. Now, by properly defining the distribution, we can show that if the simulator is given sufficiently many statements, with high probability the simulator can find a statement for which the reduction $R_{\text {SWI }}$ works, so it can create a convincing proof for one of the statements. Furthermore, our BB impossibility of weak ZK can be easily extended to this distributional weak ZK setting.
3. Unlike the case that we use the reduction $R_{\text {swi }}$ to break the soundness of $(P, V)$ (where it suffices to show that $R_{\text {SWI }}$ creates a proof that is convincing with non-negligible probability), we need to show that $R_{\text {SWI }}$ creates a proof that is convincing with probability as high as an honest proof. To overcome this problem, we modify $V_{\mathrm{SWI}}^{*}$ in such a way that (i) $V_{\mathrm{SWI}}^{*}$ approximates (by
sampling) the probability that an honest prover convinces $D_{\text {WzK }}$ for a random statement, and also approximates the probability that the external prover convinces $D_{\text {wZK }}$, and (ii) $V_{\mathrm{SWI}}^{*}$ returns the decryption result $b \leftarrow \mathrm{Dec}(\mathrm{sk}, \mathrm{ct})$ only when the latter is sufficiently high compared with the former. Now, we can show that $R_{\text {SWI }}$ creates a proof that convinces $D_{\text {WZK }}$ with probability as high as an honest proof since otherwise $R_{\text {SWI }}$ cannot obtain meaningful responses from $V_{\mathrm{swI}}^{*}$.

## 3 Preliminaries

We denote the security parameter by $n$. For any random variable $X$, we use $\operatorname{Supp}(X)$ to denote the support of $X$. For any NP language $\mathbf{L}$, we use $\mathbf{R}_{\mathbf{L}}$ to denote its witness relation. For any pair of (possibly probabilistic) interactive Turing machines $(P, V)$, we use $\langle P(w), V(z)\rangle(x)$ for any $x, w, z \in\{0,1\}^{*}$ to denote the random variable representing the output of $V$ in an interaction between $P(x, w)$ and $V(x, z)$. Specifically, since we only consider such $P$ and $V$ that participate in a 2-round interaction where $V$ starts the interaction, $\langle P(w), V(z)\rangle(x)$ represents the value out ${ }_{V}$ that is generated in the following process: $m_{1} \leftarrow V(x, z) ; m_{2} \leftarrow P\left(x, w, m_{1}\right)$; out ${ }_{V} \leftarrow V\left(m_{2}\right) .{ }^{10}$

Unless explicitly stated, we assume that cryptographic primitives are secure against non-uniform adversaries. Following the standard convention, we think that a Turing machine runs in polynomial time if its running time is polynomially bounded in the length of its first input (which is often implicitly the security parameter). For any two sequences of random variables (or distributions) $\mathcal{X}=\left\{X_{i}\right\}_{i \in \mathbb{N}}, \mathcal{Y}=\left\{Y_{i}\right\}_{i \in \mathbb{N}}$, we use $\mathcal{X} \approx \mathcal{Y}$ to denote that $\mathcal{X}$ and $\mathcal{Y}$ are computationally indistinguishable.

## $3.1(\delta, \gamma)$-Approximation

Definition 1. For any $p, \delta, \gamma \in[0,1]$, a probabilistic algorithm Algo is said to give a $(\delta, \gamma)$-approximation of $p$ if the output $\tilde{p}$ of Algo satisfies $\operatorname{Pr}[|\tilde{p}-p| \leq \delta] \geq$ $1-\gamma$.

It is easy to see (using a Chernoff Bound) that for any $\delta, \gamma \in[0,1]$ and any distribution $\mathcal{D}$ over $\{0,1\}$, a $(\delta, \gamma)$-approximation of $p:=\operatorname{Pr}[b=1 \mid b \leftarrow \mathcal{D}]$ can be obtained by taking $k:=\Theta\left(\delta^{-2} \log \gamma^{-1}\right)$ samples from $\mathcal{D}$ and computing the relative frequency in which 1 is sampled.

### 3.2 2-Round Interactive Argument

Basic definitions. Let us recall the definitions of interactive arguments [19, 6] and their delayed-input version [25], focusing on 2-round ones.

[^7]Definition 2 (Interactive argument). For any NP language L, a pair of interactive Turing machines $(P, V)$ is called a 2-round interactive argument for $\mathbf{L}$ if it satisfies the following.

- Completeness. There exists a negligible function negl such that for every $(x, w) \in \boldsymbol{R}_{\boldsymbol{L}}, \operatorname{Pr}[\langle P(w), V\rangle(x)=1] \geq 1-\operatorname{neg} \mathrm{l}(|x|)$.
- Soundness. For every PPT interactive Turing machine $P^{*}$, there exists a negligible function negl such that for every $x \in\{0,1\}^{*} \backslash \boldsymbol{L}$ and $z \in\{0,1\}^{*}$, $\operatorname{Pr}\left[\left\langle P^{*}(z), V\right\rangle(x)=1\right] \leq \operatorname{neg} \mid(|x|)$.
Definition 3 (Delayed-input interactive argument). A 2-round interactive argument $(P, V)$ for an NP language $\boldsymbol{L}$ is called delayed-input if it satisfies the following.
- Completeness. There exists a negligible function negl such that for every $(x, w) \in \boldsymbol{R}_{L}$,

$$
\operatorname{Pr}\left[\begin{array}{l|l}
\text { out }=1 & \begin{array}{l}
m_{1} \leftarrow V\left(1^{|x|}\right) ; m_{2} \leftarrow P\left(x, w, m_{1}\right) \\
\text { out } \leftarrow V\left(x, m_{2}\right)
\end{array}
\end{array}\right] \geq 1-\operatorname{negl}(|x|) .
$$

- Adaptive soundness. For every PPT interactive Turing machine $P^{*}$, there exists a negligible function negl such that for every $n \in \mathbb{N}$ and $z \in\{0,1\}^{*}$,

$$
\operatorname{Pr}\left[\begin{array}{l|l}
\text { out }=1 & m_{1} \leftarrow V\left(1^{n}\right) ;\left(x, m_{2}\right) \leftarrow P^{*}\left(1^{n}, z, m_{1}\right) \\
\wedge x \in\{0,1\}^{n} \backslash \boldsymbol{L} & \text { out } \leftarrow V\left(x, m_{2}\right)
\end{array}\right] \leq \operatorname{negl}(n) .
$$

Notation. For a 2-round delayed-input interactive argument $(P, V)$ for an NP language $\mathbf{L}$, an interactive Turing machine $V^{*}$ is called a delayed-input verifier if for any $(x, w) \in \mathbf{R}_{\mathbf{L}}$, it interacts with $P(x, w)$ in behalf of $V$ in the manner defined in the definition of the correctness above (i.e., in the manner that $V^{*}$ receives $x$ in the last round of the interaction). For a delayed-input verifier $V^{*}$, the notation $\left\langle P(w), V^{*}(z)\right\rangle(x)$ is overloaded naturally, i.e., it denotes the value out ${ }_{V}$ that is generated in the following process: $m_{1} \leftarrow V^{*}\left(1^{|x|}, z\right) ; m_{2} \leftarrow P\left(x, w, m_{1}\right)$; out $_{V} \leftarrow V^{*}\left(x, m_{2}\right)$.

Strong witness indistinguishability. Next, let us recall the definition of strong witness indistinguishability (strong WI) [17]. Since we focus on negative results, we give a definition that is slightly weaker than the one given in [17, Definition 4.6.2].

Definition 4 ((delayed-input) strong WI). An interactive argument (resp., a delayed-input interactive argument) ( $P, V$ ) for an $N P$ language $\boldsymbol{L}$ is called strongly witness indistinguishable (resp., delayed-input strongly witness indistinguishable) if the following holds: for every $\left\{\left(\mathcal{X}_{n}^{0}, \mathcal{W}_{n}^{0}\right)\right\}_{n \in \mathbb{N}},\left\{\left(\mathcal{X}_{n}^{1}, \mathcal{W}_{n}^{1}\right)\right\}_{n \in \mathbb{N}}$ and $\left\{z_{n}\right\}_{n \in \mathbb{N}}$ where each $\left(\mathcal{X}_{n}^{b}, \mathcal{W}_{n}^{b}\right)$ is a joint distribution that ranges over $\boldsymbol{R}_{\boldsymbol{L}} \cap\left(\{0,1\}^{n} \times\{0,1\}^{*}\right)$ and each $z_{n}$ is a string in $\{0,1\}^{*}$, if it holds $\left\{\mathcal{X}_{n}^{0}\right\}_{n \in \mathbb{N}} \approx$ $\left\{\mathcal{X}_{n}^{1}\right\}_{n \in \mathbb{N}}$, then for every PPT verifier (resp. PPT delayed-input verifier) $V^{*}$ there exists a negligible function negl such that for every $n \in \mathbb{N}$,

$$
\left|\begin{array}{l}
\operatorname{Pr}\left[\left\langle P(w), V^{*}\left(z_{n}\right)\right\rangle(x)=1 \mid(x, w) \leftarrow\left(\mathcal{X}_{n}^{0}, \mathcal{W}_{n}^{0}\right)\right] \\
-\operatorname{Pr}\left[\left\langle P(w), V^{*}\left(z_{n}\right)\right\rangle(x)=1 \mid(x, w) \leftarrow\left(\mathcal{X}_{n}^{1}, \mathcal{W}_{n}^{1}\right)\right]
\end{array}\right| \leq \operatorname{negl}(n)
$$

Delayed-input weak zero-knowledge. Next, let us recall the definition of weak zero-knowledge (weak ZK) [12, 8], focusing on the delayed-input version of it while considering non-uniform indistinguishability. Since we focus on negative results, we give a weaker, distributional $(t, \epsilon)$ version of the definition [8, 25].

Definition 5 (delayed-input distributional weak $(t, \epsilon$ )-zero-knowledge). Let $\boldsymbol{L}$ be an NP language, $t$ be a polynomial, and $\epsilon$ be an inverse polynomial. Then, a delayed-input interactive argument $(P, V)$ for $\boldsymbol{L}$ is said to be delayedinput distributional weak $(t, \epsilon)$-zero-knowledge if for every sequence of joint distributions $\mathcal{D}_{x w}=\left\{\left(\mathcal{X}_{n}, \mathcal{W}_{n}\right)\right\}_{n \in \mathbb{N}}$ such that each $\left(\mathcal{X}_{n}, \mathcal{W}_{n}\right)$ ranges over $\boldsymbol{R}_{\boldsymbol{L}} \cap$ $\left(\{0,1\}^{n} \times\{0,1\}^{*}\right)$, every $\operatorname{PPT}$ delayed-input verifier $V^{*}$, and every probabilistic $t$-time distinguisher $D$, there exists a PPT simulator $S$ and an $n_{0} \in \mathbb{N}$ such that for every $n>n_{0}, z_{V} \in\{0,1\}^{*}$, and $z_{D} \in\{0,1\}^{*}$, it holds

$$
\left.\left|\begin{array}{l}
\operatorname{Pr}\left[D\left(x, z_{D},\left\langle P(w), V^{*}\left(z_{V}\right)\right\rangle(x)\right)=1 \mid(x, w) \leftarrow\left(\mathcal{X}_{n}, \mathcal{W}_{n}\right)\right] \\
-\operatorname{Pr}\left[D\left(x, z_{D}, S\left(x, z_{V}, z_{D}\right)\right)=1 \mid x \leftarrow \epsilon(n) .\right.
\end{array}\right| \leq \mathcal{X}_{n}\right] \quad .
$$

Special-purpose (weak) zero-knowledge. Next, let us introduce two new prover privacy notions for interactive arguments, where one is a weaker version of ZK and the other is a weaker version of weak ZK. We note that these nations should be viewed just as useful tools for our negative results; they are not intended to give any intuitively meaningful security.

First, we introduce special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$-distributional pre-processing $(t, \epsilon)$-zero-knowledge. For editorial simplicity, we focus on deterministic verifiers below.

Definition 6 (special-purpose delayed-input ( $\left.\mathcal{D}_{x w z}, N\right)$-distributional pre-processing $(t, \epsilon)$-zero-knowledge). Let $\boldsymbol{L}$ be an $N P$ language, $N, t$ be polynomials, $\epsilon$ be an inverse polynomial, and $\mathcal{D}_{x w z}=\left\{\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$ be a sequence of joint distributions such that each $\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)$ ranges over $\left(\boldsymbol{R}_{\boldsymbol{L}} \times\{0,1\}^{*}\right) \cap\left(\{0,1\}^{n} \times\{0,1\}^{*} \times\{0,1\}^{*}\right)$. Then, a 2-round delayed-input interactive argument $(P, V)$ for $\boldsymbol{L}$ is said to be special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$-distributional pre-processing $(t, \epsilon)$-zero-knowledge if for every deterministic polynomial-time delayed-input verifier $V^{*}$, there exists a simulator $S=\left(S_{\text {pre }}, S_{\text {main }}\right)$ such that (i) $S_{\text {pre }}$ is computationally unbounded and $S_{\text {main }}$ is PPT and (ii) for every probabilistic $t$-time distinguisher $D$, there exists an $n_{0} \in \mathbb{N}$ such that for every $n>n_{0}, z_{V} \in\{0,1\}^{*}$, and $z_{D} \in\{0,1\}^{*}$, it holds

$$
\left\lvert\, \begin{aligned}
& \operatorname{Pr}\left[D\left(x, z_{D},\left\langle P(w), V^{*}\left(z_{V}\right)\right\rangle(x)\right)=1 \mid(x, w) \leftarrow\left(\mathcal{X}_{n}, \mathcal{W}_{n}\right)\right] \\
& -\operatorname{Pr}\left[\begin{array}{l|l}
D\left(x_{i^{*}}, z_{D}, v\right)=1 & \left.\begin{array}{l}
\operatorname{st}_{S} \leftarrow S_{\text {pre }}\left(1^{n}, z_{V}\right) \\
\left(x_{i}, z_{x, i}\right) \leftarrow\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right) \text { for } \forall i \in\left[N_{n}\right] \\
\left(i^{*}, v\right) \leftarrow S_{\text {main }}\left(\left\{x_{i}, z_{x, i}\right\}_{i \in\left[N_{n}\right]}, \operatorname{st}_{S}\right)
\end{array}\right]
\end{array}\right] \leq \epsilon(n),
\end{aligned}\right.
$$

where $N_{n}:=N(n, 1 / \epsilon(n))$.
We note that although the simulator is given some extra information $z_{x, i}$ about each $x_{i}$ in the above definition, we will only consider the setting where $z_{x, i}$ does
not contain much information about a witness for $x_{i}$. In particular, the distribution $\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)$ that we will consider has a related distribution $\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right)$ over $\left(\{0,1\}^{n} \backslash L\right) \times\{0,1\}^{*}$ such that $\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right)$ and $\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right)$ are computationally indistinguishable.

Next, we introduce special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$-distributional super-weak $(t, \epsilon)$-zero-knowledge.
Definition 7 (special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$-distributional super-weak $(t, \epsilon)$-zero-knowledge). Let $\boldsymbol{L}$ be an $N P$ language, $N, t$ be polynomials, $\epsilon$ be an inverse polynomial, and $\mathcal{D}_{x w z}=\left\{\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$ be a sequence of joint distributions such that each $\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)$ ranges over $\left(\boldsymbol{R}_{\boldsymbol{L}} \times\{0,1\}^{*}\right) \cap\left(\{0,1\}^{n} \times\{0,1\}^{*} \times\{0,1\}^{*}\right)$. Then, a 2-round delayed-input interactive argument $(P, V)$ for $\boldsymbol{L}$ is said to be special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$-distributional super-weak $(t, \epsilon)$-zero-knowledge if for every deterministic polynomial-time delayed-input verifier $V^{*}$ and every probabilistic $t$-time distinguisher $D$, there exists a PPT simulator $S$ and an $n_{0} \in \mathbb{N}$ such that for every $n>n_{0}, z_{V} \in\{0,1\}^{*}$, and $z_{D} \in\{0,1\}^{*}$, it holds

$$
\begin{aligned}
& \operatorname{Pr}\left[D\left(x_{i^{*}}, z_{D}, v\right)=1 \left\lvert\, \begin{array}{l}
\left(x_{i}, z_{x, i}\right) \leftarrow\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right) \text { for } \forall i \in\left[N_{n}\right] \\
\left(i^{*}, v\right) \leftarrow S\left(\left\{x_{i}, z_{x, i}\right\}_{i \in\left[N_{n}\right]}, z_{V}, z_{D}\right)
\end{array}\right.\right] \\
& \geq \operatorname{Pr}\left[D\left(x, z_{D},\left\langle P(w), V^{*}\left(z_{V}\right)\right\rangle(x)\right)=1 \mid(x, w) \leftarrow\left(\mathcal{X}_{n}, \mathcal{W}_{n}\right)\right]-\epsilon(n)
\end{aligned}
$$

where $N_{n}:=N(n, 1 / \epsilon(n))$.
Remark 1 (Non-uniform indistinguishability). In both Definition 6 and Definition 7 , the indistinguishability between a real proof and simulation holds against non-uniform distinguisher since the distinguisher takes its own auxiliary input $z_{D}$ (which can contain $z_{V}$ if necessary). Note that in Definition 7, the simulator also takes $z_{D}$ since we consider the weak ZK setting.

### 3.3 Falsifiable Assumption and Black-Box Reduction

Falsifiable assumption. First, let us recall the definition of falsifiable assumptions from [29, 16].

Definition 8 (Falsifiable assumption). A falsifiable cryptographic assumption consists of $a$ PPT interactive Turing machine $C$ and a constant $c \in[0,1)$, where $C$ is called the challenger. On security parameter $n$, the challenger $C\left(1^{n}\right)$ interacts with an interactive Turing machine $\mathcal{A}\left(1^{n}, z\right)$ for some $z \in\{0,1\}^{*}$ and $C$ outputs a bit $b \in\{0,1\}$ at the end of the interaction; $\mathcal{A}$ is called the adversary, and when $b=1$, it is said that $\mathcal{A}\left(1^{n}, z\right)$ wins $C\left(1^{n}\right)$. The assumption associated with the tuple $(C, c)$ states that for every PPT adversary $\mathcal{A}$ there exists a negligible function negl such that for every $n \in \mathbb{N}$ and $z \in\{0,1\}^{*}$, it holds $\operatorname{Pr}\left[\langle\mathcal{A}(z), C\rangle\left(1^{n}\right)=1\right] \leq c+\operatorname{negl}(n)$.

For any polynomial $p$ and security parameter $n$, we say that an (possibly inefficient) adversary $\mathcal{A}$ breaks a falsifiable assumption $(C, c)$ on $n$ with advantage
$1 / p(n)$ if there exists $z \in\{0,1\}^{*}$ such that it holds $\operatorname{Pr}\left[\langle\mathcal{A}(z), C\rangle\left(1^{n}\right)=1\right] \geq$ $c+1 / p(n)$. We say that an (possibly inefficient) adversary $\mathcal{A}$ breaks a falsifiable assumption $(C, c)$ if there exists a polynomial $p$ such that on infinitely many $n \in \mathbb{N}, \mathcal{A}$ breaks $(C, c)$ with advantage $1 / p(n)$.

Black-box reduction. Next, we introduce the definitions of black-box (BB) reductions. We consider BB reductions for adaptive soundness and BB reductions for strong WI. The former is defined as in $[16,33]$ and the latter is defined similarly to "oblivious" BB reductions for witness hiding [23].

Definition 9 (BB reduction for adaptive soundness). Let ( $P, V$ ) be a pair of interactive Turing machines that satisfies the correctness of a delayed-input 2-round interactive argument for an NP language $\boldsymbol{L}$. Then, a PPT oracle Turing machine $R$ is said to be a black-box reduction for showing the adaptive soundness of $(P, V)$ based on a falsifiable assumption $(C, c)$ if there exists a polynomial $p$ such that for every (possibly inefficient) interactive Turing machine $P^{*}$ and every sufficiently large $n \in \mathbb{N}$, if there exists $z \in\{0,1\}^{*}$ such that

$$
\operatorname{Pr}\left[\begin{array}{l|l}
\text { out }=1 & m_{1} \leftarrow V\left(1^{n}\right) ;\left(x, m_{2}\right) \leftarrow P^{*}\left(1^{n}, z, m_{1}\right) \\
\wedge x \in\{0,1\}^{n} \backslash \boldsymbol{L} & \text { out } \leftarrow V\left(x, m_{2}\right)
\end{array}\right] \geq \frac{1}{2},
$$

then the machine $R_{z}^{P_{z}^{*}}$ breaks the assumption $(C, c)$ on $n$ with advantage $1 / p(n)$ (where $P_{z}^{*}$ is the same as $P^{*}$ except that $z$ is hardwired as its auxiliary input).

Definition 10 (Oblivious BB reduction for (delayed-input) strong WI). Let $(P, V)$ be a pair of interactive Turing machines that satisfies the correctness of $\mathcal{Z}$-round interactive argument (resp., delayed-input interactive argument) for an NP language $\boldsymbol{L}$. Then, a PPT oracle Turing machine $R$ is said to be an oblivious black-box reduction for showing the strong WI (resp., delayedinput strong WI) of $(P, V)$ based on a falsifiable assumption $(C, c)$ if for every polynomial $p$, there exists a polynomial $p^{\prime}$ such that for every (possibly inefficient) verifier (resp., delayed-input verifier) $V^{*}$, every sufficiently large $n \in \mathbb{N}$, every two joint distributions $\mathcal{D}_{n}^{0}=\left(\mathcal{X}_{n}^{0}, \mathcal{W}_{n}^{0}\right), \mathcal{D}_{n}^{1}=\left(\mathcal{X}_{n}^{1}, \mathcal{W}_{n}^{1}\right)$ such that each $\left(\mathcal{X}_{n}^{b}, \mathcal{W}_{n}^{b}\right)$ ranges over $\boldsymbol{R}_{L} \cap\left(\{0,1\}^{n} \times\{0,1\}^{*}\right)$, and every $z \in\{0,1\}^{*}$, if

$$
\operatorname{Pr}\left[\begin{array}{l|l}
\left\langle P(w), V^{*}(z)\right\rangle(x)=b & \left.\begin{array}{l}
b \leftarrow\{0,1\} \\
(x, w) \leftarrow\left(\mathcal{X}_{n}^{b}, \mathcal{W}_{n}^{b}\right)
\end{array}\right] \geq \frac{1}{2}+\frac{1}{p(n)},
\end{array}\right.
$$

 tage $1 / p^{\prime}(n)$ or (ii) $R^{V_{z}^{*}, \mathcal{D}_{n}^{0}, \mathcal{D}_{n}^{1}\left(1^{n}, 1^{p(n)}\right) \text { distinguishes } \mathcal{X}_{n}^{0} \text { and } \mathcal{X}_{n}^{1} \text { with advantage }, ~}$ $1 / p^{\prime}(n)$, i.e., it holds

$$
\left|\begin{array}{l}
\operatorname{Pr}\left[R^{\left.V_{z}^{*}, \mathcal{D}_{n}^{0}, \mathcal{D}_{n}^{1}\left(1^{n}, 1^{p(n)}, x\right)=1 \mid x \leftarrow \mathcal{X}_{n}^{0}\right]}\right. \\
-\operatorname{Pr}\left[R^{\left.V_{z}^{*}, \mathcal{D}_{n}^{0}, \mathcal{D}_{n}^{1}\left(1^{n}, 1^{p(n)}, x\right)=1 \mid x \leftarrow \mathcal{X}_{n}^{1}\right]}\right.
\end{array}\right| \geq \frac{1}{p^{\prime}(n)},
$$

where $V_{z}^{*}$ is the same as $V^{*}$ except that $z$ is hardwired as its auxiliary input.

Remark 2. As is $[7,33]$, we assume that given security parameter $n$, BB reductions make queries to the adversary with the same security parameter $n$. Also, we note that in Definition 9, the reduction $R$ is given access to an adversary $P^{*}$ that strongly breaks soundness (in the sense that the success probability is $1 / 2$ rather than non-negligible). Since we consider negative results (which essentially show the nonexistence of BB reductions), focusing on reductions that have access to such an adversary makes our results stronger.

Conventions. Note that in Definition 9 and Definition 10, BB reductions are given access to probabilistic interactive Turing machines. When an oracle machine $R$ is given oracle access to a probabilistic interactive Turing machine $\mathcal{A}$, we follow the following conventions (see, e.g., $[3,17]$ ), which are (to the best of our knowledge) general enough to capture the existing BB reductions.

- What $R$ actually makes queries to is the next-message function of $\mathcal{A}$, i.e., a function $\mathcal{A}_{r}$ for some randomness $r$ such that for any input $x$ and a (possibly empty) list of messages $\boldsymbol{m}, \mathcal{A}_{r}(x, \boldsymbol{m})$ returns the message that $\mathcal{A}(x ; r)$ will send after receiving messages $\boldsymbol{m}$ (or it returns the output of $\mathcal{A}$ if the interaction reaches the last round after $\mathcal{A}(x ; r)$ receives $\boldsymbol{m})$.
- The randomness for $\mathcal{A}$ is set uniformly randomly, and in each query $R$ can choose whether $\mathcal{A}$ should reuse the current randomness or it should use new (uniformly random) randomness.


### 3.4 Puncturable (CCA-Secure) Public-Key Encryption

Let us first recall the definition of CCA-secure public-key encryption [30, 32].
Definition 11. A CCA-secure public-key encryption scheme (PKE) consists of three PPT algorithms (Gen, Enc, Dec) that satisfy the following.

- Correctness. For every $n \in \mathbb{N}$ and $m \in\{0,1\}^{n}$, $\operatorname{Pr}\left[\operatorname{Dec}(\mathrm{sk}, c)=m \mid(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right) ; c \leftarrow \operatorname{Enc}(\mathrm{pk}, m)\right]=1$.
- CCA security. For every pair of PPT Turing machines $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, there exists a negligible function negl such that for every $n \in \mathbb{N}$ and $z \in\{0,1\}^{*}$,

$$
\operatorname{Pr}\left[\begin{array}{l|l}
b=b^{\prime} & \begin{array}{l}
(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right) \\
\left(m_{0}, m_{1}, \mathrm{st}\right) \leftarrow \mathcal{A}_{1}^{\text {Dec }(\mathrm{sk}, \cdot)}\left(1^{n}, \mathrm{pk}, z\right) \text { s.t. }\left|m_{0}\right|=\left|m_{1}\right| \\
\\
b \leftarrow\{0,1\} ; c \leftarrow \operatorname{Enc}\left(\mathrm{pk}, m_{b}\right) ; b^{\prime} \leftarrow \mathcal{A}_{2}^{\text {Decec }(\mathrm{sk}, \cdot)}(\mathrm{st}, c)
\end{array}
\end{array}\right] \leq \frac{1}{2}+\operatorname{negl}(n),
$$

where the oracle $\operatorname{Dec}^{\prime}(\mathrm{sk}, \cdot)$ is the same as $\operatorname{Dec}(\mathrm{sk}, \cdot)$ except that it returns $\perp$ when $\mathcal{A}_{2}$ queries the challenge ciphertext $c$ to it.

Next, we introduce a new type of PKE schemes that we call puncturable publickey encryption. ${ }^{11}$

[^8]Definition 12. A public-key encryption scheme (Gen, Enc, Dec) is called puncturable if there exist two PPT algorithms (PuncGen, PuncDec) that satisfy the following.

- Correctness of punctured keys. For every pair of PPT Turing machines $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, the outputs of the following two probabilistic experiments are computationally indistinguishable for every $n \in \mathbb{N}$ and $z \in\{0,1\}^{*}$.


## - Experiment 1.

1. Run (pk, sk) $\leftarrow \operatorname{Gen}\left(1^{n}\right),(m, \mathrm{st}) \leftarrow \mathcal{A}_{1}\left(1^{n}, \mathrm{pk}, z\right), c \leftarrow \operatorname{Enc}(\mathrm{pk}, m)$, $\mathrm{sk}_{\{c\}} \leftarrow \operatorname{PuncGen}(\mathrm{sk}, c)$, and out $\leftarrow \mathcal{A}_{2}^{\text {Dec(sk,.) }}\left(\mathrm{st}, c, \mathrm{sk}_{\{c\}}\right)$.
2. If $\mathcal{A}_{2}$ queried $c$ to $\operatorname{Dec}$ in the previous step, the output of the experiment is $\perp$. Otherwise, the output is out.

- Experiment 2.

1. Run (pk, sk) $\leftarrow \operatorname{Gen}\left(1^{n}\right),(m, \mathrm{st}) \leftarrow \mathcal{A}_{1}\left(1^{n}, \mathrm{pk}, z\right), c \leftarrow \operatorname{Enc}(\mathrm{pk}, m)$,

2. If $\mathcal{A}_{2}$ queried $c$ to PuncDec in the previous step, the output of the experiment is $\perp$. Otherwise, the output is out.

- Security of punctured keys. For every pair of PPT Turing machines $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, there exists a negligible function negl such that for every $n \in \mathbb{N}$ and $z \in\{0,1\}^{*}$,

$$
\operatorname{Pr}\left[b=b^{\prime} \left\lvert\, \begin{array}{l}
(\mathrm{pk}, \mathbf{s k}) \leftarrow \operatorname{Gen}\left(1^{n}\right) \\
\left(m_{0}, m_{1}, \text { st }\right) \leftarrow \mathcal{A}_{1}\left(1^{n}, \text { pk, } z\right) \text { s.t. }\left|m_{0}\right|=\left|m_{1}\right| \\
b \leftarrow\{0,1\} ; c \leftarrow \operatorname{Enc}\left(\mathrm{pk}, m_{b}\right) \\
\mathrm{sk}\left\{\mathrm{sk}_{\{c\}} \leftarrow \operatorname{PuncGen}(\mathrm{sk}, c) ; b^{\prime} \leftarrow \mathcal{A}_{2}\left(\mathrm{st}, c, \mathrm{sk}_{\{c\}}\right)\right.
\end{array}\right.\right] \leq \frac{1}{2}+\operatorname{negl}(n) .
$$

It is easy to verify that the CCA-secure PKE of Dolev et al. [10] is puncturable. (Indeed, their proof of CCA security relies on the very fact that we can create a key with which we can emulate the decryption oracle without disturbing the security of the challenge ciphertext.) Thus, we have the following lemma.

Lemma 1. Assume the existence of trapdoor permutations. Then, there exists a puncturable CCA-secure public-key encryption scheme.

## 4 From 2-Round Delayed-Input Strong WI to 2-Round Special-Purpose Weak ZK

We show that 2-round delayed-input strong WI arguments satisfy a weak form of delayed-input weak ZK if their strong WI is proven by oblivious BB reductions.

Lemma 2. Assume the existence of puncturable CCA-secure public-key encryption schemes. Then, there exists an NP language $\boldsymbol{L}$ such that if there exist

- a 2-round delayed-input interactive argument ( $P, V$ ) for $\boldsymbol{L}$ and
- an oblivious black-box reduction $R_{\text {SWI }}$ for showing the delayed-input strong WI of $(P, V)$ based on a falsifiable assumption $(C, c)$,
then either (i) the assumption $(C, c)$ is false or (ii) $(P, V)$ is special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$-distributional super-weak $(t, \epsilon)$-zero-knowledge for every polynomial $t$ and every inverse polynomial $\epsilon$, where $N$ is a polynomial and $\mathcal{D}_{x w z}=\left\{\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$ is a sequence of efficient joint distributions such that each $\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)$ ranges over $\left(\boldsymbol{R}_{L} \times\{0,1\}^{*}\right) \cap\left(\{0,1\}^{n} \times\{0,1\}^{*} \times\{0,1\}^{*}\right)$. Furthermore, there exists a sequence of joint distributions $\overline{\mathcal{D}}_{x z}=\left\{\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right)\right\}_{n \in \mathbb{N}}$ such that each $\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right)$ ranges over $\left(\{0,1\}^{n} \backslash L\right) \times\{0,1\}^{*}$ and $\overline{\mathcal{D}}_{x z}$ is computationally indistinguishable from $\mathcal{D}_{x z}:=\left\{\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$.

Proof. Let PuncPKE $=$ (Gen, Enc, Dec, PuncGen, PuncDec) be a puncturable CCA-secure PKE and $\mathbf{L}$ be the NP language that consists of all the public-key-ciphertext pairs of PuncPKE such that either 0 or 1 is encrypted (the public key is not necessarily honestly generated), i.e.,

$$
\mathbf{L}:=\left\{(\mathrm{pk}, \mathrm{ct}) \mid \exists b \in\{0,1\}, r \in\{0,1\}^{\text {poly }(n)} \text { s.t. ct }=\operatorname{Enc}(\mathrm{pk}, b ; r)\right\} .
$$

Assume, as stated in the statement of the lemma, the existence of a 2-round delayed-input interactive argument $(P, V)$ and an oblivious black-box reduction $R_{\text {SWI }}$ for showing the delayed-input strong WI of $(P, V)$ based on a falsifiable assumption $(C, c)$. For any inverse polynomial $\epsilon^{\prime}$, let $Q_{\epsilon^{\prime}}$ denote a polynomial such that for every delayed-input verifier $V^{*}$, every $n \in \mathbb{N}$, every two joint distributions $\mathcal{D}_{n}^{0}=\left(\mathcal{X}_{n}^{0}, \mathcal{W}_{n}^{0}\right)$ and $\mathcal{D}_{n}^{1}=\left(\mathcal{X}_{n}^{1}, \mathcal{W}_{n}^{1}\right)$ over $\mathbf{R}_{\mathbf{L}} \cap\left(\{0,1\}^{n} \times\{0,1\}^{*}\right)$, and every $z \in\{0,1\}^{*}$, if it holds

$$
\operatorname{Pr}\left[\left\langle P(w), V^{*}(z)\right\rangle(x)=b \mid b \leftarrow\{0,1\} ;(x, w) \leftarrow\left(\mathcal{X}_{n}^{b}, \mathcal{W}_{n}^{b}\right)\right] \geq \frac{1}{2}+\epsilon^{\prime}(n)
$$

then either (i) $R_{\mathrm{SWI}}^{V_{z}^{*}, \mathcal{D}_{n}^{0}, \mathcal{D}_{n}^{1}}\left(1^{n}, 1^{1 / \epsilon^{\prime}(n)}\right)$ breaks the assumption $(C, c)$ on $n$ with advantage $1 / Q_{\epsilon^{\prime}}(n)$ or (ii) $R_{\mathrm{SWI}}^{V_{\tilde{z}}^{*}, \mathcal{D}_{n}^{0}, \mathcal{D}_{n}^{1}}\left(1^{n}, 1^{1 / \epsilon^{\prime}(n)}\right.$ ) distinguishes $\mathcal{X}_{n}^{0}$ and $\mathcal{X}_{n}^{1}$ with advantage $1 / Q_{\epsilon^{\prime}}(n)$. (Such a polynomial is guaranteed to exist because of our assumption on $R_{\text {SWI }}$.) Fix any polynomial $t$ and inverse polynomial $\epsilon$.

At a high level, the proof proceeds as outlined in Section 2.2. Specifically, for any verifier and distinguisher against the weak ZK of $(P, V)$, we first define a cheating verifier $V_{\mathrm{sWI}}^{*}$ against the strong WI of $(P, V)$. Then, we proceed with case analysis about the behavior of $R_{\mathrm{SWI}}^{V_{\mathrm{sw}}^{*}}$, where in the first case, we show that we can efficiently break the assumption $(C, c)$ by using $R_{\text {SWI }}$, and in the second case, we show that we can obtain a simulator for weak ZK by using $R_{\text {SwI }}$. We note that in what follows, we use several constants that are chosen rather arbitrarily so that the proof works.

We first introduce distributions over $\mathbf{R}_{\mathbf{L}}$ and a delayed-input verifier against the strong WI of $(P, V)$. For any $n \in \mathbb{N}$, let Keys ${ }_{n}$ be the set of all the keys that can be output by $\operatorname{Gen}\left(1^{n}\right)$, i.e., $\operatorname{Keys}_{n}:=\left\{(\mathrm{pk}, \mathrm{sk}) \mid \exists r \in\{0,1\}^{*}\right.$ s.t. (pk, sk) $=$ $\left.\operatorname{Gen}\left(1^{n} ; r\right)\right\}$. Then, for any $n \in \mathbb{N}$ and any (pk, sk) $\in \operatorname{Keys}_{n}$, let $\mathcal{D}_{\mathrm{pk}}^{0}$ and $\mathcal{D}_{\mathrm{pk}}^{1}$ be the distributions that are defined over $\mathbf{R}_{\mathbf{L}}$ as follows: $\forall b \in\{0,1\}$, $\mathcal{D}_{\mathrm{pk}}^{b}:=\left\{((\mathrm{pk}, \mathrm{ct}),(b, r)) \mid r \leftarrow\{0,1\}^{\mathrm{poly}(n)} ; \mathrm{ct}:=\operatorname{Enc}(\mathrm{pk}, b ; r)\right\}$ i.e., the first part of $\mathcal{D}_{\mathrm{pk}}^{b}$ outputs pk and a random encryption of $b$, and the second part

```
Algorithm 1 Delayed-input strong WI verifier \(V_{\mathrm{SWI}}^{*}\left[n, z, \mathrm{pk}, \mathrm{sk}, V_{\mathrm{WZK}}^{*}, D_{\mathrm{WZK}}\right]\),
where \(z=z_{V} \| z_{D}\).
    1. On input \(1^{n}\), invoke \(V_{\mathrm{WzK}}^{*}\left(1^{n}, z_{V}\right)\) and let it interact with the external prover. Let
    \(x^{\star}=\left(\mathrm{pk}^{\star}, \mathrm{ct}^{\star}\right)\) denote the statement that is obtained in the last round of the
    interaction and out \({ }^{\star}\) denote the output of \(V_{\mathrm{WzK}}^{*}\). If \(\mathrm{pk}^{\star} \neq \mathrm{pk}\), output a random bit
    and abort.
2. Sample a key key for a pseudorandom function PRF. In the following, whenever new randomness is required, it is obtained by applying \(\operatorname{PRF}(\) key,\(\cdot)\) on the transcript that is exchanged with the prover in the previous step. (The previous step does not require randomness since \(V_{\mathrm{WZK}}^{*}\) is assumed to be deterministic.)
3. (Approximation of honest prover's success probability.) Obtain a \((\epsilon(n) / 16, \operatorname{neg}(n))\)-approximation \(\tilde{p}\) of
\[
p:=\operatorname{Pr}\left[\begin{array}{l|l}
D_{\mathrm{WZK}}\left(x, z_{D},\left\langle P(w), V_{\mathrm{WzK}}^{*}\left(z_{V}\right)\right\rangle(x)\right)=1 & \begin{array}{l}
\left(\mathrm{pk}^{\prime}, \mathrm{sk}^{\prime}\right) \leftarrow \operatorname{Gen}\left(1^{n}\right) \\
b \leftarrow\{0,1\} ;(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}^{\prime}}^{b}
\end{array}
\end{array}\right] .
\]
4. (Approximation of external prover's success probability.) Obtain a \((\epsilon(n) / 16, \operatorname{negl}(n))\)-approximation \(\tilde{p}^{\star}\) of \(p^{\star}:=\operatorname{Pr}\left[D_{\text {wzK }}\left(x^{\star}, z_{D}\right.\right.\), out \(\left.\left.^{\star}\right)=1\right]\).
5. Output a random bit and abort if \(\tilde{p}^{\star}<\tilde{p}-\epsilon(n) / 2\) (which suggests that the external prover with the given statement \(x^{\star}\) is not likely to convince \(D_{\text {wzK }}\) with probability as high as an honest prover with a random statement). Otherwise, run \(b \leftarrow \operatorname{Dec}\left(\mathrm{sk}, \mathrm{ct}^{\star}\right)\) and output \(b\).
```

outputs $b$ and the randomness of the encryption. We use $\left(\mathcal{X}_{\mathrm{pk}}^{b}, \mathcal{W}_{\mathrm{pk}}^{b}\right)$ to denote the joint distributions such that $\mathcal{X}_{\mathrm{pk}}^{b}$ denotes the first part of $\mathcal{D}_{\mathrm{pk}}^{b}$ and $\mathcal{W}_{\mathrm{pk}}^{b}$ denotes the second part of $\mathcal{D}_{\mathrm{pk}}^{b}$. Next, for any $n \in \mathbb{N}$, any $z=z_{V} \| z_{D} \in$ $\{0,1\}^{*}$, any (pk, sk) $\in \mathrm{Keys}_{n}$, and any pair of a (deterministic) delayed-input verifier $V_{\text {wZK }}^{*}$ and a (probabilistic) distinguisher $D_{\text {wzK }}$ against the weak zeroknowledge property of $(P, V)$, let $V_{\mathrm{SWI}}^{*}\left[n, z, \mathrm{pk}, \mathrm{sk}, V_{\mathrm{WZK}}^{*}, D_{\mathrm{WZK}}\right]$ be the delayedinput verifier described in Algorithm 1. Note that due to the correctness of PuncPKE, our verifier $V_{\mathrm{SWI}}^{*}\left[n, z, \mathrm{pk}, \mathrm{sk}, V_{\mathrm{wZK}}^{*}, D_{\mathrm{wZK}}\right]$ distinguishes $\mathcal{D}_{\mathrm{pk}}^{0}$ and $\mathcal{D}_{\mathrm{pk}}^{1}$ with probability 1 when it interacts with a prover that passes the test in the last step of $V_{\mathrm{SWI}}^{*}\left[n, z, \mathrm{pk}, \mathrm{sk}, V_{\mathrm{WZK}}^{*}, D_{\mathrm{WZK}}\right]$. In the following, we usually write $V_{\mathrm{SWI}}^{*}\left[n, z, \mathrm{pk}, \mathrm{sk}, V_{\mathrm{WZK}}^{*}, D_{\mathrm{WZK}}\right]$ as $V_{\mathrm{SWI}}^{*}$ for editorial simplicity.

We proceed with case analysis about the behavior of the strong WI reduction $R_{\text {SWI }}$ in the setting where $R_{\text {SWI }}$ is combined with our strong WI verifier $V_{\mathrm{SWI}}^{*}$. Specifically, we consider two cases about the behavior of $R_{\mathrm{SWI}}$ in the setting where we use $R_{\mathrm{SWI}}^{V_{\mathrm{sWI}}^{*}}$ as a distinguisher against $\mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}$ for randomly chosen (pk, sk) $\leftarrow \operatorname{Gen}\left(1^{n}\right)$. Toward this end, we first introduce the following notations about (pk, sk) of PuncPKE. For any $n, z,(\mathrm{pk}, \mathrm{sk}), V_{\mathrm{WZK}}^{*}$, and $D_{\mathrm{wzk}}$ :

- (pk, sk) is called interesting (w.r.t. $\left(n, z, V_{\mathrm{WZK}}^{*}, D_{\mathrm{WZK}}\right)$ ) if

$$
\begin{equation*}
\operatorname{Pr}\left[\left\langle P(w), V_{\mathrm{SWI}}^{*}\right\rangle(x)=b \mid b \leftarrow\{0,1\} ; \quad(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}}^{b}\right] \geq \frac{1}{2}+\frac{\epsilon(n)}{18} \tag{1}
\end{equation*}
$$

Intuitively, ( $\mathrm{pk}, \mathrm{sk}$ ) is interesting if $V_{\mathrm{SWI}}^{*}\left[n, z, \mathrm{pk}, \mathrm{sk}, V_{\mathrm{WZK}}^{*}, D_{\mathrm{WZK}}\right]$ breaks the strong WI of $(P, V)$ w.r.t. $\mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}$ with high advantage (which implies that $R_{\text {SWI }}$ either breaks $(C, c)$ or distinguishes $\mathcal{X}_{\mathrm{pk}}^{0}$ and $\mathcal{X}_{\mathrm{pk}}^{1}$ given $\left.V_{\mathrm{SWI}}^{*}\right)$.

- (pk, sk) is called type- 1 interesting if it is interesting and in addition satisfies the following.

$$
\operatorname{Pr}\left[\begin{array}{l|l}
\text { INTERESTING-QUERY } & b \leftarrow\{0,1\} ;(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}}^{b} \\
b^{\prime} \leftarrow R_{\mathrm{SWI}}^{V_{\mathrm{SW}}^{*}} \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}\left(1^{n}, 1^{36 / \epsilon(n)}, x\right)
\end{array}\right] \leq \frac{1}{4 Q_{\epsilon / 36}(n)},
$$

where (i) $Q_{\epsilon / 36}$ is the polynomial that is introduced at the beginning of the proof and (ii) INTERESTING-QUERY is the event that is defined as follows: through oracle queries to $V_{\mathrm{SWI}}^{*}$, the reduction $R_{\mathrm{SWI}}\left(1^{n}, 1^{36 / \epsilon(n)}, x\right)$ invokes an execution of $(P, V)$ in which $R_{\mathrm{SWI}}$ forwards the statement $x$ to $V_{\mathrm{sWI}}^{*}$ along with an accepting prover message (i.e., a message that passes the test in the last step of $V_{\mathrm{SWI}}^{*}$ ). Note that by the construction of $V_{\mathrm{SWI}}^{*}$, INTERESTING-QUERY implies that $R_{\text {SWI }}$ produces a prover message that convinces $D_{\text {WZK }}$ with high probability on the statement $x$ - thus, intuitively, ( $\mathrm{pk}, \mathrm{sk}$ ) is type- 1 interesting if $R_{\mathrm{sWI}}$ can either break $(C, c)$ or distinguish $\mathcal{X}_{\mathrm{pk}}^{0}$ and $\mathcal{X}_{\mathrm{pk}}^{1}$ without producing such a prover message.

- (pk, sk) is called type-2 interesting if it is interesting but is not type-1 interesting.

Now, we consider the following two cases.

- Case 1. There exist a deterministic polynomial-time delayed-input verifier $V_{\text {WZK }}^{*}$ and a probabilistic $t$-time distinguisher $D_{\text {WZK }}$ such that for infinitely many $n \in \mathbb{N}$ there exists $z \in\{0,1\}^{*}$ such that

$$
\begin{equation*}
\operatorname{Pr}\left[(\mathrm{pk}, \mathrm{sk}) \text { is type-1 interesting } \mid(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right)\right] \geq \frac{\epsilon(n)}{8} \tag{2}
\end{equation*}
$$

- Case 2. The condition of Case 1 does not hold.

We analyze each case below.

Analysis of Case 1. We show that $R_{\text {SWI }}$ can be used to break the assumption $(C, c)$. Fix any $V_{\mathrm{WZK}}^{*}, D_{\mathrm{WZK}}, n$, and $z$ such that we have (2). Note that for any interesting ( $\mathrm{pk}, \mathrm{sk}$ ), we have (1) and therefore for any constant $k \geq 18$, either (i) $R_{\mathrm{SWI}}^{V_{\mathrm{sw}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}$ breaks the assumption $(C, c)$ with advantage $1 / Q_{\epsilon / k}(n)$ or (ii) $R_{\mathrm{SWI}}^{V_{\mathrm{sw}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}$ distinguishes $\mathcal{X}_{\mathrm{pk}}^{0}$ and $\mathcal{X}_{\mathrm{pk}}^{1}$ with advantage $1 / Q_{\epsilon / k}(n)$.

We first show, roughly speaking, that with high probability over the sampling of ( $\mathrm{pk}, \mathrm{sk}$ ) $\leftarrow \operatorname{Gen}\left(1^{n}\right)$, we obtain a type-1 interesting (pk, sk) such that $R_{\mathrm{SWI}}^{V_{\mathrm{sw}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}$ breaks the assumption $(C, c)$-later, we use this to argue that we can break the assumption ( $C, c$ ) by finding such a type-1 interesting ( $\mathrm{pk}, \mathrm{sk}$ ) via sampling. Formally, let us say that a type-1 interesting (pk, sk) is bad if
$R_{\mathrm{SWI}}^{V_{\mathrm{sW}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}\left(1^{n}, 1^{36 / \epsilon(n)}\right)$ does not break the assumption $(C, c)$ on $n$ with advantage $1 / 2 Q_{\epsilon / 36}(n)$, i.e.,

$$
\operatorname{Pr}\left[\left\langle R_{\mathrm{SWI}}^{V_{\mathrm{sw}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}\left(1^{36 / \epsilon(n)}\right), C\right\rangle\left(1^{n}\right)=1\right] \leq c+\frac{1}{2 Q_{\epsilon / 36}(n)} .
$$

Then, what we show is that a bad type-1 interesting ( $\mathrm{pk}, \mathrm{sk}$ ) is sampled with probability at most $\epsilon(n) / 16$ in the sampling of $(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right)$. Assume for contradiction that we sample a bad type-1 interesting (pk, sk) with probability greater than $\epsilon(n) / 16$. Then, consider the following adversary $\mathcal{A}_{\mathrm{CCA}}$ against the CCA security of PuncPKE.

1. On input ( $1^{n}, \mathrm{pk}, z$ ), the adversary $\mathcal{A}_{\mathrm{CCA}}$ sends $m_{0}:=0$ and $m_{1}:=1$ to the challenger as the challenge plaintexts.
2. On receiving the challenge ciphertext ct, the adversary $\mathcal{A}_{\mathrm{CCA}}$ first does the following to check whether or not the key pair (pk, sk) that the challenger has is likely to be bad type- 1 interesting.
(a) Obtain a $\left(1 / 4 Q_{\epsilon / 36}(n), \operatorname{negl}(n)\right)$-approximation $\tilde{p}_{1}$ of

$$
p_{1}:=\operatorname{Pr}\left[\left\langle P(w), V_{\mathrm{SWI}}^{*}\right\rangle(x)=b \mid b \leftarrow\{0,1\} ;(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}}^{b}\right]
$$

where during the approximation, the decryption oracle $\operatorname{Dec}(\mathrm{sk}, \cdot)$ is used to emulate $V_{\mathrm{swI}}^{*}$ efficiently without knowing sk. (Since the definition of $p_{1}$ is independent of ct , the probability that ct needs to be queried to $\operatorname{Dec}(s k, \cdot)$ is negligible.)
(b) Obtain a $\left(1 / 4 Q_{\epsilon / 36}(n)\right.$, negl $\left.(n)\right)$-approximation $\tilde{p}_{2}$ of

$$
p_{2}:=\operatorname{Pr}\left[\begin{array}{l|l}
\text { INTERESTING-QUERY } & b \leftarrow\{0,1\} ;(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}}^{b} \\
b^{\prime} \leftarrow R_{\mathrm{SWI}}^{V_{\mathrm{sW}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}\left(1^{n}, 1^{36 / \epsilon(n)}, x\right)
\end{array}\right],
$$

where as above the decryption oracle $\operatorname{Dec}(\mathrm{sk}, \cdot)$ is used to emulate $V_{\mathrm{SWI}}^{*}$ during the approximation.
(c) Obtain a $\left(1 / 4 Q_{\epsilon / 36}(n)\right.$, $\left.\operatorname{neg}(n)\right)$-approximation $\tilde{p}_{3}$ of

$$
p_{3}:=\operatorname{Pr}\left[\left\langle R_{\mathrm{SWI}}^{V_{\mathrm{sW}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}\left(1^{36 / \epsilon(n)}\right), C\right\rangle\left(1^{n}\right)=1\right],
$$

where as above the decryption oracle $\operatorname{Dec}(\mathrm{sk}, \cdot \cdot)$ is used to emulate $V_{\mathrm{SWI}}^{*}$ during the approximation.
(d) If $\tilde{p}_{1}<1 / 2+\epsilon(n) / 18-1 / 4 Q_{\epsilon / 36}(n), \tilde{p}_{2}>1 / 2 Q_{\epsilon / 36}(n)$, or $\tilde{p}_{3} \geq c+$ $3 / 4 Q_{\epsilon / 36}(n)$ (which suggests that (pk, sk) is unlikely to be bad type-1 interesting), output a random bit and abort.
3. Finally, let $x^{\star}:=(\mathrm{pk}, \mathrm{ct})$ and run $b^{\star} \leftarrow R_{\mathrm{SWI}}^{V_{\mathrm{sw}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}\left(1^{n}, 1^{36 / \epsilon(n)}, x^{\star}\right)$, where as above the decryption oracle $\operatorname{Dec}(\mathrm{sk}, \cdot)$ is used to emulate $V_{\mathrm{SWI}}^{*}$. If INTERESTING-QUERY occurs during the execution of $R_{\text {SWI }}$, output a random bit. Otherwise, output $b^{\star}$.

We now analyze $\mathcal{A}_{\text {CCA }}$. Let ABORT be the event that $\mathcal{A}_{\mathrm{CCA}}$ aborts, and APPROX-FAIL be the event that the approximation of any of $\tilde{p}_{1}, \tilde{p}_{2}, \tilde{p}_{3}$ fails, i.e., $\max \left(\mid p_{1}-\right.$ $\tilde{p}_{1}\left|,\left|p_{2}-\tilde{p}_{2}\right|,\left|p_{3}-\tilde{p}_{3}\right|\right)>1 / 4 Q_{\epsilon / 36}(n)$. From the union bound, we have $\operatorname{Pr}[$ APPROX-FALL $] \leq \operatorname{negl}(n)$. Also, we have $\operatorname{Pr}[\neg \operatorname{ABORT}] \geq \epsilon(n) / 16-\operatorname{negl}(n)$ since $\mathcal{A}_{\mathrm{CCA}}$ does not abort when pk is the public key of a bad type- 1 interesting (pk,sk) and APPROX-FAlL does not occur. Now, under the condition that neither APPROX-FAIL nor ABORT occurs, we have

$$
\begin{align*}
& p_{1} \geq \tilde{p}_{1}-\frac{1}{4 Q_{\epsilon / 36}(n)} \geq \frac{1}{2}+\frac{\epsilon(n)}{18}-\frac{1}{2 Q_{\epsilon / 36}(n)} \geq \frac{1}{2}+\frac{\epsilon(n)}{36},  \tag{3}\\
& p_{2} \leq \tilde{p}_{2}+\frac{1}{4 Q_{\epsilon / 36}(n)} \leq \frac{3}{4 Q_{\epsilon / 36}(n)}, \text { and }  \tag{4}\\
& p_{3} \leq \tilde{p}_{3}+\frac{1}{4 Q_{\epsilon / 36}(n)}<c+\frac{1}{Q_{\epsilon / 36}(n)}, \tag{5}
\end{align*}
$$

where the last inequality in (3) follows since we can assume without loss of generality that $Q_{\epsilon / 36}(n)$ is sufficiently large and satisfies $1 / Q_{\epsilon / 36}(n) \leq \epsilon(n) / 18$. Note that when we have (3) and (5) (where the former means that $V_{\mathrm{swI}}^{*}$ breaks the strong WI of $(P, V)$ w.r.t. $\mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}$ with advantage $\epsilon(n) / 36$ while the latter means that $R_{\mathrm{swI}}^{V_{\mathrm{sw}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}$ does not break $(C, c)$ with advantage $\left.1 / Q_{\epsilon / 36}(n)\right)$, it is guaranteed that $R_{\mathrm{swl}}^{V_{\mathrm{sw}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}$ distinguishes $\mathcal{X}_{\mathrm{pk}}^{0}$ and $\mathcal{X}_{\mathrm{pk}}^{1}$ with advantage $1 / Q_{\epsilon / 36}(n)$ due to the definition of $Q_{\epsilon / 36}$. Thus, by additionally using (4) and recalling the definitions of $\mathcal{X}_{\mathrm{pk}}^{0}$ and $\mathcal{X}_{\mathrm{pk}}^{1}$ (i.e., that $\mathcal{X}_{\mathrm{pk}}^{b}$ outputs pk and a random encryption of b), we conclude that $\mathcal{A}_{\text {CCA }}$ wins with advantage at least

$$
\begin{aligned}
& \left(\frac{1}{Q_{\epsilon / 36}(n)}-\operatorname{Pr}\left[\begin{array}{l}
\text { INTERESTING-QUERY occurs } \\
\text { in Step } 3 \text { of } \mathcal{A}_{\text {CCA }}
\end{array}\right]\right) \times \operatorname{Pr}[\neg \text { ABORT }]-\operatorname{Pr}[\text { APPROX-FAIL }] \\
& \geq \frac{1}{4 Q_{\epsilon / 36}(n)} \times\left(\frac{\epsilon(n)}{16}-\operatorname{negl}(n)\right)-\operatorname{negl}(n)=\frac{1}{\operatorname{poly}(n)} .
\end{aligned}
$$

Since this is a contradiction, we conclude that we sample a bad type-1 interesting (pk, sk) with probability at most $\epsilon(n) / 16$ in the sampling of $(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right)$.

We are now ready to show that $R_{\text {swI }}$ can be used to break the assumption $(C, c)$. Consider the following adversary $\mathcal{A}$ against ( $C, c)$.

1. Repeat the following to find a type-1 interesting ( $\mathrm{pk}^{\star}, \mathrm{sk}^{\star}$ ) that is likely to be useful to break ( $C, c$ ).
(a) Sample (pk, sk) $\leftarrow \operatorname{Gen}\left(1^{n}\right)$.
(b) Obtain $\left(1 / 8 Q_{\epsilon / 36}(n)\right.$, negl $\left.(n)\right)$-approximations $\tilde{p}_{1}, \tilde{p}_{2}, \tilde{p}_{3}$ of $p_{1}, p_{2}, p_{3}$, where $p_{1}, p_{2}, p_{3}$ are defined as in $\mathcal{A}_{\text {CCA }}$ above and sk is used (instead of the decryption oracle) to emulate $V_{\mathrm{swI}}^{*}$ efficiently during the approximations.
(c) If $\tilde{p}_{1} \geq 1 / 2+\epsilon(n) / 18-1 / 8 Q_{\epsilon / 36}(n), \tilde{p}_{2} \leq 3 / 8 Q_{\epsilon / 36}(n)$, and $\tilde{p}_{3} \geq c+$ $3 / 8 Q_{\epsilon / 36}(n)$ (which suggests that (pk, sk) is likely to be "good" type-1 interesting), let $\left(\mathrm{pk}^{\star}, \mathrm{sk}^{\star}\right):=(\mathrm{pk}, \mathrm{sk})$ and exit the loop to go to the next step.

If ( $\mathrm{pk}^{\star}, \mathrm{sk}^{\star}$ ) cannot be found within $128 Q_{\epsilon / 36}(n) / \epsilon(n)$ attempts, abort.
2. Let $R_{\mathrm{SWI}}^{V_{\mathrm{SW}}^{*}}, \mathcal{D}_{\mathrm{pk}}{ }^{\star}, \mathcal{D}_{\mathrm{pk}}{ }^{\star}\left(1^{n}, 1^{36 / \epsilon(n)}\right)$ interact with the challenger $C$.

We analyze $\mathcal{A}$ as follows. From (2) and what is shown in the previous paragraph, with probability at least $\epsilon(n) / 8-\epsilon(n) / 16=\epsilon(n) / 16$ over the sampling of (pk, sk) $\leftarrow \operatorname{Gen}\left(1^{n}\right)$, we obtain a type-1 interesting (pk, sk) such that $R_{\mathrm{SWI}}^{V_{\mathrm{SW}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}\left(1^{n}, 1^{36 / \epsilon(n)}\right)$ breaks the assumption $(C, c)$ with advantage at least $1 / 2 Q_{\epsilon / 36}(n)$. Let us call such a type-1 interesting (pk, sk) good, and observe when $\mathcal{A}$ samples a good type- 1 interesting ( $\mathrm{pk}, \mathrm{sk}$ ), it does not abort unless the approximation of any of $\tilde{p}_{1}, \tilde{p}_{2}, \tilde{p}_{3}$ fails. Also, observe that (i) by Markov's inequality, $\mathcal{A}$ samples a good type- 1 interesting (pk, sk) within $128 Q_{\epsilon / 36}(n) / \epsilon(n)$ attempts with probability at least $1-1 / 8 Q_{\epsilon / 36}(n)$, and (ii) when $\mathcal{A}$ does not abort, $\mathcal{A}$ wins with probability at least $c+3 / 8 Q_{\epsilon / 36}(n)-1 / 8 Q_{\epsilon / 36}(n)=c+1 / 4 Q_{\epsilon / 36}(n)$ unless the approximation of $\tilde{p}_{3}$ fails. Thus, $\mathcal{A}$ wins with probability at least

$$
\begin{aligned}
& \operatorname{Pr}[\mathcal{A} \text { wins } \mid \mathcal{A} \text { does not abort }]-\operatorname{Pr}[\mathcal{A} \text { aborts }] \\
& \geq\left(c+\frac{1}{4 Q_{\epsilon / 36}(n)}-\operatorname{negl}(n)\right)-\left(\frac{1}{8 Q_{\epsilon / 36}(n)}+\operatorname{negl}(n)\right)=c+\frac{1}{\operatorname{poly}(n)} .
\end{aligned}
$$

We thus conclude that the assumption $(C, c)$ is false in this case.
Analysis of Case 2. We show that $R_{\text {SWI }}$ can be used to construct a simulator for the special-purpose distributional super-weak $(\epsilon, t)$-zero-knowledge property of $(P, V)$. For each $n \in \mathbb{N}$, let $\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)$ be the following joint distributions.

$$
\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right):=\left\{\begin{array}{l|l}
\left((\mathrm{pk}, \mathrm{ct}),(b, r), \mathrm{sk}_{\{\mathrm{ct}\}}\right) & \left.\begin{array}{l}
(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right) \\
b \leftarrow\{0,1\} ; r \leftarrow\{0,1\}^{\mathrm{poly}(n)} \\
\mathrm{ct}:=\operatorname{Enc}(\mathrm{pk}, b ; r) \\
\mathrm{sk} \\
\{\mathrm{ct}\}
\end{array}\right)
\end{array}\right\}
$$

(Note that $\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)$ indeed ranges over $\left(\mathbf{R}_{\mathbf{L}} \times\{0,1\}^{*}\right) \cap\left(\{0,1\}^{n} \times\{0,1\}^{*} \times\right.$ $\left.\{0,1\}^{*}\right)$ as required. ${ }^{12}$ Also, note that $\left(\mathcal{X}_{n}, \mathcal{W}_{n}\right)$ is identically distributed with $\left.\left\{(x, w) \mid(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right) ; b \leftarrow\{0,1\} ;(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}}^{b}\right\}.\right)$ Let $N$ be the polynomial such that $N(n, 1 / \epsilon(n)):=320 Q_{\epsilon / 36}(n) / \epsilon(n)^{2}$.

For any deterministic polynomial-time delayed-input verifier $V_{\mathrm{WZK}}^{*}$ and a probabilistic $t$-time distinguisher $D_{\text {wzK }}$, we consider the simulator $S$ described in Algorithm 2.

We now proceed with the analysis of $S$. Fix any $V_{\text {WZK }}^{*}$ and $D_{\text {wZK }}$. Since it is assumed that the condition of Case 1 does not hold, we have that for every sufficiently large $n \in \mathbb{N}$ and every $z=z_{V} \| z_{D} \in\{0,1\}^{*}$,

$$
\begin{equation*}
\operatorname{Pr}\left[(\mathrm{pk}, \mathrm{sk}) \text { is type- } 1 \text { interesting } \mid(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right)\right]<\frac{\epsilon(n)}{8} \tag{6}
\end{equation*}
$$

[^9]```
Algorithm 2 Weak zero-knowledge simulator \(S\).
Input: \(\left\{x_{i}, z_{x, i}\right\}_{i \in\left[N_{n}\right]}\) and \(z_{V}, z_{D} \in\{0,1\}^{*}\), where \(N_{n}:=N(n, 1 / \epsilon(n))\) and each
\(\left(x_{i}, z_{x, i}\right)\) is sampled from \(\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right)\).
Hardwired information: the verifier \(V_{\mathrm{WZK}}^{*}\) and the distinguisher \(D_{\mathrm{wZK}}\).
```

1. Let $z:=z_{V} \| z_{D}$. Then, for each $i \in\left[N_{n}\right]$, do the following.
(a) Parse $\left(x_{i}, z_{x, i}\right)$ as $\left((\mathrm{pk}, \mathrm{ct}), \mathrm{sk}_{\{\mathrm{ct}\}}\right)$, and run $R_{\mathrm{swI}}^{V_{\mathrm{sw}}^{*}, \mathcal{D}_{\mathrm{pk}}^{0}, \mathcal{D}_{\mathrm{pk}}^{1}}\left(1^{n}, 1^{36 / \epsilon(n)}, x_{i}\right)$ as a distinguisher for $\mathcal{D}_{\mathrm{pk}}^{0}$ and $\mathcal{D}_{\mathrm{pk}}^{1}$ to see whether INTERESTING-QUERY occurs, where the punctured secret key sk $\{\mathrm{ct}\}$ is used to emulate $V_{\mathrm{swI}}^{*}$ efficiently for $R_{\mathrm{swI}}$ until INTERESTING-QUERY occurs. (Recall that INTERESTING-QUERY occurs if $R_{\text {SWI }}$ makes a query (to $V_{\mathrm{SWI}}^{*}$ ) that contains $x_{i}$ and an accepting prover message.)
(b) It INTERESTING-QUERY occurs, let $i^{\star}:=i$, and let out ${ }^{\star}$ denote the output of $V_{\text {wZK }}^{*}$ that is computed inside $V_{\mathrm{SWI}}^{*}$ when the query that causes INTERESTING-QUERY is made; then, exit the loop and go to the next step.
2. If $\left(i^{\star}\right.$, out $\left.^{\star}\right)$ is not defined in the above step, abort. Otherwise, output $\left(i^{\star}\right.$, out $\left.^{\star}\right)$.

Fix any such $n$ and $z=z_{V} \| z_{D}$. Let $p$ be defined by

$$
\begin{equation*}
p:=\operatorname{Pr}\left[D_{\mathrm{WZK}}\left(x, z_{D},\left\langle P(w), V_{\mathrm{WZK}}^{*}\left(z_{V}\right)\right\rangle(x)\right)=1 \mid(x, w) \leftarrow\left(\mathcal{X}_{n}, \mathcal{W}_{n}\right)\right] \tag{7}
\end{equation*}
$$

(Note that $p$ is defined as in description of $V_{\mathrm{SWI}}^{*}$ in Algorithm 1.)
We first make a simplifying assumption. First, note that $S$ runs the reduction $R_{\text {SWI }}$ with our (probabilistic) verifier $V_{\mathrm{SWI}}^{*}$. Following the conventions stated in Section 3.3, in general the reduction $R_{\text {SWI }}$ can make $V_{\mathrm{SWI}}^{*}$ reuse the same randomness multiple times when it makes queries to $V_{\mathrm{sWI}}^{*}$. However, since $V_{\mathrm{SWI}}^{*}$ obtains randomness by applying PRF on the transcript exchanged with the prover (where the prover message is actually given by $R_{\mathrm{SWI}}$ ), we can safely think, by assuming without loss of generality that $R_{\mathrm{SWI}}$ never makes the same query twice to $V_{\mathrm{SWI}}^{*}$ while making $V_{\mathrm{SWI}}^{*}$ reuse the same randomness, as if $V_{\mathrm{SWI}}^{*}$ always uses new true randomness in each invocation during the execution of $S$. Second, note that $S$ uses the punctured secret key $\mathrm{sk}_{\{\mathrm{ct}\}}$ to emulate $V_{\mathrm{SWI}}^{*}$ for $R_{\mathrm{SWI}}$. We can however safely think as if $S$ uses the real secret key sk to perfectly emulate $V_{\mathrm{SWI}}^{*}$ since the correctness of punctured keys of PuncPKE guarantees that the output of $R_{\text {SWI }}$ (and hence that of $S$ ) is indistinguishable in these two cases. (Note that by the definition of INTERESTING-QUERY, decrypting ct is not required for the emulation of $V_{\mathrm{SWI}}^{*}$ unless INTERESTING-QUERY occurs.)

Next, we bound the probability that $S$ aborts. Toward this end, it suffices to show that we have

$$
\begin{equation*}
\operatorname{Pr}\left[(\mathrm{pk}, \mathrm{sk}) \text { is type-2 interesting } \mid(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right)\right] \geq \frac{\epsilon(n)}{8} \tag{8}
\end{equation*}
$$

Indeed, by combining (8) with the definition of type-2 interesting keys, we obtain

$$
\operatorname{Pr}\left[\begin{array}{l|l}
\text { INTERESTING-QUERY } & \left.\begin{array}{l}
(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right) \\
b \leftarrow\{0,1\} ;(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}}^{b} \\
b^{\prime} \leftarrow R_{\mathrm{SWI}}^{V_{\mathrm{sw}}^{*}} \mathcal{D}_{\mathrm{pk},}^{0}, \mathcal{D}_{\mathrm{pk}}^{1} \\
\hline
\end{array} 1^{n}, 1^{36 / \epsilon(n)}, x\right)
\end{array}\right] \geq \frac{\epsilon(n)}{32 Q_{\epsilon / 36}(n)}
$$

and thus, by using Markov's inequality, we can bound the probability that $S$ aborts as follows.

$$
\begin{equation*}
\operatorname{Pr}\left[S\left(\left\{x_{i}, z_{x, i}\right\}_{i \in\left[N_{n}\right]}, z_{V}, z_{D}\right) \text { aborts } \mid\left(x_{i}, z_{x, i}\right) \leftarrow\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right) \text { for } \forall i \in\left[N_{n}\right]\right] \leq \frac{\epsilon(n)}{10} \tag{9}
\end{equation*}
$$

So, we focus on showing (8). Observe that from (7) and an average argument, it follows that with probability at least $\epsilon(n) / 4$ over the choice of $(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right)$, we obtain (pk, sk) such that

$$
\operatorname{Pr}\left[\begin{array}{l|l}
D_{\mathrm{wzK}}\left(x, z_{D},\left\langle P(w), V_{\mathrm{wzK}}^{*}\left(z_{V}\right)\right\rangle(x)\right)=1 & \begin{array}{l}
b \leftarrow\{0,1\} \\
(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}}^{b}
\end{array} \tag{10}
\end{array}\right] \geq p-\frac{\epsilon(n)}{4} .
$$

For any such (pk, sk), it follows from (10) and an average argument that with probability at least $\epsilon(n) / 8$ over the choice of $b \leftarrow\{0,1\},(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}}^{b}$, and out $\leftarrow\left\langle P(w), V_{\text {WZK }}^{*}\left(z_{V}\right)\right\rangle(x)$, we obtain out such that

$$
\begin{equation*}
\operatorname{Pr}\left[D_{\mathrm{WZK}}\left(x, z_{D}, \text { out }\right)=1\right] \geq p-\frac{3 \epsilon(n)}{8} \tag{11}
\end{equation*}
$$

Now, for any (pk, sk) such that we have (10), we have

$$
\begin{align*}
& \operatorname{Pr}\left[\left\langle P(w), V_{\mathrm{SWI}}^{*}(z)\right\rangle(x)=b \mid b \leftarrow\{0,1\} ;(x, w) \leftarrow \mathcal{D}_{\mathrm{pk}}^{b}\right] \\
& =\frac{1}{2}+\frac{1}{2} \operatorname{Pr}\left[V_{\mathrm{swI}}^{*} \text { does not abort }\right] \geq \frac{1}{2}+\frac{1}{2}\left(\frac{\epsilon(n)}{8}-\operatorname{negl}(n)\right) \geq \frac{1}{2}+\frac{\epsilon(n)}{18} \tag{12}
\end{align*}
$$

where to see the first inequality, observe that we have $\operatorname{Pr}\left[V_{\mathrm{SWI}}^{*}\right.$ does not abort $] \geq$ $\epsilon(n) / 8-\operatorname{negl}(n)$ since if the output out of $V_{\mathrm{WZK}}^{*}$ that is computed in the first step of $V_{\mathrm{SWI}}^{*}$ satisfies (11), we have $\tilde{p}^{\star} \geq p^{\star}-\epsilon(n) / 16 \geq p-\epsilon(n) / 16-3 \epsilon(n) / 8 \geq$ $\tilde{p}-\epsilon(n) / 16-3 \epsilon(n) / 8-\epsilon(n) / 16=\tilde{p}-\epsilon(n) / 2$ in $V_{\mathrm{SWI}}^{*}$ unless the approximations of $p$ and $p^{\star}$ fails (the second inequality follows from (11)). Thus, by (12) and the definition of interesting keys, any (pk, sk) such that we have (10) is interesting, so we have

$$
\begin{equation*}
\operatorname{Pr}\left[(\mathrm{pk}, \mathrm{sk}) \text { is interesting } \mid(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right)\right] \geq \frac{\epsilon(n)}{4} \tag{13}
\end{equation*}
$$

Combining (6) and (13), we obtain (8).
Next, we analyze the behavior of $S$ under the condition that it does not abort. Since $S$ makes at most polynomially many queries to $V_{\mathrm{swI}}^{*}$, it follows from a union bound that with overwhelming probability, in each query the approximations of $p$ and $p^{\star}$ by $V_{\mathrm{SWI}}^{*}$ are correct, i.e., $\max \left(|p-\tilde{p}|,\left|p^{\star}-\tilde{p}^{\star}\right|\right) \leq \epsilon(n) / 16$. Thus, under the condition that $S$ does not abort, with overwhelming probability the output $\left(i^{\star}\right.$, out $\left.^{\star}\right)$ of $S\left(\left\{x_{i}, z_{x, i}\right\}_{i \in\left[N_{n}\right]}, z_{V}, z_{D}\right)$ satisfies

$$
\begin{equation*}
\operatorname{Pr}\left[D_{\mathrm{WZK}}\left(x_{i^{\star}}, z_{D}, \text { out }^{\star}\right)=1\right] \geq \tilde{p}-\frac{\epsilon(n)}{2}-\frac{\epsilon(n)}{16} \geq p-\frac{5 \epsilon(n)}{8} \tag{14}
\end{equation*}
$$

Finally, by combining (9) and (14), we obtain

$$
\begin{aligned}
& \operatorname{Pr}\left[\begin{array}{l|l}
D_{\mathrm{wzK}}\left(x_{i^{\star}}, z_{D}, \text { out }^{\star}\right)=1 & \left.\begin{array}{l}
\left(x_{i}, z_{x, i}\right) \leftarrow\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right) \text { for } \forall i \in\left[N_{n}\right] \\
\left(i^{\star}, \text { out }^{\star}\right) \leftarrow S\left(\left\{x_{i}, z_{x, i}\right\}_{i \in\left[N_{n}\right]}, z_{V}, z_{D}\right)
\end{array}\right]
\end{array}\right. \\
& \geq p-\frac{5 \epsilon(n)}{8}-\frac{\epsilon(n)}{10}-\operatorname{negl}(n) \\
& \geq \operatorname{Pr}\left[D_{\text {WZK }}\left(x, z_{D},\left\langle P(w), V_{\text {WZK }}^{*}\left(z_{V}\right)\right\rangle(x)\right)=1 \mid(x, w) \leftarrow\left(\mathcal{X}_{n}, \mathcal{W}_{n}\right)\right]-\epsilon(n)
\end{aligned}
$$

as required. Thus, $(P, V)$ is special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$ distributional super-weak $(t, \epsilon)$-zero-knowledge in this case.

Completing the proof of the first part of Lemma 2. Combining the analyses of Case 1 and Case 2, we conclude that for any $t, \epsilon, V_{\mathrm{WZK}}^{*}, D_{\text {WZK }}$, either the assumption $(C, c)$ is false or $S$ is a good simulator for the delayed-input specialpurpose $\left(\mathcal{D}_{x w z}, N\right)$-distributional super-weak $(t, \epsilon)$-zero-knowledge property of $(P, V)$, where $\mathcal{D}_{x w z}$ and $N$ are defined as above.

Proof of the furthermore part. We define $\overline{\mathcal{D}}_{x z}=\left\{\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right)\right\}_{n \in \mathbb{N}}$ by

$$
\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right):=\left\{\left((\mathrm{pk}, \mathrm{ct}), \mathrm{sk}_{\{\mathrm{ct}\}}\right) \left\lvert\, \begin{array}{l}
(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{Gen}\left(1^{n}\right) ; \mathrm{ct} \leftarrow \operatorname{Enc}(\mathrm{pk}, 2) \\
\mathrm{sk}_{\{\mathrm{ct}\}} \leftarrow \operatorname{PuncGen}(\mathrm{sk}, \mathrm{ct})
\end{array}\right.\right\}
$$

Due to the (perfect) correctness of PuncPKE, each $\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right)$ indeed ranges over $\left(\{0,1\}^{n} \backslash L\right) \times\{0,1\}^{*}$. Also, $\overline{\mathcal{D}}_{x z}$ is indeed computationally indistinguishable from $\mathcal{D}_{x z}=\left\{\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$ because of the security of PuncPKE.

## 5 From Special-Purpose Weak ZK to Special-Purpose Pre-Processing ZK

We show that special-purpose delayed-input ( $\mathcal{D}_{x w z}, N$ )-distributional superweak $(t, \epsilon)$-zero-knowledge implies special-purpose delayed-input ( $\mathcal{D}_{x w z}, N^{\prime}$ )distributional pre-processing $\left(t^{\prime}, \epsilon^{\prime}\right)$-zero-knowledge for some $N^{\prime}, t^{\prime}, \epsilon^{\prime}$.

Lemma 3. Let $(P, V)$ be a 2-round delayed-input interactive argument for an NP language $\boldsymbol{L}$ and $\mathcal{D}_{x w z}=\left\{\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$ be a sequence of joint distributions such that each $\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)$ ranges over $\left(\boldsymbol{R}_{L} \times\{0,1\}^{*}\right) \cap\left(\{0,1\}^{n} \times\{0,1\}^{*} \times\right.$ $\left.\{0,1\}^{*}\right)$. Then, if there exists a polynomial $N$ such that $(P, V)$ is special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$-distributional super-weak $(t, \epsilon)$-zero-knowledge for every polynomial $t$ and inverse polynomial $\epsilon$, there also exists a polynomial $N^{\prime}$ such that $(P, V)$ is special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N^{\prime}\right)$-distributional pre-processing $\left(t^{\prime}, \epsilon^{\prime}\right)$-zero-knowledge for every polynomial $t^{\prime}$ and inverse polynomial $\epsilon^{\prime}$.

As mentioned in Section 2.1, we prove this lemma by slightly modifying the proof of [8, Theorem 9] (where it is shown that a certain version of weak ZK implies a certain version of ZK as in this lemma). For lack of space, we defer the proof to the full version of this paper.

## 6 BB Impossibility of 2-Round Special-Purpose Pre-Processing ZK

We give a BB impossibility result about special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$-distributional pre-processing $(t, \epsilon)$-zero-knowledge.
Lemma 4. Let $\boldsymbol{L}$ be an NP language and $\mathcal{D}_{x w z}=\left\{\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$ be a sequence of efficient joint distributions such that (i) each $\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)$ ranges over $\left(\boldsymbol{R}_{\boldsymbol{L}} \times\{0,1\}^{*}\right) \cap\left(\{0,1\}^{n} \times\{0,1\}^{*} \times\{0,1\}^{*}\right)$ and (ii) there exists a sequence of joint distributions $\overline{\mathcal{D}}_{x z}=\left\{\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right)\right\}_{n \in \mathbb{N}}$ such that $\overline{\mathcal{D}}_{x z}$ is computationally indistinguishable from $\mathcal{D}_{x z}:=\left\{\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$ and each $\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right)$ ranges over $\left(\{0,1\}^{n} \backslash L\right) \times\{0,1\}^{*}$. Then, if there exists a 2-round delayed-input interactive argument $(P, V)$ for $\boldsymbol{L}$ such that

- there exists a polynomial $N$ such that $(P, V)$ is special-purpose delayed-input $\left(\mathcal{D}_{x w z}, N\right)$-distributional pre-processing $(t, \epsilon)$-zero-knowledge for every polynomial $t$ and every inverse polynomial $\epsilon$, and
- there exists a black-box reduction $R$ for showing the adaptive soundness of $(P, V)$ based on a falsifiable assumption $(C, c)$,
then, the assumption $(C, c)$ is false.
As mentioned in Section 2.2, the proof of this lemma closely follows the proof of [7, Theorem 2]. For lack of space, we defer the proof to the full version of this paper.


## 7 Obtaining Main Results

We obtain our main results by using the lemmas given in the previous sections.
BB impossibility of 2-round delayed-input weak ZK. By using Lemma 3 and Lemma 4, we obtain the following black-box impossibility result about 2round delayed-input weak ZK.
Theorem 1. Assume the existence of one-way functions. Then, there exists an NP language $\boldsymbol{L}$ such that if there exist (i) a 2-round delayed-input interactive argument $(P, V)$ for $\boldsymbol{L}$ that is delayed-input distributional weak $(t, \epsilon)$-zeroknowledge for every polynomial $t$ and inverse polynomial $\epsilon$ and (ii) a black-box reduction $R$ for showing the adaptive soundness of $(P, V)$ based on a falsifiable assumption $(C, c)$, then the assumption $(C, c)$ is false.

Proof. Let PRG be any pseudorandom generator (which can be obtained from one-way functions [24]) and $\mathbf{L}$ be the NP language that is defined by $\mathbf{L}:=$ $\left\{\operatorname{PRG}(s) \mid s \in\{0,1\}^{*}\right\}$, where we assume without loss of generality that PRG is length-doubling. For each $n \in \mathbb{N}$, consider the following joint distributions $\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)$ and $\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right):\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right):=\{(\operatorname{PRG}(s), s, \perp) \mid s \leftarrow$ $\left.\{0,1\}^{n / 2}\right\}$ and $\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right):=\left\{(r, \perp) \mid r \leftarrow\{0,1\}^{n} \backslash \mathbf{L}\right\}$. It is easy to see that $\left\{\left(\mathcal{X}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$ and $\left\{\left(\overline{\mathcal{X}}_{n}, \overline{\mathcal{Z}}_{n}\right)\right\}_{n \in \mathbb{N}}$ are computationally indistinguishable, and
delayed-input distributional weak $(t, \epsilon)$-zero-knowledge implies special-purpose delayed-input $\left(\mathcal{D}_{x w z}, 1\right)$-distributional super-weak $(t, \epsilon)$-zero-knowledge, where $\mathcal{D}_{x w z}=\left\{\left(\mathcal{X}_{n}, \mathcal{W}_{n}, \mathcal{Z}_{n}\right)\right\}_{n \in \mathbb{N}}$. Now, the lemma follows from Lemma 3 and Lemma 4.

BB impossibility of 2-round delayed-input strong WI. By combining Lemma 1, Lemma 2, Lemma 3, and Lemma 4, we immediately obtain the following black-box impossibility result about 2 -round delayed-input strong WI.

Theorem 2. Assume the existence of trapdoor permutations. Then, there exists an NP language $\boldsymbol{L}$ such that if there exist (i) a 2-round delayed-input interactive argument $(P, V)$ for $\boldsymbol{L}$, (ii) an oblivious black-box reduction $R_{\text {SWI }}$ for showing the delayed-input strong WI of $(P, V)$ based on a falsifiable assumption $(C, c)$, and (iii) a black-box reduction $R^{\prime}$ for showing the adaptive soundness of $(P, V)$ based on a falsifiable assumption $\left(C^{\prime}, c^{\prime}\right)$, then either the assumption $(C, c)$ is false or the assumption $\left(C^{\prime}, c^{\prime}\right)$ is false.

BB impossibility of 2-round (non-delayed-input) strong WI. By adjusting the proof of Lemma 2, we obtain the following black-box impossibility result about 2-round (non-delayed-input) strong WI.
Theorem 3. Assume the existence of CCA-secure public-key encryption schemes. Then, there exists an NP language $\boldsymbol{L}$ such that if there exist (i) a 2-round interactive argument $(P, V)$ for $\boldsymbol{L}$ and (ii) an oblivious black-box reduction $R_{\text {SWI }}$ for showing the strong $W I$ of $(P, V)$ based on a falsifiable assumption $(C, c)$, then the assumption $(C, c)$ is false.
Since Theorem 3 can be proven by closely following the proof of Lemma 2, for lack of space, we defer the proof to the full version of this paper.

BB impossibility of 2-round publicly verifiable delayed-input strong
WI. By adjusting the proof of Lemma 2, we obtain the following black-box impossibility result about 2 -round delayed-input publicly verifiable strong WI.
Theorem 4. Assume the existence of CCA-secure public-key encryption schemes. Then, there exists an NP language $\boldsymbol{L}$ such that if there exist (i) a 2-round delayed-input publicly verifiable interactive argument $(P, V)$ for $\boldsymbol{L}$ and (ii) an oblivious black-box reduction $R_{\text {SWI }}$ for showing the delayed-input strong WI of $(P, V)$ based on a falsifiable assumption $(C, c)$, then the assumption $(C, c)$ is false.
Since Theorem 4 can be proven very similarly to Theorem 3 (as mentioned in Section 2), we omit the proof.
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[^0]:    ${ }^{1}$ Throughout this paper, we focus on interactive proofs/arguments for all NP.

[^1]:    ${ }^{2}$ Weak ZK is defined slightly differently in Bitansky et al. [5], where essentially $\epsilon$-weak ZK (for any inverse polynomial $\epsilon$ ) is referred as "weak ZK." We follow other prior works $[12,8,25]$ and require the distinguishing gap to be negligible.

[^2]:    ${ }^{3}$ In [5], weak ZK is proven by a non-black-box technique, but soundness is proven by a BB reduction.
    ${ }^{4}$ It is easy to verify that for interactive proofs (rather than arguments) in the delayedinput setting, the classical impossibility result of 2-round ZK [18] can be extended to 2-round weak ZK.

[^3]:    ${ }^{5}$ This type of obliviousness is considered previously for witness hiding [23].
    ${ }^{6}$ that is, a 2-round delayed-input strong WI protocol such that anyone can decide whether a proof is accepting or not given the protocol transcript (without knowing the verifier randomness).

[^4]:    ${ }^{7}$ In SPS ZK, the simulator is usually computationally bounded by a fixed moderate super-polynomial (e.g., a quasi-polynomial) but it can use its super-polynomial-time computing power arbitrarily. In pre-processing $(t, \epsilon)-Z K$, the simulator is computationally unbounded but it can use its super-polynomial-time computing power only before receiving the statement.

[^5]:    ${ }^{8}$ Formally, $R_{\text {sWI }}$ also has oracle access to $\mathcal{D}^{0}$ and $\mathcal{D}^{1}$, but we ignore it for simplicity in this overview.

[^6]:    ${ }^{9}$ The soundness is proven based on quasi-polynomially hard assumptions.

[^7]:    ${ }^{10}$ It should be understood that the secret state that is generated in the first invocation of $V$ is implicitly inherited by the second invocation of $V$.

[^8]:    ${ }^{11}$ Our definition of puncturable PKE is related to but is much simpler than the one that is proposed in [21].

[^9]:    ${ }^{12}$ We assume without loss of generality that on security parameter $1^{n}$, Gen and Enc generate (pk, ct) such that $|(\mathrm{pk}, \mathrm{ct})|=n$.

