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#### Abstract

The standard security notion for digital signatures is "singlechallenge" (SC) EUF-CMA security, where the adversary outputs a single message-signature pair and "wins" if it is a forgery. Auerbach et al. (CRYPTO 2017) introduced memory-tightness of reductions and argued that the right security goal in this setting is actually a stronger "multi-challenge" (MC) definition, where an adversary may output many message-signature pairs and "wins" if at least one is a forgery. Currently, no construction from simple standard assumptions is known to achieve full tightness with respect to time, success probability, and memory simultaneously. Previous works showed that memory-tight signatures cannot be achieved via certain natural classes of reductions (Auerbach et al., CRYPTO 2017; Wang et al., EUROCRYPT 2018). These impossibility results may give the impression that the construction of memory-tight signatures is difficult or even impossible. We show that this impression is false, by giving the first constructions of signature schemes with full tightness in all dimensions in the MC setting. To circumvent the known impossibility results, we first introduce the notion of canonical reductions in the SC setting. We prove a general theorem establishing that every signature scheme with a canonical reduction is already memory-tightly secure in the MC setting, provided that it is strongly unforgeable, the adversary receives only one signature per message, and assuming the existence of a tightly-secure pseudorandom function. We then achieve memory-tight many-signatures-per-message security in the MC setting by a simple additional generic transformation. This yields the first memory-tightly, strongly EUF-CMA-secure signature schemes in the MC setting. Finally, we show that standard security proofs often already can be viewed as canonical reductions. Concretely, we show this for signatures from lossy identification schemes (Abdalla et al., EUROCRYPT 2012), two variants of RSA Full-Domain Hash (Bellare and Rogaway, EUROCRYPT 1996), and two variants of BLS signatures (Boneh et al., ASIACRYPT 2001).


## 1 Introduction

Work-factor-tightness. The security of many cryptosystems depends on computational hardness assumptions, where security is proven by a reduction from

[^0]breaking the cryptosystem with respect to some security definition to breaking the hardness assumption. When such cryptosystems are concretely instantiated, cryptographic parameters such as the size of algebraic groups and moduli must be determined. If this is done in theoretically-sound way, that is, supported by the security guarantees provided by a reduction from breaking the cryptosystem to breaking the underlying assumption, then the security loss of the reduction has to be taken into account.

Let $\mathcal{A}$ be an adversary on a given cryptosystem with respect to a given security model, and let $\mathcal{R}$ be a reduction in a security proof that turns $\mathcal{A}$ into an algorithm solving some assumed-to-be-hard computational problem. Let $\left(t_{\mathcal{A}}, \epsilon_{\mathcal{A}}\right)$ and $\left(t_{\mathcal{R}}, \epsilon_{\mathcal{R}}\right)$ be the running time and advantage of $\mathcal{A}$ and $\mathcal{R}$, respectively. Then, the security loss is defined as $L$ such that

$$
L \cdot \frac{\epsilon_{\mathcal{R}}}{t_{\mathcal{R}}}=\frac{\epsilon_{\mathcal{A}}}{t_{\mathcal{A}}}
$$

where $\epsilon_{\mathcal{A}} / t_{\mathcal{A}}$ and $\epsilon_{\mathcal{R}} / t_{\mathcal{R}}$ are the work factors of $\mathcal{A}$ and $\mathcal{R}$, respectively ${ }^{1}{ }^{1}$ This is the standard approach to measure concrete security, which was established by Bellare and Ristenpart 8,9].

In the classical asymptotic setting a reduction is considered efficient if $L$ is bounded by some polynomial, which may be large. However, if $L$ is large, then a theoretically-sound concrete instantiation must compensate the security loss with larger parameters, at the cost of efficiency of the deployed cryptosystem. Often $L$ depends on deployment parameters (such as the number of users and the number of issued signatures, for instance), which are determined by the application context. These might not be exactly known at the time of initial deployment, or they might unexpectedly encounter significant increase over time. Hence, these parameters must be chosen conservatively, based on a strict upper bounds, which may lead to overly large parameters that come with very significant performance overhead. Therefore it is desirable to have tight security proofs, where $L$ is a constant, and thus independent of such deployment parameters. Such schemes can be efficiently instantiated with optimal cryptographic parameters in arbitrary application contexts, independent of the number of users, the number of issued signatures, and other application parameters. If $L$ is a constant, then we usually call $\mathcal{R}$ a tight reduction. In this paper, we will refer to this notion as work-factor-tightness, in order to distinguish it from the notion of memory-tightness discussed below.

Memory-tightness. Auerbach et al. [4] explained that in addition to the work factor also the memory consumed by a reduction is relevant. This is particularly relevant when security is reduced to so-called memory-sensitive computational problems, where the efficiency of known algorithms depends on the amount of

[^1]memory that is available. This includes, for instance, known algorithms for the classical discrete logarithm problem modulo a prime number, the integer factorization problem, Learning With Errors (LWE), or Short Integer Solutions (SIS), and many more. Other problems are (currently) not considered memorysensitive, such as the discrete logarithm problem in elliptic curve groups. However, whether a given computational problem is memory-sensitive or not may change with the discovery of new algorithms and the impact of memory on their performance. See [4] for an in-depth discussion of memory-sensitivity.

In order to address this gap, Auerbach et al. [4] introduced the notion of memory-tightness, which additionally takes the memory consumed by a reduction into account. In addition to discussing the memory-sensitivity of computational problems, they also consider the memory-tightness of finding multicollisions for hash functions and of reductions between different security notions of digital signature schemes.

Since its introduction in 2017, the concept of memory tightness has drawn much attention and led to many follow-up works. This includes works on memory lower bounds of reductions by Wang et al. [50 (EUROCRYPT 2018), memory tightness of authenticated encryption by Ghoshal, Jaeger, and Tessaro 29 (CRYPTO 2020), memory tightness of hashed ElGamal by Ghoshal and Tessaro 30] (EUROCRYPT 2020), and memory tightness for key encapsulation mechanisms by Bhattacharyya [12] (PKC 2020). Hence, memory tightness is already a well-established concept in cryptography that receives broad interest.

Memory-tightly secure signatures. In the standard existential unforgeability under chosen-message attacks (EUF-CMA) security model, the adversary receives a public key $p k$ and then has access to a signing oracle that, on input of any message $m$ from the message space of the signature scheme, computes a signature $\sigma \stackrel{\&}{\leftarrow} \operatorname{Sign}(s k, m)$, stores $m$ in a list $\mathcal{Q}$, and returns $\sigma$. The adversary successfully breaks the security of the signature scheme if it outputs a forgery $\left(m^{*}, \sigma^{*}\right)$ such that $\sigma^{*}$ is a valid signature for $m^{*}$ with respect to $p k$, and $m^{*} \notin \mathcal{Q}$. Auerbach et al. call this the single-challenge setting, since the adversary has only one attempt to forge a signature. They also introduce a stronger multi-challenge security definition, where the adversary may output multiple valid message-signature pairs and it "wins" if at least one of them is a new forgery in the sense that no signature was requested for the corresponding message throughout the security experiment.

Obviously, when considering the random-access memory (RAM) model, both security notions are tightly equivalent when memory consumption is not considered. In one direction, given a multi-challenge adversary, one can simply store all message-signature pairs that the adversary has obtained from its experiment in a list. Whenever the adversary outputs a message-signature pair, it is checked whether it is contained in the list. If not, then it is a valid forgery in the singlechallenge setting. The opposite direction is even more trivial. However, note that this reduction is not memory-tight, as it requires memory linear in the number of signing queries. Auerbach et al. even showed that it is very difficult to prove that both notions are memory-tightly equivalent, by giving an impossibility re-
sult that covers a large class of natural reductions. This result was subsequently revisited and extended by Wang et al. [50].

The only known construction of a signature scheme with memory-tight security proof is due to Auerbach et al. [4]. They show that the RSA full-domain hash signature scheme can be proven memory-tightly secure under the RSA assumption. This is already a significant result, since it introduces clever tricks to deal with a programmable random oracle in a memory-tight way. However, it is still limited, since the reduction is only memory-tight, but not work-factortight. This is because the tightness lower bounds from 6, 19, 41, 42 still apply, such that a linear security loss in the number of signature queries is unavoidable.$^{2}$ Furthermore, Auerbach et al. only achieve memory-tightness in the weaker single-challenge setting, but not yet in the stronger multi-challenge setting. To the best of our knowledge, there exists currently no signature scheme, which has a security proof that is fully tight, that is, simultaneously memory-tight and work-factor-tight.

One main difficulty of achieving memory-tightly-secure signatures in the multi-challenge setting is to build a reduction which does not have to store the sequence of random oracle queries made by the adversary. While it seems easy to replace a random oracle with a pseudorandom function, this must be done very carefully, in particular in security proofs that "program" a random oracle, in order to achieve consistency. Here we can partially build upon techniques developed by Auerbach et al. [4]. Furthermore, another major difficulty in achieving security in the multi-challenge setting is to build a reduction which does not have to store the history of message-signature pairs obtained by the adversary through signing queries.

Our contributions. We summarize our contributions as follows.

- We present a sequence of transforms that give rise to the first digital signature schemes that simultaneously achieve tightness in all three dimensions: running time, success probability, and memory. The construction is efficient and yields practical signature schemes.
- On a technical level, we show how to circumvent known impossibility result by introducing the notion of "canonical reductions", which can be seen as a new "non-black-box" perspective that applies to many well-known standard reductions in security proofs for signature schemes.
- We show the applicability of this approach by considering the construction of signatures from lossy identification schemes (LID) by Abdalla et al. 1, 2, which can be viewed as a generalization of the security proof for Katz-Wang signatures 43]. We further demonstrate the versatility of our technique by applying it to well-known signature schemes like RSA-FDH [11] (with the proof following [19] with a loss linear in the number of signing queries). Then, we additionally show that by using the technique by Katz and Wang 43] of

[^2]signing the message together with an extra random bit, we can eliminate the linear security loss and achieve both memory and working factor tightness. We also show similar results for Boneh-Lynn-Shacham (BLS) signatures [14. All of our results directly achieve strong unforgeability. For a comparison of our result with previous analyses of these scheme, consider Table 1.

Table 1. Comparison of our result to previous analyses of the considered schemes. All analyses are in the random oracle model. Let $\lambda$ be the security parameter, let $q_{\mathrm{H}}$ be the number of random oracle queries, let $q_{\mathrm{s}}$ the number of signing queries, let e be the basis of the natural logarithm, let $|\mathbb{G}|$ be the size of the representation of a group element of a cyclic group $\mathbb{G}$ of prime order $q$, let $\left|\mathbb{Z}_{N}\right|$ denote the size of the representation of an element of $\mathbb{Z}_{N}$, let $N$ be a RSA modulus, let $e$ be a RSA public exponent, and let $\left|\mathbb{G}_{1}\right|$ (resp. $\left.\left|\mathbb{G}_{2}\right|\right)$ be the size of the representation of a group element of group $\mathbb{G}_{1}$ (resp. $\mathbb{G}_{2}$ ) of some bilinear group $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}\right)$. Note that for comparability, we chose to instantiate the LID-based schemes with DDH. Due to collision resistance, the nonce length chosen for our transform from Section 4 is $2 \lambda$.

| Constr. | Proof | Asm. | Sec. | Sec. Loss | Mem. Loss | $\|p k\|$ | $\|\sigma\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LID-based | [1. 2 ] | DDH | EUF-CMA | $\mathcal{O}(1)$ | $\mathcal{O}\left(q_{\mathrm{H}}+q_{\mathrm{S}}\right)$ | $4\|\mathbb{G}\|$ | $3\left\|\mathbb{Z}_{q}\right\|$ |
|  | Ours | DDH | msEUF-CMA | $\mathcal{O}(1)$ | $\mathcal{O}(1)$ | $4\|\mathbb{G}\|$ | $3\left\|\mathbb{Z}_{q}\right\|+2 \lambda$ |
| RSA-FDH | 18] | RSA | EUF-CMA | e $\cdot q$ s | $\mathcal{O}\left(q_{\mathrm{H}}+q_{\mathrm{S}}\right)$ | $\|N\|+\|e\|$ | $\left\|\mathbb{Z}_{N}\right\|$ |
|  | $4]$ | RSA | EUF-CMA | e. $q_{\text {s }}$ | $\mathcal{O}(1)$ | $\|N\|+\|e\|$ | $\left\|\mathbb{Z}_{N}\right\|$ |
|  | Ours | RSA | msEUF-CMA | $\mathrm{e} \cdot q_{s}$ | $\mathcal{O}(1)$ | $\|N\|+\|e\|$ | $\left\|\mathbb{Z}_{N}\right\|$ |
| RSA-FDH+ | 43] | RSA | EUF-CMA | $\mathcal{O}(1)$ | $\mathcal{O}\left(q_{\mathrm{H}}+q_{\mathrm{S}}\right)$ | $\|N\|+\|e\|$ | $\left\|\mathbb{Z}_{N}\right\|$ |
|  | Ours | RSA | msEUF-CMA | $\mathcal{O}(1)$ | $\mathcal{O}(1)$ | $\|N\|+\|e\|$ | $\left\|\mathbb{Z}_{N}\right\|+2 \lambda$ |
| BLS | $14]$ | (co-) CDH | EUF-CMA | $\mathrm{e} \cdot\left(q_{\mathrm{s}}+1\right)$ | $\mathcal{O}\left(q_{\mathrm{H}}+q_{\mathrm{S}}\right)$ | $\left\|\mathbb{G}_{2}\right\|$ | $\left\|\mathbb{G}_{1}\right\|$ |
|  | Ours | (co-) CDH | msEUF-CMA | $\mathrm{e} \cdot\left(q_{\mathrm{s}}+1\right)$ | $\mathcal{O}(1)$ | $\left\|\mathbb{G}_{2}\right\|$ | $\left\|\mathbb{G}_{1}\right\|$ |
| BLS+ | 43] | (co-) CDH | EUF-CMA | $\mathcal{O}(1)$ | $\mathcal{O}\left(q_{\mathrm{H}}+q_{\mathrm{S}}\right)$ | $\left\|\mathbb{G}_{2}\right\|$ | $\left\|\mathbb{G}_{1}\right\|$ |
|  | Ours | (co-) CDH | msEUF-CMA | $\mathcal{O}(1)$ | $\mathcal{O}(1)$ | $\left\|\mathbb{G}_{2}\right\|$ | $\left\|\mathbb{G}_{1}\right\|+2 \lambda$ |

Our approach. Our approach can be divided into two steps.

1. At first we show how to generically transform an entire class of signature schemes from the single-challenge setting to the multi-challenge setting. During this step, it is actually useful to consider a weaker "one-signature-permessage" security notion, where an adversary may only request one (instead of many) signature per message via its signing oracle $3^{3}$
${ }^{3}$ Of course, one-signature-per-message security is equivalent to standard security for signature schemes with deterministic signing algorithm, however, we are not aware of any such signature scheme which achieves tight security, not even in the clas-

We require that the security reduction of the underlying scheme follows a canonical pattern that is compatible with our approach to prove memory tightness. Essentially, we require that the reduction can be split into stateless "canonical procedures" for simulating signatures, extracting solutions from forgeries, and computing hash values (e.g., if a random oracle is needed).
The main idea is now to "de-randomize" all canonical procedures, meaning that we give all procedures access to the same random function but require that they otherwise behave deterministically. Note that the "one-signature-per-message" restriction helps us here, as the procedures can rely on the random function to derive randomness for one signature per message from the message by calling the random function. Giving all procedures access to the same random function, ensures consistency across procedures (e.g., a signature may need to be consistent with the simulation of a random oracle). We also show that many standard security proofs for signatures indeed can be seen as canonical reductions, so that our generic result applies.
Finally, to generically achieve memory-tightness in the multi-challenge setting, we can replace the "global random function" with a pseudorandom function. This yields a generic transform (with tightness in all dimensions) producing a signature scheme secure in the "one-signature-per-message" and multi-challenge setting.
2. In the second step we apply a simple generic transform (again, with tightness in all dimensions) that lifts any signature scheme from the "one-signature-per-message" to the standard "many-signatures-per-message" setting. To this end, any message is signed alongside a random nonce, which intuitively "expands" the set of valid signatures per message.

Applying both steps sequentially does not influence the tightness of a signature scheme in any dimension.

Related work. In the literature, "tightness" usually refers to what we call workfactor tightness in this paper. That is, running times and success probabilities are considered, but memory is not. There is a large number of research results in this area, with tightly-secure constructions of many different types of cryptosystems, including digital signatures 21, 36, 37, 43, 48], public-key encryption [7, 28, 36, (hierarchical) identity-based encryption 13,16$]$, authenticated key exchange [5, 17, 31, 45] and symmetric encryption $33,35,40$, for instance. Tight security is also increasingly considered for real-world cryptosystems, such as $20,22,33,38$. There are also various impossibility results for different types and classes of cryptosystems, such as $19,25-27,40,42,47,49$, for instance.

As already mentioned, the notion of memory-tightness was only relatively recently introduced in [4]. They also introduced the single- and multi-challenge security model, and gave the first (and currently only) memory-tight security proof for a digital scheme in the weaker single-challenge setting, which however

[^3]is not yet work-factor-tight. They also gave a first impossibility result, showing that a certain class of reductions cannot be used to reduce multi-challenge security to single-challenge security. Wang et al. [50 revisited this impossibility result and showed that multi-challenge security is impossible to achieve for a large class of reductions, unless a work-factor tightness is sacrificed. They showed a lower bound on the memory of a large class of black-box reductions from the multi-challenge unforgeability of unique signatures to any computational hardness assumption, another lower bound for restricted reductions from multichallenge security to single-challenge security for cryptographic primitives with unique keys, and a lower bound for multi-collisions of hash functions with large domain, which extends a similar result from [4]. Bhattacharyya 12 and Ghoshal and Tessaro 30 independently considered the memory-tightness of hashed ElGamal public-key encryption. Ghoshal, Jaeger, and Tessaro 29 considered the memory-tightness of authenticated encryption.

Outline. The remainder of this paper is organized as follows. In Section 2, we define the computational model and the used complexity measures, alongside with standard definitions of cryptographic primitives. In Section 3, we present how to achieve multi-challenge security from any signature scheme secure in the singlechallenge setting that follows a canonical reduction. In Section 4, we present our generic transform to lift any signature scheme from "one-signature-per-message" to the standard "many-signatures-per-message" setting. Finally, we show how our transforms can be applied to existing signature schemes, achieving the first fully tight signature schemes in the multi-challenge setting.

## 2 Preliminaries

For strings $a$ and $b$, we denote the concatenation of these strings by $a \| b$. We denote the operation of assigning a value $y$ to a variable $x$ by $x:=y$. If $S$ is a finite set, we denote by $x \stackrel{\leftrightarrow}{\leftarrow} S$ the operation of sampling a value uniformly at random from set $S$ and assigning it to variable $x$. For any probabilistic algorithm $\mathcal{A}$, we denote $y \leftarrow \mathcal{A}(x ; r)$ the process of running $\mathcal{A}$ on input $x$ with random coins $r$ and assign the output to $y$, and we denote $y \leftarrow \mathcal{A}(x)$ as $y \leftarrow \mathcal{A}(x ; r)$ for uniformly random $r$.

### 2.1 Computational Model and Complexity Measures

In this paper, we adapt the computation model used in (4) and recall the most important aspects in this section.

Algorithms. We assume all algorithms in this paper to be random access machines (RAMs). A RAM has access to memory using words of a fixed size $\lambda$ and a constant number of registers each holding a single word. If an algorithm $\mathcal{A}$ is probabilistic, then the corresponding RAM is equipped with a special instruction that fills a distinguished register with (independent) random bits. However, we do not allow the RAM to rewind random bits to access previously
used random bits. That is, $\mathcal{A}$ needs to store the random bits in this case. To run algorithm $\mathcal{A}$, the RAM is executed, where the input of the algorithm is written in the RAM's memory. To denote this, we overload notation and write $x \stackrel{\&}{\leftarrow} \mathcal{A}\left(y_{1}, y_{2}, \ldots\right)$ to denote that random variable $x$ takes on the value of algorithm $\mathcal{A}$ ran on inputs $y_{1}, y_{2}, \ldots$ with fresh random coins. Sometimes we also denote this random variable simply by $\mathcal{A}\left(y_{1}, y_{2}, \ldots\right)$. In case $\mathcal{A}$ is deterministic, we write $x:=\mathcal{A}\left(y_{1}, y_{2}, \ldots\right)$, to denote that $\mathcal{A}$ on inputs $y_{1}, y_{2}, \ldots$ outputs $x$.

Oracles. In addition, algorithm $\mathcal{A}$ sometimes has access to (stateful) oracles $\left(\mathcal{O}_{1}, \mathcal{O}_{2}, \ldots\right)$. Each of these oracles also is defined by a RAM. To interact with an oracle $\mathcal{O}_{i}$, the RAM of algorithm $\mathcal{A}$ has three fixed regions in the memory only used for the oracle state $s t_{\mathcal{O}}$, the input to the oracle and the output of the oracle. By default, these regions are empty. To query the oracle $\mathcal{O}_{i}, \mathcal{A}$ writes the query in the region of its memory reserved for the oracle input and executes a special instruction to run the RAM of $\mathcal{O}_{i}$ on this input together with the oracle state $s t_{\mathcal{O}}$. The RAM implementing $\mathcal{O}_{i}$ uses its own memory and both the output and the updated oracle state $s t_{\mathcal{O}}$ in the designated regions in $\mathcal{A}$ 's memory. For notation, we denote that an algorithm $\mathcal{A}$ has oracle access to an algorithm oracle by $\mathcal{A}^{\mathcal{O}}$.

Security experiment. The security definition and proofs presented in this paper are mostly game-based. A security experiment (or game) can simply be viewed as an algorithm that runs another algorithm as subroutine, e.g., an adversary $\mathcal{A}$, and the subroutine may also be provided with a series of (stateful) oracles. As a security experiment is simply an algorithm it is also implemented by a RAM.

Complexity measures for runtime and memory consumption. We define the complexity measures for runtime and memory according to Auerbach et al. 4].

Runtime. Let $\mathcal{A}$ be an algorithm and Exp be a security game. We define $\operatorname{Time}(\mathcal{A})$ to be the runtime of $\mathcal{A}$ as the worst-case number of computation steps over all inputs of length $\lambda$ and all possible random choices. In addition, we define $\operatorname{LocalTime}(\mathcal{A})$ to be the number of computation steps of $\mathcal{A}$ playing Exp without the additional steps induced by the oracle access to Exp. This quantifier allows us to precisely measure how much additional computation steps are necessary per oracle.
Memory consumption. Let $\mathcal{A}$ be an algorithm and Exp be a security game. We define $\operatorname{Mem}(\mathcal{A})$ to be the memory (in $\lambda$-width words) of the code of $\mathcal{A}$ plus the worst-case number of registers used at any point during computation, over all inputs of length $\lambda$ and all possible random choices. Similar to before, we define $\operatorname{LocalMem}(\mathcal{A})$ to be the memory required to execute $\operatorname{Exp}$ with algorithm $\mathcal{A}$ without the additional memory induced by the oracle access to Exp. This quantifier allows us to precisely measure how much additional memory is necessary per oracle.

### 2.2 Pseudorandom Functions

We recall the standard indistinguishability definition for pseudorandom functions. This is one of the main tools used to make reductions memory-tight.
Definition 1. Let $\lambda \in \mathbb{N}$. Let $\mathrm{F}:\{0,1\}^{\lambda} \times\{0,1\}^{*} \rightarrow \mathcal{R}$ be a keyed function, where $\mathcal{R}$ is a finite set. We define the advantage of an adversary $\mathcal{A}$ in breaking the pseudorandomness of F as

$$
\operatorname{Adv}_{\mathrm{F}}^{\mathrm{PRF}-\sec }(\mathcal{A}):=\left|\operatorname{Pr}\left[\mathcal{A}^{\mathrm{F}(k, \cdot)}=1\right]-\operatorname{Pr}\left[\mathcal{A}^{f(\cdot)}=1\right]\right|
$$

where $k \nleftarrow^{\oplus}\{0,1\}^{\lambda}$ and $f:\{0,1\}^{*} \rightarrow \mathcal{R}$ is a random function.

### 2.3 Digital Signatures

We recall the standard definition of a digital signature scheme by Goldwasser, Micali, and Rivest [32 and its standard security notion.

Definition 2. A digital signature scheme for message space $M$ is a triple of algorithms Sig $=($ Gen, Sign, Vrfy) such that

1. Gen is the randomized key generation algorithm generating a public (verification) key $p k$ and a secret (signing) key sk and takes no input.
2. $\operatorname{Sign}(s k, m)$ is the randomized signing algorithm outputting a signature $\sigma$ on input message $m \in M$ and signing key sk.
3. $\operatorname{Vrfy}(p k, m, \sigma)$ is the deterministic verification algorithm outputting either 0 or 1.

We say that a digital signature scheme $\operatorname{Sig}$ is correct if for any $m \in M$, and $(p k, s k) \stackrel{\oplus}{\leftarrow}$ Gen, it holds that $\operatorname{Vrfy}(p k, m, \operatorname{Sign}(s k, m))=1$.

One-signature-per-message unforgeability of digital signature. We adapt the one-signature-per-message unforgeability defined by Fersch et al. 23. First, we consider the "strong" variant of the definition given in [23], i.e., a pair $(m, \sigma)$ output by the adversary is only considered a valid forgery if $\sigma$ was not returned to the adversary as answer to an signing query $m$. In the "standard" variant, the pair is considered valid if for message $m$ never a signature has been queried by the adversary. Second, we implement the fact that the adversary only receives one signature per message different to the original definition. Instead of aborting the whole experiment in case the adversary queries a signature for a message that it already received a signature for, we simply return the same signature to the adversary. Therefore, the adversary still gets only one signature per message, but is allowed to query a message multiple times.

We note that, for deterministic signature schemes, the one-signature-permessage security is equivalent to the many-signatures-per-message security.

Definition 3. Let $\operatorname{Sig}=($ Gen, Sign, Vrfy $)$ be a digital signature scheme. Consider the following experiment $\operatorname{Exp}_{\mathrm{Sig}}^{\mathrm{sEUF}-\mathrm{CMA1}}(\mathcal{A})$ played between a challenger and an adversary $\mathcal{A}$ :

1. The challenger initializes the set of chosen-message queries $\mathcal{Q}:=\emptyset$, generates a fresh key pair $(p k, s k) \stackrel{\leftarrow}{\leftarrow}$ Gen and forwards $p k$ to the adversary as input.
2. The adversary may issue queries to the following oracle adaptively:

- $\operatorname{Sign}(m):$ If $(m, \sigma) \in \mathcal{Q}$, the challenger returns $\sigma$. Otherwise, it returns $\sigma \stackrel{\$}{\leftarrow} \operatorname{Sign}(s k, m)$ and adds $(m, \sigma)$ to $\mathcal{Q}$.

3. Finally, the adversary outputs a candidate forgery $(m, \sigma)$ and the challenger outputs 1 if $\operatorname{Vrfy}(p k, m, \sigma)=1$ and $(m, \sigma) \notin \mathcal{Q}$, and 0 otherwise.
We denote the advantage of an adversary $\mathcal{A}$ in forging signatures for Sig in the sEUF-CMA1 security experiment by

$$
\operatorname{Adv}_{\mathrm{Sig}}^{\mathrm{sEUF}-\mathrm{CMA1}}(\mathcal{A}):=\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{Sig}}^{\mathrm{sEUF}-\mathrm{CMA1}}(\mathcal{A})=1\right]
$$

where $\operatorname{Exp}_{\text {Sig }}^{\mathrm{sEUF}-\mathrm{CMA1}}(\mathcal{A})$ is as defined above.
Next, we generalize Definition 3 to the multi-challenge setting. Unforgeability in the multi-challenge setting was proposed by Auerbach et al. [4] and is a generalized version of the standard existential unforgeability against chosenmessage attackers notion, in which the adversary has additional access to a "forging oracle" allowing multiple forgery attempts. The adversary wins in this setting if at least one of the forgery attempts is "valid" in the same sense as in the single challenge setting.

Definition 4. Let $\operatorname{Sig}=(\mathrm{Gen}, \mathrm{Sign}, \mathrm{Vrfy})$ be a digital signature scheme. Consider the following experiment $\operatorname{Exp}_{\mathrm{Sig}}^{\mathrm{msEUF}-\mathrm{CMA1}}(\mathcal{A})$ played between a challenger and an adversary $\mathcal{A}$ :

1. The challenger initializes the set of chosen-message queries $\mathcal{Q}:=\emptyset$ and the winning flag win $:=0$. Then, it generates a fresh key pair $(p k, s k) \stackrel{\leftarrow}{\leftarrow}$ Gen and forwards $p k$ to the adversary as input.
2. The adversary may issue queries to the following oracles adaptively:

- $\operatorname{Sign}(m):$ If $(m, \sigma) \in \mathcal{Q}$ for some $\sigma$, the challenger returns $\sigma$. Otherwise, it returns $\sigma \stackrel{\Phi}{\leftarrow} \operatorname{Sign}(s k, m)$ and adds $(m, \sigma)$ to $\mathcal{Q}$.
- $\operatorname{Forge}(m, \sigma):$ If $\operatorname{Vrfy}(p k, m, \sigma)=1$ and $(m, \sigma) \notin \mathcal{Q}$, then set win $:=1$.

3. Finally, the adversary halts and the experiment outputs win.

We denote the advantage of an adversary $\mathcal{A}$ in forging signatures for $\operatorname{sig}$ in the msEUF-CMA1 security experiment by

$$
\operatorname{Adv}_{\mathrm{Sig}}^{\mathrm{msEUF}-\mathrm{CMA1}}(\mathcal{A}):=\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{Sig}}^{\mathrm{msEUF}-\mathrm{CMA1}}(\mathcal{A})=1\right]
$$

where $\operatorname{Exp}_{\mathrm{Sig}}^{\mathrm{msEUF}-\mathrm{CMA1}}(\mathcal{A})$ is as defined above.
Many-signatures-per-message unforgeability. The security notions sEUF-CMA1 and msEUF-CMA1 defined above can be generalized to the "many-signatures-per-message" setting by dropping the condition that the respective security experiments return $\sigma$ if the Sign-oracle is queried with a message $m$ such that $(m, \sigma) \in \mathcal{Q}$, i.e., a message $m$ that was already queried before. Without this condition we obtain the standard strong existential unforgeability under chosenmessage attacks (sEUF-CMA) and its multi-challenge variant (as defined in 4) msEUF-CMA.

Adversary behavior. In this work we consider adversaries that are not necessarily well-behaved. That is, an adversary $\mathcal{A}$ may, for instance, submit a forgery $\left(m^{*}, \sigma^{*}\right)$ such that $\sigma^{*}$ was obtained by a signing query $m^{*}$. In principle, any such adversary can be converted to a well-behaved adversary by performing "sanity checks" whenever the adversary submits a forgery. This conversion, however, is not memory-tight as it leads to an increase in memory needed to store the set of chosen-message queries $\mathcal{Q}$.

Considering that there might exist adversaries that are not well-behaved but break the security of a signature scheme (e.g., by producing a forgery without knowing whether it is a fresh one), we prefer a stronger security notion and consider any adversary rather than restricting our proofs to a class of wellbehaved adversaries. For a more detailed discussion on this topic, we refer the reader to [4, Section 2.3].

## 3 From the Single-Challenge Setting to the Multi-Challenge Setting

In this section, we will describe a generic construction of a reduction in the multichallenge setting, based on any "canonical" reduction in the single-challenge setting.

### 3.1 Non-Interactive Computational Assumptions

The following definition of a non-interactive computational assumptions is based on the corresponding definition by Bader et al. [6], which is originally due to Abe et al. 3]. It captures both "search problems", such as CDH, and "decisional problems", such as DDH. We focus on non-interactive computational hardness assumptions, for the following reasons. First, these may be considered the most "interesting" hardness assumption when (memory) tightness is considered. Second, it makes the definitions and proofs significantly cleaner, and therefore makes it easier to understand and verify the core technical ideas and approach.

Definition 5. A non-interactive computational assumption is defined as the tuple $\Lambda=($ InstGen, $\mathrm{V}, \mathrm{U})$, where

1. $(\phi, \omega) \leftarrow^{\oplus} \operatorname{InstGen}\left(1^{\lambda}\right)$ : InstGen is the probabilistic instance generation algorithm that takes as input a security parameter $1^{\lambda}$, and outputs a problem instance $\phi$ and a witness $\omega$.
2. $0 / 1:=\mathrm{V}(\phi, \omega, \rho): \mathrm{V}$ is the deterministic verification algorithm that takes as input a problem instance $\phi$, a witness $\omega$ and a candidate solution $\rho$, and outputs 0 or 1 . We say that $\rho$ is a correct solution for $\phi$ if $\mathrm{V}(\phi, \omega, \rho)=1$.
3. $\rho \stackrel{\oplus}{\leftarrow} \mathrm{U}(\phi): \mathrm{U}$ is a probabilistic algorithm that on input $\phi$ outputs a candidate solution $\rho$.

We define the advantage of an adversary $\mathcal{R}$ breaking $\Lambda$ as

$$
\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}(\mathcal{R}):=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\Lambda, \lambda}^{\mathrm{NICA}}(\mathcal{R})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\Lambda, \lambda}^{\mathrm{NICA}}(\mathrm{U})=1\right]\right|
$$



Fig. 1. Canonical reduction $\mathcal{R}$ from sEUF-CMA1-security of a signature scheme Sig to a computational assumption $\Lambda$ with black-box access to an adversary $\mathcal{A}$. Check is a shorthand defined as $\operatorname{Check}\left(m^{*}, \sigma^{*}\right)=1 \Longleftrightarrow \operatorname{Sig} . \operatorname{Vrfy}\left(\operatorname{simpk}, m^{*}, \sigma^{*}\right)=1 \wedge \sigma^{*} \neq$ $\operatorname{RSign}{ }^{\mathrm{RF}(\cdot)}\left(s i m s k, m^{*}\right)$ determining the algorithm to compute the final solution. For a complete formal definition, see Definition 6
where the experiment $\operatorname{Exp}_{\Lambda, \lambda}^{\mathrm{NICA}}(\mathcal{A})$ generates $(\phi, \omega) \stackrel{\otimes}{\leftarrow} \operatorname{InstGen}\left(1^{\lambda}\right)$, runs $\rho \leftarrow^{\&}$ $\mathcal{A}(\phi)$ and returns $\mathrm{V}(\phi, \omega, \rho)$.

Intuitively, U can be seen as the "trivial" solution strategy. For example, if $\Lambda$ is a decisional problem, such as $\mathrm{DDH}, \mathrm{U}$ usually would output a uniformly random bit such that $\operatorname{Pr}\left[\operatorname{Exp}_{\Lambda, \lambda}^{\mathrm{NICA}}(\mathrm{U})=1\right]=\frac{1}{2}$. Then, $\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}(\mathcal{R})$ basically defines the "bit-guessing advantage" against $\Lambda$. For a search problem, such as $\mathrm{CDH}, \mathrm{U}$ would output a constant symbol such that $\operatorname{Pr}\left[\operatorname{Exp} \operatorname{ENCA}_{\Lambda, \lambda}^{\text {NICA }}(\mathrm{U})=1\right]=0$. Then, $\operatorname{Adv}_{\Lambda, \lambda}^{\text {NICA }}(\mathcal{R})$ corresponds to the probability of $\mathcal{R}$ finding a solution $\rho$ for the given problem instance $\phi$.

### 3.2 Canonical Reductions

We introduce the notion of a canonical reduction, which essentially defines an abstract pattern of a reduction which is "compatible" with our approach to prove memory-tight security. Many security proofs of signature schemes can be explained as canonical reductions, we will show some concrete examples below. We focus on reductions from sEUF-CMA1-security to a non-interactive computational assumption $\Lambda$ (as defined in Section 3.1) in both standard model and random oracle model. For an illustration of a canonical reduction, see Figure 1 .

Definition 6. Let Sig be a signature scheme and let $\Lambda$ be a non-interactive computational assumption. Let (RGen, RF, RSign, RExtract, RHash) be the following algorithms that are implemented by a canonical reduction:

1. (simpk, simsk) $\left.\stackrel{\leftrightarrow}{ } \mathrm{RGen}^{( } \phi\right): \mathrm{RGen}$ is the probabilistic reduction key generation algorithm that takes as input an instance $\phi$ of $\Lambda$, and outputs a simulated public key simpk and a simulation secret key simsk.
2. $\left(r_{\mathrm{RSign}}, r_{\mathrm{RExtract}}, r_{\mathrm{RHash}}\right) \stackrel{\&}{\leftarrow} \mathrm{RF}(x): \mathrm{RF}$ is a stateful probabilistic algorithm simulating a truly random function with domain $\{0,1\}^{*}$ and range Coins $\mathrm{RS}_{\mathrm{Rign}} \times$ Coins $_{\text {RExtract }} \times$ Coins $_{\text {RHash }}$ using a lazily sampled random table, where Coins $\mathrm{RS}_{\mathrm{Rign}}$, Coins $_{\text {RExtract }}$, and Coins ${ }_{\text {RHash }}$ are sets for random coins of RSign, RExtract and RHash, respectively ${ }^{4}$

Remark 7. Intuitively, RF has the following purpose. We will below define algorithms RSign, RExtract, and RHash, which are used by the reduction to simulate signatures, extract from a forgery, and possibly to simulate a random oracle (if in the random oracle model), respectively. We require these algorithms to be stateless and deterministic, since this will be necessary for our construction of a memory-tight reduction. At the same time, we do not want the algorithms RSign, RExtract and, RHash to be completely independent of each other. For example, the simulation of a signature by RSign may have to be consistent with the random oracle implemented by RHash. We ensure this consistency by giving all oracles access to the same truly random function simulation algorithm RF. The algorithms of the canonical reduction are required to achieve consistency by only having access to RF. We will show below that this indeed holds for many standard security proofs for signature schemes.
3. $\sigma:=\mathrm{RSign}{ }^{\mathrm{RF}(\cdot)}$ (simsk,m): RSign is the deterministic signature simulation algorithm with access to the algorithm RF that takes as input the simulation secret key simsk and a message $m$, and outputs a simulated signature $\sigma^{5}$
4. $\rho:=\operatorname{RExtract}{ }^{\mathrm{RF}(\cdot)}\left(\right.$ simsk,$\left.\left(m^{*}, \sigma^{*}\right)\right)$ : RExtract is the deterministic problem solution extraction algorithm with access to the algorithm RF that takes as input a forgery $\left(m^{*}, \sigma^{*}\right)$, and outputs an extracted solution $\rho$.
5. $y:=\mathrm{RHash}^{\mathrm{RF}(\cdot)}($ simsk,$x): \mathrm{RH}$ ash is the deterministic hash simulation algorithm with access to the algorithm RF that takes as input an argument $x$, and outputs a simulated hash image $y$.

We call an algorithm $\mathcal{R}$ with black-box access to any adversary $\mathcal{A}$, write $\mathcal{R}^{\mathcal{A}}$, $a(\ell, \delta)$-canonical reduction from sEUF-CMA1 to $\Lambda$ if $\mathcal{R}$ satisfies the following properties.

1. The reduction $\mathcal{R}$ proceeds as follows:

[^4](a) When receiving a problem instance $\phi$, the reduction $\mathcal{R}$ uses $\operatorname{RGen}(\phi)$ to simulate a public key simpk of Sig and generate the simulation secret key simsk, and starts $\mathcal{A}$ on input simpk.
(b) Whenever the adversary $\mathcal{A}$ issues a signing query $\operatorname{Sign}(m)$, the reduction simulates the signature $\sigma$ with $\sigma:=\operatorname{RSign}{ }^{\mathrm{RF}(\cdot)}($ simsk, $m$ ) and returns $\sigma$ to $\mathcal{A}$. Note that RSign is deterministic, so even if $\operatorname{Sign}(m)$ is queried multiple times, the adversary always gets the same signature in return.
(c) In case the random oracle model ( $R O M$ ) is considered, the reduction also needs to be able to simulate the random oracle. To this end, the reduction $\mathcal{R}$ answers a random oracle query $x$ by running $y:=\operatorname{RHash}{ }^{\operatorname{RF}(\cdot)}($ simsk, $x)$ and returns $y$.
(d) When the adversary $\mathcal{A}$ outputs a candidate forgery $\left(m^{*}, \sigma^{*}\right)$, the reduction $\mathcal{R}$ first tests whether it is a valid forgery by checking
$$
\operatorname{Sig} . \operatorname{Vrfy}\left(\operatorname{simpk}, m^{*}, \sigma^{*}\right)=1 \wedge \sigma^{*} \neq \operatorname{RSign}{ }^{\mathrm{RF}(\cdot)}\left(\text { simsk }, m^{*}\right)
$$

Intuitively, the second check is the main leverage to "recognize" new signatures. If the checks pass, then we know that $\left(m^{*}, \sigma^{*}\right)$ is valid and not the signature that $\mathcal{R}$ would have simulated. Then $\mathcal{R}$ uses RExtract to extract a solution $\rho$ to the underlying problem $\Lambda$ with

$$
\rho:=\operatorname{RExtract}{ }^{\operatorname{RF}(\cdot)}\left(\operatorname{simsk},\left(m^{*}, \sigma^{*}\right)\right) .
$$

If the checks fail, $\mathcal{R}$ runs $\rho \stackrel{\oplus}{\leftarrow} \mathrm{U}(\phi)$. Finally, $\mathcal{R}$ outputs $\rho$ as the solution to the problem instance $\phi$.
2. We require that $\mathcal{R}$ is a "valid" reduction from sEUF-CMA1-security to a noninteractive computational assumption 1 . That is, for any adversary $\mathcal{A}$, we have

$$
\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}^{\mathcal{A}}\right) \geq \frac{1}{\ell} \operatorname{Adv}_{\text {Sig }}^{\text {sEUF-CMA1 }}(\mathcal{A})-\delta
$$

Remark 8. If $\mathcal{R}$ is canonical, $q_{\mathrm{s}}$ is the upper bound of the number of Sign queries made by the adversary, $q_{\mathrm{H}}$ is the upper bound of the number of random oracle queries and $q_{R F}$ is an upper bound of the number of evaluations of RF, then we obtain that

$$
\begin{align*}
\text { LocalTime }\left(\mathcal{R}^{\mathcal{A}}\right) \approx & \text { LocalTime }(\mathcal{A})+\operatorname{Time}(\operatorname{RGen})+q_{\mathrm{S}} \cdot \operatorname{Time}(\mathrm{RSign}) \\
& +q_{\mathrm{H}} \cdot \operatorname{Time}(\text { RHash })+\text { Time }(\text { Sig } . \operatorname{Vrfy}) \\
& +\max \{\operatorname{Time}(\text { RExtract }), \operatorname{Time}(\mathrm{U})\}+q_{\mathrm{RF}} \cdot \operatorname{Time}(\mathrm{RF}) \tag{1}
\end{align*}
$$

and that

$$
\begin{align*}
& \operatorname{LocalMem}\left(\mathcal{R}^{\mathcal{A}}\right)=\operatorname{LocalMem}(\mathcal{A})+\operatorname{Mem}(\text { RGen })+\operatorname{Mem}(\text { RSign }) \\
&+\operatorname{Mem}(\text { RHash })+\operatorname{Mem}(\text { Sig.Vrfy })+\operatorname{Mem}(\text { RExtract }) \\
&+\operatorname{Mem}(U)+\operatorname{Mem}(R F) \tag{2}
\end{align*}
$$

Note that by design of the canonical reduction the only common state of the algorithms RGen, RSign, RHash and RExtract is the random table (whose size grows linearly with the number of different queries) in the random function simulation algorithm RF. Otherwise, these algorithms are stateless. This will be the main leverage to achieve memory-tightness, since the random function can be implemented memory-efficiently with a pseudorandom function.

### 3.3 Multi-Challenge Security for Canonical Reductions

Next, we show how to transform any canonical reduction in the single-challenge setting to another reduction in the multi-challenge setting. Formally, consider the following theorem.

Theorem 9. Let Sig be a digital signature scheme and let $\Lambda$ be a non-interactive computational assumption. Suppose $\mathcal{R}$ is a $(\ell, \delta)$-canonical reduction from the sEUF-CMA1-security of Sig to $\Lambda$ and PRF: $\{0,1\}^{\lambda} \times\{0,1\}^{*} \rightarrow$ Coins $_{\text {RSign }} \times$ Coins $_{\text {RExtract }} \times$ Coins $_{\text {RHash }}$ is a pseudorandom function. Using $\mathcal{R}$ and PRF , we can build another reduction $\mathcal{R}^{\prime}$ from the msEUF-CMA1-security of $\operatorname{Sig}$ to $\Lambda$ such that for any adversary $\mathcal{A}^{\prime}$ attacking the msEUF-CMA1-security of Sig, there exists an adversary $\mathcal{B}$ so that

$$
\begin{equation*}
\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}^{\prime \mathcal{A}^{\prime}}\right) \geq \frac{1}{\ell} \cdot \operatorname{Adv}_{\mathrm{Sig}}^{\mathrm{msEUF}-\mathrm{CMA} 1}\left(\mathcal{A}^{\prime}\right)-\operatorname{Adv}_{\mathrm{PRF}}^{\mathrm{PRF}-\mathrm{sec}}\left(\mathcal{B}^{\mathcal{A}^{\prime}}\right)-\delta \tag{3}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
& \operatorname{LocalTime}\left(\mathcal{R}^{\prime \mathcal{A}^{\prime}}\right) \approx \operatorname{LocalTime}\left(\mathcal{A}^{\prime}\right)+\operatorname{Time}(\mathrm{RGen})+\left(q_{\mathrm{S}}+q_{\mathrm{F}}\right) \cdot \operatorname{Time}(\mathrm{RSign}) \\
& +q_{\mathrm{H}} \cdot \operatorname{Time}(\text { RHash })+q_{\mathrm{F}} \cdot \operatorname{Time}(\text { Sig.Vrfy }) \\
& +\max \{\text { Time(RExtract), Time(U) }\}+q_{\mathrm{RF}} \cdot \text { Time(PRF), } \\
& \operatorname{LocalMem}\left(\mathcal{R}^{\prime \mathcal{A}^{\prime}}\right)=\operatorname{LocalMem}\left(\mathcal{A}^{\prime}\right)+\operatorname{Mem}(\text { RGen })+\operatorname{Mem}(\text { RSign }) \\
& +\operatorname{Mem}(\text { RHash })+\operatorname{Mem}(\text { Sig.Vrfy })+\operatorname{Mem}(\text { RExtract }) \\
& +\operatorname{Mem}(U)+\operatorname{Mem}(\text { PRF })+1, \tag{4}
\end{align*}
$$

and

$$
\begin{aligned}
& \operatorname{LocalTime}\left(\mathcal{B}^{\mathcal{A}^{\prime}}\right) \approx \operatorname{LocalTime}\left(\mathcal{A}^{\prime}\right)+\operatorname{Time}(\operatorname{RGen})+\left(q_{\mathrm{S}}+q_{\mathrm{F}}\right) \cdot \operatorname{Time}(\mathrm{RSign}) \\
& +q_{\mathrm{H}} \cdot \operatorname{Time}(\text { RHash })+q_{\mathrm{F}} \cdot \operatorname{Time}(\text { Sig.Vrfy }) \\
& +\max \{\text { Time(RExtract), Time(U) }\}+\text { Time(InstGen) } \\
& + \text { Time(V), } \\
& \operatorname{LocalMem}\left(\mathcal{B}^{\mathcal{A}^{\prime}}\right)=\operatorname{LocalMem}\left(\mathcal{A}^{\prime}\right)+\operatorname{Mem}(\operatorname{RGen})+\operatorname{Mem}(\mathrm{RSign}) \\
& +\operatorname{Mem}(\text { RHash })+\operatorname{Mem}(\text { Sig.Vrfy })+\operatorname{Mem}(\text { RExtract }) \\
& +\operatorname{Mem}(\mathrm{U})+\operatorname{Mem}(\operatorname{InstGen})+\operatorname{Mem}(\mathrm{V}) .
\end{aligned}
$$

where $q_{\mathrm{F}}$ is the number of Forge queries made by $\mathcal{A}^{\prime}, q_{\mathrm{S}}$ is the number of Sign queries made by $\mathcal{A}^{\prime}, q_{\mathrm{H}}$ is the numbers of queries made to the random oracl $\epsilon^{6}$, and $q_{\mathrm{RF}}$ is an upper bound of the number of evaluations of RF.

[^5]Remark 10. For any sEUF-CMA1 adversary $\mathcal{A}$ and any msEUF-CMA1 adversary $\mathcal{A}^{\prime}$, if we define the memory overhead of $\mathcal{R}^{\prime}(\mathcal{R})$ as

$$
\begin{aligned}
\Delta\left(\mathcal{R}^{\prime}\right) & :=\operatorname{LocalMem}\left(\mathcal{R}^{\prime \mathcal{A}^{\prime}}\right)-\operatorname{LocalMem}\left(\mathcal{A}^{\prime}\right) \\
\Delta(\mathcal{R}) & :=\operatorname{LocalMem}\left(\mathcal{R}^{\mathcal{A}}\right)-\operatorname{LocalMem}(\mathcal{A})
\end{aligned}
$$

Then, from Equations (22) and (4), we have that,

$$
\Delta\left(\mathcal{R}^{\prime}\right)-\Delta(\mathcal{R})=\operatorname{Mem}(\mathrm{PRF})+1-\operatorname{Mem}(\mathrm{RF})
$$

More intuitively speaking, this means that reduction $\mathcal{R}^{\prime}$ does not use memory to keep a random function RF whose random table grows linearly with the number of different queries, but instead it uses some small amount of memory to store a PRF key and run the PRF. Furthermore, the algorithms in $\mathcal{R}^{\prime}$ (RGen, RSign, RHash, RExtract, Sig.Vrfy, PRF and U) are stateless and their memory usage is independent of the number of queries made by adversary. Thus, the memory overhead of $\mathcal{R}^{\prime}$, i.e., $\Delta\left(\mathcal{R}^{\prime}\right)$ will also be independent of the adversary, especially independent of $q_{\mathrm{s}}$.

Remark 11. Equation (3) is equivalent to

$$
\operatorname{Adv}_{\text {Sig }}^{\mathrm{msEUF}-\mathrm{CMA1}}\left(\mathcal{A}^{\prime}\right) \leq \ell \cdot\left(\operatorname{Adv}_{A, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}^{\prime \mathcal{A}^{\prime}}\right)+\operatorname{Adv}_{\mathrm{PRF}}^{\mathrm{PRF}-\mathrm{sec}}\left(\mathcal{B}^{\mathcal{A}^{\prime}}\right)+\delta\right)
$$

It shows that the msEUF-CMA1 security of Sig builds upon both the security of NICA and the pseudorandomness of PRF. If $\ell$ is a constant, $\delta$ is a negligible value which is independent of the number of queries made by the adversary and PRF is memory-tightly secure, then the msEUF-CMA1 security of Sig is tight in both working factor and memory. (See Section 5 for more discussions about concrete applications.)

Proof (of Theorem 59). Since $\mathcal{R}$ is a canonical reduction, we know that there are algorithms (RGen, RSign, RExtract, RHash). Using these algorithms and a pseudorandom function, we construct another reduction $\mathcal{R}^{\prime}$ which transfers any msEUF-CMA1 adversary $\mathcal{A}^{\prime}$ to a hard problem solver of $\Lambda$.

Construction of $\mathcal{R}^{\prime}$. The reduction $\mathcal{R}^{\prime}$ receives as input an instance $\phi$ of $\Lambda$ and simulates the experiment $\operatorname{Exp}_{\mathrm{Sig}}^{\mathrm{msEUF}-\mathrm{CMA1}}\left(\mathcal{A}^{\prime}\right)$ for $\mathcal{A}^{\prime}$. To this end, it first runs (simpk, simsk) $\stackrel{\leftrightarrow}{\leftarrow} \operatorname{RGen}(\phi)$ to obtain a simulated public key simpk for the signature scheme Sig . Note that this is exactly the same as what $\mathcal{R}$ would do.

In contrast to $\mathcal{R}, \mathcal{R}^{\prime}$ does not simulate a random function with algorithm RF. Instead, it chooses a uniform key $k \leftarrow^{\&}\{0,1\}^{\lambda}$ for a pseudorandom function PRF: $\{0,1\}^{\lambda} \times\{0,1\}^{*} \rightarrow$ Coins $_{\text {RSign }} \times$ Coins $_{\text {RExtract }} \times$ Coins $_{\text {RHash }}$ and uses PRF as a replacement.
$\mathcal{A}^{\prime}$ then receives as input the simulated public key simpk and gets access to the signing oracle Sign, the random oracle (if ROM is considered) and the "forgery attempt" oracle Forge. To simulate these oracles for $\mathcal{A}^{\prime}$, the reduction $\mathcal{R}^{\prime}$ does the following:

Sign-oracle. Upon receiving a signature query $\operatorname{Sign}(m)$ for some message $m \in$ $M$, the reduction $\mathcal{R}^{\prime}$ runs $\mathcal{R}$ 's signature simulation algorithm with oracle access to PRF, i.e., $\sigma:=\operatorname{RSign}{ }^{\operatorname{PRF}(k, \cdot)}($ simsk, $m)$. Then it returns $\sigma$ to $\mathcal{A}^{\prime}$. Note that the same signature will be returned if the same message is queried multiple times since RSign is deterministic.
Random oracle. $\mathcal{R}^{\prime}$ answers a random oracle query $x$ by running RHash with oracle access to PRF, i.e., $y:=$ RHash ${ }^{\operatorname{PRF}(k, \cdot)}(\operatorname{simsk}, x)$ and returns $y$.
Forge-oracle. Upon receiving a forgery attempt $\left(m^{*}, \sigma^{*}\right)$, the reduction $\mathcal{R}^{\prime}$ at first checks whether

$$
\operatorname{Sig} . \operatorname{Vrfy}\left(\operatorname{simpk}, m^{*}, \sigma^{*}\right)=1 \quad \text { and } \quad \sigma^{*} \neq \operatorname{RSign}{ }^{\operatorname{PRF}(k, \cdot)}\left(\text { simsk }, m^{*}\right)
$$

In case both checks pass, the reduction $\mathcal{R}^{\prime}$ attempts to extract a solution $\rho$ for the problem instance $\phi$ from the forgery at hand by running $\rho:=$ RExtract ${ }^{\operatorname{PRF}(k, \cdot)}\left(\right.$ simsk, $\left.\left(m^{*}, \sigma^{*}\right)\right)$. Then $\mathcal{R}^{\prime}$ returns $\rho$ and halts.
In case any of the previous two checks failed, $\mathcal{R}^{\prime}$ continues to simulate $\mathcal{A}^{\prime}$. If the adversary $\mathcal{A}^{\prime}$ fails to output any forgery attempt $\left(m^{*}, \sigma^{*}\right)$ that can pass the checks throughout the whole simulation process, $\mathcal{R}^{\prime}$ runs $\rho \leftarrow \mathscr{} \mathbb{U}(\phi)$ and outputs $\rho$.

Note that $\mathcal{R}^{\prime}$ proceeds exactly as $\mathcal{R}$ but it uses a pseudorandom function instead of a truly random function and it needs to handle at most $q_{F}$ forgery attempts as opposed to just one. Therefore, the running time of $\mathcal{R}^{\prime}$ is the running time of $\mathcal{R}$ as given in Remark 8 , replacing Time(RF) by Time (PRF) plus the time required to simulate the additional $q_{\mathrm{F}}-1$ Forge-queries, namely $\left(q_{\mathrm{F}}-1\right) \cdot($ Time $(\mathrm{Vrfy})+$ Time(RSign)). This yields the time given in Theorem 9 .

Similarly, the memory consumption of $\mathcal{R}^{\prime}$ is the memory consumed by $\mathcal{R}$ as given in Remark 8, but instead of storing the random table in $\mathrm{RF}, \mathcal{R}^{\prime}$ needs to store the function description of PRF and its corresponding key, which again yields the values given in Theorem 9. In particular, note that the memory consumed by $\mathcal{R}^{\prime \mathcal{A}^{\prime}}$ is independent of the number of queries made by $\mathcal{A}^{\prime}$, as the stateful random table is replaced with the stateless keyed PRF PRF.

We complete the proof of Theorem 9 by analyzing the advantage of $\mathcal{R}^{\prime}$ as follows.

The advantage of $\mathcal{R}^{\prime \mathcal{A}^{\prime}}$. In order to analyse the advantage of $\mathcal{R}^{\prime \mathcal{A}^{\prime}}$, we first modify the reduction $\mathcal{R}^{\prime}$ to get a new reduction $\mathcal{R}_{1}$. More precisely, $\mathcal{R}_{1}$ is exactly $\mathcal{R}^{\prime}$ except that it uses a random function RF instead of a pseudorandom function PRF.

We can easily build an adversary $\mathcal{B}$ and show that

$$
\begin{equation*}
\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}^{\mathcal{A}^{\prime}}\right) \geq \operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}_{1}^{\mathcal{A}^{\prime}}\right)-\operatorname{Adv}_{\mathrm{PRF}}^{\mathrm{PRF}-\sec }\left(\mathcal{B}^{\mathcal{A}^{\prime}}\right) \tag{5}
\end{equation*}
$$

The construction of $\mathcal{B}$ is straightforward. It generates the problem instance together with its witness using $(\phi, \omega) \stackrel{\leftrightarrow}{\leftarrow} \operatorname{InstGen}\left(1^{\lambda}\right)$. Then it simulates the above reductions and interacting with $\mathcal{A}^{\prime}$ by forwarding all the input to RF/PRF to its own challenger. If the reduction outputs a solution $\rho, \mathcal{B}$ runs the algorithm V and
outputs $\mathrm{V}(\phi, \omega, \rho)$. Thus, Equation (5) holds and the running time and memory consumption of $\mathcal{B}$ follows the equations in Theorem 9

Next we modify $\mathcal{R}_{1}$ again to get $\mathcal{R}_{2} . \mathcal{R}_{2}$ is identical to $\mathcal{R}_{1}$ except that it logs all the chosen message queries with their respective signatures in the set $\mathcal{Q}$ and it replaces the check in Forge-oracle from

$$
\operatorname{Sig} . \operatorname{Vrfy}\left(\operatorname{simpk}, m^{*}, \sigma^{*}\right)=1 \wedge \sigma^{*} \neq \operatorname{RSign}{ }^{\mathrm{RF}(\cdot)}\left(\operatorname{sim} s k, m^{*}\right)
$$

to the check

$$
\text { Sig. } \operatorname{Vrfy}\left(\operatorname{simpk}, m^{*}, \sigma^{*}\right)=1 \wedge \sigma^{*} \neq \operatorname{RSign}{ }^{\mathrm{RF}(\cdot)}\left(\operatorname{simsk}, m^{*}\right) \wedge\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}
$$

Note that the added check $\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}$ is redundant because every $(m, \sigma)$ pair in $\mathcal{Q}$ has the property that $\sigma=\operatorname{RSign}{ }^{\operatorname{PRF}(\cdot)}($ simsk, $m)$. Thus, we have that

$$
\begin{equation*}
\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}_{1}^{\mathcal{A}^{\prime}}\right)=\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}_{2}^{\mathcal{A}^{\prime}}\right) \tag{6}
\end{equation*}
$$

Next, we construct a single-challenge sEUF-CMA1-adversary $\widetilde{\mathcal{A}}$ that combines the multi-challenge $\mathcal{A}^{\prime}$ with the check $\operatorname{Sig} . \operatorname{Vrfy}\left(p k, m^{*}, \sigma^{*}\right)=1 \wedge\left(m^{*}, \sigma^{*}\right) \notin$ $\mathcal{Q}$. More precisely, after getting the public key $p k, \widetilde{\mathcal{A}}$ simulates $\mathcal{A}^{\prime}$ and keep $\log$ of the set $\mathcal{Q}$ itself. Whenever $\mathcal{A}^{\prime}$ submits a Forge-query, $\widetilde{\mathcal{A}}$ checks whether $\operatorname{Sig} . \operatorname{Vrfy}\left(p k, m^{*}, \sigma^{*}\right)=1 \wedge\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}$. If the check does not pass, $\widetilde{\mathcal{A}}$ continues the simulation of $\mathcal{A}^{\prime}$. And $\widetilde{\mathcal{A}}$ outputs the first forgery that can pass this check as its own forgery attempt. After that, $\widetilde{\mathcal{A}}$ terminates. Note that $\widetilde{\mathcal{A}}$ can perform the checks efficiently because it knows the public key $p k$ and can $\log$ the set $\mathcal{Q}$ itself.

We can obtain an important observation on $\widetilde{\mathcal{A}}$ : the game that is played between $\mathcal{R}_{2}$ and the multi-challenge adversary $\mathcal{A}^{\prime}$ distributes identically with the game that is played between the canonical reduction $\mathcal{R}$ and the single-challenge adversary $\widetilde{\mathcal{A}}$. Thus, we have that

$$
\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}_{2}^{\mathcal{A}^{\prime}}\right)=\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}^{\tilde{\mathcal{A}}}\right)
$$

Furthermore, we know that $\widetilde{\mathcal{A}}$ wins the (single-challenge) sEUF-CMA1 game if and only if $\mathcal{A}^{\prime}$ wins the (multi-challenge) msEUF-CMA1 game because of the check Sig. $\operatorname{Vrfy}\left(\operatorname{simpk}, m^{*}, \sigma^{*}\right)=1 \wedge\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}$. So, we have that

$$
\operatorname{Adv}_{\mathrm{Sig}}^{\text {sEUF-CMA1 }}(\widetilde{\mathcal{A}})=\operatorname{Adv}_{\mathrm{Sig}}^{\mathrm{msEUF}-\mathrm{CMA} 1}\left(\mathcal{A}^{\prime}\right) .
$$

Since $\mathcal{R}$ is canonical, we have that

$$
\begin{align*}
\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}_{2}^{\mathcal{A}^{\prime}}\right)=\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}^{\tilde{\mathcal{A}}}\right) & \geq \frac{1}{\ell} \operatorname{Adv}_{\mathrm{Sig}}^{\mathrm{sEUF}-\mathrm{CMA} 1}(\widetilde{\mathcal{A}})-\delta \\
& =\frac{1}{\ell} \operatorname{Adv}_{\mathrm{Sig}}^{\mathrm{msEUF}-\mathrm{CMA1}}\left(\mathcal{A}^{\prime}\right)-\delta \tag{7}
\end{align*}
$$

Combining Equations (5) to (7), we have that

$$
\operatorname{Adv}_{\Lambda, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}^{\prime \mathcal{A}^{\prime}}\right) \geq \frac{1}{\ell} \operatorname{Adv}_{\mathrm{Sig}}^{\mathrm{msEUF}-\mathrm{CMA1}}\left(\mathcal{A}^{\prime}\right)-\delta-\operatorname{Adv}_{\mathrm{PRF}}^{\mathrm{PRF-sec}}\left(\mathcal{B}^{\mathcal{A}^{\prime}}\right)
$$

and the theorem follows.

## 4 From msEUF-CMA1 Security to msEUF-CMA Security

So far we have shown how any signature scheme that can be proven sEUF-CMA1secure (i.e., single-challenge and one-signature-per-message) via a canonical reduction to some computational problem, can be proven msEUF-CMA1-secure (i.e., multi-challenge and one-signature-per-message) in a memory-tight way. In this section, we extend our approach and present a generic transform, which "memory-tightly lifts" any signature scheme from msEUF-CMA1 security (i.e., multi-challenge and one-signature-per-message) to the desired msEUF-CMA security (i.e., multi-challenge and many-signatures-per-message).

Intuition. The core idea of this transform is to sign a message together with some randomly-chosen nonce $n$. Intuitively, this nonce "expands" the set of valid signatures for a given message. While this transform is straightforward, we see value to make it explicit.

Transform. Let $\lambda \in \mathbb{N}$ and let $\mathrm{Sig}^{\prime}=\left(\mathrm{Gen}^{\prime}, \mathrm{Sign}^{\prime}, \mathrm{Vrfy}^{\prime}\right)$ be a signature scheme. We construct a new signature scheme $\mathrm{Sig}=($ Gen, Sign, Vrfy) as follows:
Key generation. Gen behaves exactly like Gen'.
Signing. Sign takes as input the secret key $s k$ and a message $m$. It samples a nonce $n \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}$, computes $\sigma^{\prime} \stackrel{\leftarrow}{\leftarrow} \operatorname{Sign}^{\prime}(s k, m \| n)$, and returns $\sigma=\left(\sigma^{\prime}, n\right)$.
Verification. Vrfy takes as input a public key $p k$, a message $m$, and a signature $\sigma=\left(\sigma^{\prime}, n\right)$. It computes and returns $\operatorname{Sig}^{\prime} . \operatorname{Vrfy}\left(p k, m \| n, \sigma^{\prime}\right)$.
Theorem 12. From each adversary $\mathcal{A}$ breaking the msEUF-CMA-security of the above signature scheme $\operatorname{Sig}$ (with $q_{s}$ signing queries), we can construct an adversary $\mathcal{B}$ such that $\operatorname{Adv}_{\text {Sig }}^{\mathrm{msEUF}-\mathrm{CMA}}(\mathcal{A}) \leq \operatorname{Adv}_{\mathrm{Sig}^{\prime}}^{\mathrm{msEEF}} \mathrm{CMA1}(\mathcal{B})+\frac{q_{s}^{2}}{2^{\lambda}}$ and
$\operatorname{LocalTime}(\mathcal{B}) \approx \operatorname{LocalTime}(\mathcal{A}) \quad$ and $\quad \operatorname{LocalMem}(\mathcal{B})=\operatorname{LocalMem}(\mathcal{A})$.
The proof of Theorem 12 is straightforward and we provide it in Appendix A

## 5 Applications

In this section, we present how the results of Sections 3 and 4 can be used to yield memory-tight strongly unforgeable signatures in the multi-challenge and many-signatures-per-message setting. In Section 5.1. we present a construction based on lossy identification schemes (similar to the construction by Abdalla et al. 11) and prove its memory-tight security using our results. Then, in Section 5.2 , we show how existing signature schemes such as RSA-FDH 10 benefit from our result and evade the existing impossibility results of 4.50. In the full version, we show similar results for the Boneh, Lynn, and Shacham signature scheme 14, 15 .

We note that, a pseudorandom function is required when applying our results of Sections 3 and 4 . In the standard model, we are aware of several pseudorandom functions that achieve almost tight security based on standard assumptions $39,44,46$. In the random oracle model, such a pseudorandom function exists unconditionally.

### 5.1 Memory-Tight Signatures from Lossy Identification Schemes

In this section, we present how to construct memory-tight strongly unforgeable signatures in the multi-challenge and many-signatures-per-message setting based on lossy identification schemes. To this end, we first present a formal definition of lossy identification schemes.

Lossy Identification Schemes. We adapt the definition of a lossy identification scheme [1,2].
Definition 13. A lossy identification scheme LID is a tuple of algorithms

$$
\text { LID }=\text { (LID.Gen, LID.LossyGen, LID.Prove, LID.Vrfy, LID.Sim })
$$

with the following properties.
$-(p k, s k) \stackrel{\&}{\leftarrow}$ LID.Gen $\left(1^{\lambda}\right)$ is the normal key generation algorithm. It takes as input the security parameter and outputs a public verification key pk and a secret key sk.
$-p k \stackrel{\leftrightarrow}{\leftarrow}$ LID.LossyGen $\left(1^{\lambda}\right)$ is a lossy key generation algorithm that takes the security parameter and outputs a lossy verification key $p k$.

- LID.Prove is the prover algorithm that is split into two algorithms:
- $(\mathrm{cmt}, \mathrm{st}) \stackrel{\leftarrow}{\leftarrow} \operatorname{LID} . \operatorname{Prove}_{1}(s k)$ is a probabilistic algorithm that takes as input the secret key and returns a commitment cmt and a state st.
- resp ${ }^{\&} \operatorname{LID}^{\circ}$ Prove $_{2}(s k, \mathrm{cmt}, \mathrm{ch}, \mathrm{st})$ is a deterministic algorithm ${ }^{7}$ that takes as input the secret key, a commitment cmt, a challenge ch, a state st, and returns a response resp.
- LID. $\operatorname{Vrfy}(p k, \mathrm{cmt}, \mathrm{ch}, \mathrm{resp}) \in\{0,1\}$ is a deterministic verification algorithm that takes a public key, and a conversation transcript (i.e., a commitment, a challenge, and a response) as input and outputs a bit, where 1 indicates that the proof is "accepted" and 0 "rejected".
We assume that a public key pk implicitly defines two sets, the challenge set CSet and the response set RSet.

Definition 14. Let LID = (LID.Gen, LID.LossyGen, LID.Prove, LID.Vrfy, LID.Sim) defined as above. We call LID lossy when the following properties hold:

- Completeness of normal keys. Let $(p k, s k) \stackrel{\&}{\leftarrow}$ LID.Gen $\left(1^{\lambda}\right)$ be a key pair and let (cmt, ch, resp) be an honest transcript (i.e., (cmt, st) $\stackrel{\&}{\leftarrow} \operatorname{LID.Prove}_{1}(s k)$, ch $\leftarrow$ CSet, and resp $\left.\leftarrow \operatorname{LID.~}^{₫} \operatorname{Prove}_{2}(s k, \mathrm{cmt}, \mathrm{ch}, \mathrm{st})\right)$. We call LID $\rho$-complete, if

$$
\operatorname{Pr}[\operatorname{LID} . \operatorname{Vrfy}(p k, \mathrm{cmt}, \mathrm{ch}, \mathrm{resp})=1] \geq \rho(\lambda)
$$

where $\rho$ is a non-negligible function in $\lambda$. We call LID perfectly-complete, if it is 1-complete.
$\overline{7}$ As far as we know, all the instantiations of lossy identification schemes have a deterministic LID. Prove $2_{2}$ algorithm. However, if a new instantiation requires randomness, then it can be "forwarded" from LID.Prove ${ }_{1}$ in the state variable st. Therefore the requirement that LID. Prove $_{2}$ is deterministic is without loss of generality, and only made to simplify our security analysis.

- Simulatability of transcripts. Let $(p k, s k) \stackrel{\leftarrow}{\leftarrow} \operatorname{LID.Gen}\left(1^{\lambda}\right)$ be a key pair. We call LID $\varepsilon_{s}$-simulatable if LID.Sim taking public key pk, a challenge ch $\in$ CSet and a response resp $\in$ RSet as input, deterministically generates a commitment cmt such that ( $\mathrm{cmt}, \mathrm{ch}, \mathrm{resp}$ ) is a valid transcript (i.e., LID. $\operatorname{Vrfy}(p k, \mathrm{cmt}, \mathrm{ch}, \mathrm{resp})=1$ ). Furthermore, if (ch, resp) is chosen uniformly random from $\mathrm{CSet} \times \mathrm{RSet}$, the distribution of the transcript ( cmt , ch, resp) is statistically indistinguishable (up to an upper bound $\varepsilon_{s}$ ) from honestly generated transcripts. If $\varepsilon_{s}=0$, we call LID perfectly simulatable.
- Indistinguishability of keys. We define the advantage of an adversary $\mathcal{A}$ to break the key-indistinguishability of LID as

$$
\operatorname{Adv}_{\mathrm{LID}}^{\mathrm{IND}-\mathrm{KEY}}(\mathcal{A}):=\left|\operatorname{Pr}[\mathcal{A}(p k)=1]-\operatorname{Pr}\left[\mathcal{A}\left(p k^{\prime}\right)=1\right]\right|,
$$

where $(p k, s k) \stackrel{\&}{\leftarrow}$ LID.Gen $\left(1^{\lambda}\right)$ and $p k^{\prime} \leftarrow_{\leftarrow}$ LID.LossyGen $\left(1^{\lambda}\right)$, is negligible in $\lambda$.

- Lossiness. Consider the following security experiment $\operatorname{Exp}_{\mathrm{LID}}^{\mathrm{IMPERSONATE}}(\mathcal{A})$ described below, played between a challenger and an adversary $\mathcal{A}$ :

1. The challenger generates a lossy verification key $p k \leftrightarrow$ LID.LossyGen $\left(1^{\lambda}\right)$ and sends it to the adversary $\mathcal{A}$.
2. The adversary $\mathcal{A}$ may now compute a commitment cmt and send it to the challenger. The challenger responds with a random challenge ch $\leftarrow$ CSet.
3. Eventually, the adversary $\mathcal{A}$ outputs a response resp. The challenger outputs LID. $\operatorname{Vrfy}(p k, \mathrm{cmt}$, ch, resp).
We call $\operatorname{LID} \varepsilon_{\ell}$-lossy if no computationally unrestricted adversary $\mathcal{A}$ wins the above security game with probability

$$
\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{LID}}^{\operatorname{IMPERSONATE}}(\mathcal{A})=1\right] \geq \varepsilon_{\ell} .
$$

Definition 15. A lossy identification scheme

$$
\text { LID }=\text { (LID.Gen, LID.LossyGen, LID.Prove, LID.Vrfy, LID.Sim })
$$

is commitment-recoverable if LID. $\operatorname{Vrfy}\left(p k, \mathrm{cmt}\right.$, ch, resp) first recomputes $\mathrm{cmt}^{\prime}=$ LID. $\operatorname{Sim}(p k, \mathrm{ch}, \mathrm{resp})$ and then outputs 1 if and only if $\mathrm{cmt}^{\prime}=\mathrm{cmt}$.

Remark 16. We are aware of five different lossy identification scheme instantiations and they are based on DDH [43], DSDL, Ring-LWE, Subset Sum 1,2] and RSA 34. As far as we know, all of them are commitment-recoverable. And the schemes based on DDH, DSDL and RSA assumption are perfectly complete and perfectly simulatable.

Memory-Tight Signatures from Lossy Identification Schemes. In the following, we present the construction of the signature scheme based on lossy identification scheme. This construction is slightly different from the construction by Abdalla et al. in [1, 2] and can be seen as a variant of the Fiat-Shamir transform 24. We show that this construction can be proven strongly unforgeable in the single challenge and one-message-per-signature setting (in the sense
of sEUF-CMA1, see Definition 3) in Theorem 17. This result is not yet memorytight, but work-factor-tight, as the reduction still needs to do book-keeping for a random function, but does not need to store the set of queried messages and there respective signatures in the set $\mathcal{Q}$ anymore. Based this result, we show how to apply Theorems 9 and 12 to yield strong unforgeability in the multi-challenge and many-signatures-per-message setting (in the sense of msEUF-CMA), which then will be fully tight, i.e., both work-factor- and memory-tight.

Let LID $=$ (LID.Gen, LID.LossyGen, LID.Prove, LID.Vrfy) be a lossy identification scheme and let $\mathrm{H}:\{0,1\}^{*} \rightarrow$ CSet. Consider the following digital signature scheme (Gen, Sign, Vrfy).

Key generation. Algorithm Gen samples a key pair $(p k, s k) \leftarrow^{\S} \operatorname{LID} . G e n\left(1^{\lambda}\right)$.
Signing. The signing algorithm Sign takes as input $s k$ and a message $m \in$
 resp $:=\operatorname{LID}^{2} \operatorname{Prove}_{2}(s k, \mathrm{ch}, \mathrm{cmt}, \mathrm{st})$, and outputs the signature $\sigma:=(\mathrm{ch}, \mathrm{resp})$.
Verification. The verification algorithm Vrfy takes as input a public key $p k$, message $m \in\{0,1\}^{*}$, and a signature $\sigma=$ (ch, resp). It runs the check LID. $\operatorname{Vrfy}(p k, \mathrm{cmt}, \mathrm{ch}$, resp). More precisely, it first recovers

$$
\mathrm{cmt}:=\mathrm{LID} \cdot \operatorname{Sim}(p k, \mathrm{ch}, \mathrm{resp})
$$

and then computes $\mathrm{ch}^{\prime}:=\mathrm{H}(m, \mathrm{cmt})$ Finally, the reduction outputs 1 if and only if ch equals $\mathrm{ch}^{\prime}$.

Compared to the signature scheme by Abdalla et al. 1, 2], signature of the above scheme is a pair (ch, resp) whereas signature in 1,2 is a pair (cmt, resp) for a transcript (cmt, ch, resp) of the lossy identification scheme. For a concrete instantiation based on DDH assumption, this yields a shorter signature.

Theorem 17. Let $\mathrm{H}:\{0,1\}^{*} \rightarrow$ CSet be modeled as a random oracle and let LID be a lossy identification scheme that is commitment-recoverable, perfectly complete, $\varepsilon_{s}$-simulatable and $\varepsilon_{\ell}$-lossy.

Then, from each adversary $\mathcal{A}$ breaking the sEUF-CMA1 security of the above signature scheme, we can construct an adversary $\mathcal{B}$ such that

$$
\operatorname{Adv}_{\text {Sig }}^{\text {sEUF-CMA1 }}(\mathcal{A}) \leq \operatorname{Adv}_{\text {LID }}^{\operatorname{INDEKY}}(\mathcal{B})+\frac{1}{|\mathrm{CSet}|}+\frac{1}{|\mathrm{RSet}|}+q_{\mathrm{S}} \cdot \varepsilon_{s}+q_{\mathrm{H}} \cdot \varepsilon_{\ell}
$$

and

$$
\begin{aligned}
& \text { LocalTime }(\mathcal{B}) \leq \operatorname{LocalTime}(\mathcal{A})+\operatorname{Time}(\text { LID.LossyGen }) \\
& \quad+\left(q_{s}+q_{\mathrm{H}}+1\right) \cdot \operatorname{Time}(\text { RF })+\text { Time }(\text { Sig.Vrfy }), \\
& \text { LocalMem }(\mathcal{B})=\operatorname{LocalMem}(\mathcal{A})+\operatorname{Mem}(\text { LID.LossyGen })+\operatorname{Mem}(\text { RF }) \\
& \\
& +\operatorname{Mem}(\text { Sig.Vrfy }),
\end{aligned}
$$

where $q_{\mathrm{S}}$ is the number of Sign-queries issued by $\mathcal{A}, q_{\mathrm{F}}$ is the number of Forgequeries issued by $\mathcal{A}$ and $q_{\mathrm{H}}$ is the number of hash queries throughout the game.

The proof of Theorem 17 is similar to the proof by Abdalla et al. in 1,2 . One technical difference it that, in our proof, we need to memory-tightly switch the winning condition in the sEUF-CMA1 game into the checks that a canonical reduction would do. For completeness, we provide the full proof in Appendix B

Applying Theorem 9. Here, we show how to apply Theorem 9 to lift the security of the LID-based signature scheme to work-factor-tight and memorytight security in the multi-challenge and one-per-message setting. To apply the theorem, we show that the adversary $\mathcal{B}$ in Theorem 17 can be "translated" into a canonical reduction $\mathcal{R}_{\text {LID }}$ which satisfies Definition 6 .

To this end, we define the canonical reduction $\mathcal{R}_{\text {LID }}$ from sEUF-CMA1-security to the indistinguishability of keys IND-KEY to be the tuple (RGen, RF, RSign, RExtract, RHash) as follows.

RGen: On input $\phi=p k$, RGen return $(p k, \emptyset)$ where $\emptyset$ denotes the empty word in this context.
RF: On input any string $x \in\{0,1\}^{*}$, RF simulates a random function using a lazily sampled random table. In the following, we will omit this table and view RF as a random function. Further, for $\left(r_{\mathrm{RSign}}, r_{\mathrm{RH} \text { ash }}\right):=\operatorname{RF}(x)$, we define the short-hands $r_{\mathrm{RSign}}=: \mathrm{RF}($ "sim" $\| x)$ and $r_{\mathrm{RH} \text { ash }}=: \mathrm{RF}($ "hash" $\| x)$.
RSign ${ }^{\mathrm{RF}(\cdot)}$ : On input simsk $=\emptyset$ and $m$, RSign outputs $\sigma=$ (ch, resp) with (ch, resp) $:=\operatorname{RF}($ "sim" $\| m)$.
RExtract ${ }^{\mathrm{RF}(\cdot)}$ : On input simsk $=\emptyset$ and $\left(m^{*}, \sigma^{*}\right)$, RExtract outputs solution $\rho=$ 1. Note that by definition $\mathcal{R}_{\text {LID }}$ runs RExtract only if $\operatorname{Vrfy}\left(p k, m^{*}, \sigma^{*}\right)=1$ and $\sigma^{*}=\left(\right.$ ch $^{*}$, resp $\left.^{*}\right) \neq \mathrm{RSign}\left(\right.$ simsk, $\left.m^{*}\right)=\mathrm{RF}\left(\right.$ "sim" $\left.\| m^{*}\right)$, which is exactly the condition introduced in Game 3 of the proof(c.f., Appendix B). Hence, if RExtract is run the queried forgery is valid.
$\mathrm{RH} a \mathrm{~h}^{\mathrm{RF}(\cdot)}$ : On input simsk $=\emptyset$ and $x, \mathrm{RH}$ ash works as follows:

- If $x$ cannot be parsed as $x=m \| \mathrm{cmt}$, then it returns RF("hash" \|x).
- Otherwise, it parses $m \| \mathrm{cmt}:=x$ and runs (ch, resp) $:=\mathrm{RF}($ "sim" $\| m$ ) and then $\mathrm{cmt}^{\prime}:=$ LID.Sim(ch, resp).
- If $\mathrm{cmt}=\mathrm{cmt}^{\prime}$, then it returns ch.
- Otherwise, it returns RF("hash" || $x$ ).

According to the results of Theorem 17, we have

$$
\operatorname{Adv}_{\mathrm{LID}}^{\operatorname{IND}-\mathrm{KEY}}\left(\mathcal{R}_{\mathrm{LID}}^{\mathcal{A}}\right) \geq \operatorname{Adv}_{\mathrm{Sig}}^{\operatorname{sEUF}-\mathrm{CMA1}}(\mathcal{A})-\frac{1}{|\mathrm{CSet}|}-\frac{1}{|\mathrm{RSet}|}-q_{\mathrm{S}} \cdot \varepsilon_{s}-q_{\mathrm{H}} \cdot \varepsilon_{\ell}
$$

where all quantities are defined as in Theorem 17 and $\operatorname{Adv}_{\text {LID }}^{\operatorname{IND}-K E Y}\left(\mathcal{R}_{\mathrm{LID}}^{\mathcal{A}}\right)=$ $\operatorname{Adv}_{\text {LID }}^{\text {IND-KEY }}(\mathcal{B})$. Thus, $\mathcal{R}_{\text {LID }}$ fulfills Definition 6, Property 2 with $\ell=1$ and $\delta=\frac{1}{|\mathrm{CSet}|}+\frac{1}{|\mathrm{RSet}|}+q_{\mathrm{S}} \cdot \varepsilon_{s}+q_{\mathrm{H}} \cdot \varepsilon_{\ell}$.

Applying Theorem 12. It remains to lift the security of the LID-based signature scheme from the one-signature-per-message setting to the many-signatures-per-message-setting. This can easily be done, by applying the transform presented in Section 4. As the reduction presented in Theorem 12 preserves the memory-tightness of the one-per-message scheme $\mathrm{Sig}^{\prime}$, we have that the transformed LID-based signature scheme is memory-tightly strongly unforgeable in the multi-challenge and many-signatures-per-message setting.

### 5.2 On the Memory-Tightness of RSA-FDH

Auerbach et al. [4] show that RSA-FDH can be proven memory-tightly unforgeable in the single-challenge and many-signatures-per-message setting under the RSA assumption. However, due to the existing tightness lower bounds, they did not achieve work-factor-tightness. In this subsection, we first show that RSAFDH can be proven memory-tightly unforgeable in the multi-challenge setting because the reduction by Auerbach et al. satisfies our definition of a canonical reduction. Furthermore, we additionally show that with one extra random bit in the signature, we are able to achieve both memory and working factor tightness together with strong security.

We briefly recall the RSA assumption in the form of a non-interactive computational assumption.

Definition 18. Let GenRSA be an algorithm that takes as input the security parameter $1^{\lambda}$ and returns $(N=p q, e, d)$, where $p$ and $q$ are distinct primes of bit length $\lambda / 2$ and $e, d$ are integers such that ed $=1 \bmod \phi(N)$. The RSA assumption with respect to GenRSA is a non-interactive computational assumption $\Lambda_{\mathrm{RSA}}=\left(\right.$ InstGen $\left._{\mathrm{RSA}}, \mathrm{V}_{\mathrm{RSA}}, \mathrm{U}_{\mathrm{RSA}}\right)$ where

1. $\operatorname{InstGen} \mathrm{RSA}\left(1^{\lambda}\right)$ runs $(N, e, d) \leftarrow \operatorname{GenRSA}\left(1^{\lambda}\right)$, selects $x \leftarrow \mathbb{Z}_{N}$, computes $y=x^{e} \bmod N$ and outputs a problem instance $\phi=(N, e, y)$ and a witness $\omega=x$.
2. $\mathrm{V}_{\mathrm{RSA}}(\phi, \omega, \rho)$ returns 1 if and only if $\rho=\omega$.
3. $\mathrm{U}_{\mathrm{RSA}}(\phi)$ returns a failure symbol $\perp$.

Recall the RSA-FDH signature scheme $10 \mathrm{Sig}=($ Gen, Sign, Vrfy) as follows.

- Gen runs $(N, e, d) \stackrel{\leftrightarrow}{\leftarrow} \operatorname{GenRSA}\left(1^{\lambda}\right)$ and returns $p k=(N, e), s k=(N, d)$.
- $\operatorname{Sign}(s k, m)$ returns $\sigma=H(m)^{d} \bmod N$ where $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{n}$ is a hash function.
$-\operatorname{Vrfy}(p k, m, \sigma)$ returns 1 if and only if $\sigma^{e}=H(m) \bmod N$.
The scheme provides existential unforgeability under chosen message attacks, which can be reduced to the RSA assumption in the random oracle model as shown by [11, 18]. However, these proofs are neither work-factor-tight (an inherent loss linear in the number of signature queries) nor memory-tight (implementing the random oracle). Auerbach et al. 4] were able to improve those results by proving RSA-FDH memory-tight in the single-challenge setting, based on the

RSA assumption in the random oracle model. We show how to further improve this result with our techniques.

We proceed as in Section 5.1. That is, we first argue that RSA-FDH is strongly unforgeable under an chosen message attack in the single-challenge and one-signature-per-message setting (sEUF-CMA1-secure) under the RSA assumption in the random oracle model. From this result, we then construct the canonical reduction to show multi-challenge security. The transform presented in Section 4 then finally gives us many-signatures-per-message security again.

We will omit a full proof of sEUF-CMA1 security of RSA-FDH but only provide a brief sketch. The proof is very similar to the proof of EUF-CMA security presented by Auerbach et al. 4. Note that RSA-FDH scheme is a unique signature scheme. That is, for every message $m$ there is exactly one valid signature, namely $\sigma=\mathrm{H}(m)^{d} \bmod N$. Thus, whenever $\operatorname{Sign}(m)$ is queried it will always return the same signature $\sigma$ and the adversary will always see exactly one signature per message. Moreover, given a valid message-signature pair $\left(m^{*}, \sigma^{*}\right)$, there exists no second valid signature $\sigma \neq \sigma^{*}$. Hence,

$$
\begin{equation*}
\operatorname{Adv}_{\operatorname{RSA}-\mathrm{FDH}}^{\mathrm{sEUF}-\mathrm{CMA1}}(\mathcal{A}) \leq \operatorname{Adv}_{\operatorname{RSA}-\mathrm{FDH}}^{\mathrm{EUF}-\mathrm{CMA}}(\mathcal{A}) \tag{8}
\end{equation*}
$$

As we need a memory-tight reduction for RSA-FDH up to a truly random function RF, we adapt the result [4, Thm. 5] by Auerbach et al. slightly. Namely, we do not implement the random sampling with a PRF as they are doing, but by a truly random function RF that is maintained with an explicit look-up table. By standard arguments, it is easy to verify that with this adaptation it follows from [4, Thm. 5] and Equation (8) that

$$
\begin{equation*}
\operatorname{Adv}_{\operatorname{RSA}-\mathrm{FDH}}^{\mathrm{sEUF}-\mathrm{CMA} 1}(\mathcal{A}) \leq \exp (1) \cdot q_{\mathrm{S}} \cdot \operatorname{Adv}_{\Lambda_{\mathrm{RSA}}, \lambda}^{\mathrm{NICA}}(\mathcal{B}) \tag{9}
\end{equation*}
$$

where $q_{\mathrm{s}}$ denotes the number of signature queried by $\mathcal{A}$ and where $\mathcal{B}$ is identical to $\mathcal{B}_{2}$ in the proof of 4 , Thm. 5] except that $\mathcal{B}$ uses a random function RF with a explicitly stored look-up table instead of a PRF. We have

$$
\begin{aligned}
& \operatorname{LocalTime}(\mathcal{B}) \approx \operatorname{LocalTime}(\mathcal{A})+\left(q_{\mathrm{H}}+q_{\mathrm{S}}\right) \cdot \operatorname{Time}(\mathrm{RF}), \\
& \operatorname{LocalMem}(\mathcal{B})=\operatorname{LocalMem}(\mathcal{A})+\operatorname{Mem}(R F)+3
\end{aligned}
$$

where $q_{\mathrm{H}}$ is the number of random oracle queries and $q_{\mathrm{S}}$ the number of signature queries made by $\mathcal{A}$.

We define the canonical reduction $\mathcal{R}_{\text {RSA }}$ from sEUF-CMA1-security to the RSA assumption as tuple (RGen, RSign, RExtract, RHash) as follows. In essence, $\mathcal{R}_{\text {RSA }}$ works exactly as $\mathcal{B}$. Let RF: $\{0,1\}^{*} \rightarrow\{0,1\} \times \mathbb{Z}_{N}$ with Coins ${ }_{\text {RSign }}=$ Coins $_{\text {RExtract }}=\emptyset$ and $\{0,1\} \times \mathbb{Z}_{N}=$ Coins $_{\text {RHash }}$. Further, for $(b, r):=\operatorname{RF}(x)$, we define the short-hands $b=: \mathrm{RF}_{1}(x)$ and $r=: \mathrm{RF}_{2}(x)$. We view $\mathrm{RF}_{1}$ as an $\left(1 / q_{\mathrm{S}}\right)$-biased random function similar to the biased coin used by Coron 18, i.e., $\operatorname{Pr}\left[\operatorname{RF}_{1}(x)=1\right]=1 / q_{\mathrm{s}}$, where $q_{\mathrm{s}}$ is the number of signature queries issued by the adversary.

RGen: Given an RSA instance $\phi=(N, e, y)$, RGen returns (simpk, simsk) $=$ $((N, e),(N, e, y))$.

RHash ${ }^{\mathrm{RF}(\cdot)}$ : Given simsk $=(N, e, y)$ and $x, \mathrm{RH}^{2}$ ash returns $\mathrm{RF}_{2}(x)^{e} \cdot y$ if $\mathrm{RF}_{1}(x)=$ 1. Otherwise, it returns $\mathrm{RF}_{2}(x)^{e}$.
$\operatorname{RSign}{ }^{\mathrm{RF}(\cdot)}$ : Given simsk $=(N, e, y)$ and $m$, RSign outputs a signature $\sigma=$ $\mathrm{RF}_{2}(m)$ if $\mathrm{RF}_{1}(m)=0$. Otherwise, the reduction aborts and terminates by outputting the failure symbol $\perp$.
RExtract ${ }^{\mathrm{RF}(\cdot)}$ : Given simsk $=(N, e, y)$ and $\left(m^{*}, \sigma^{*}\right)$, RExtract outputs a solution $\rho=\sigma^{*} / \operatorname{RF}_{2}(m)$. Note that by definition $\mathcal{R}_{\text {RSA }}$ runs RExtract only if $\operatorname{Vrfy}\left(\operatorname{simp} k, m^{*}, \sigma^{*}\right)=1$ and $\sigma^{*} \neq \mathrm{RSign}\left(\operatorname{simsk}, m^{*}\right)$. The validity of the signature implies that $\left(\sigma^{*}\right)^{e}=\mathrm{RHash}\left(\operatorname{simsk}, m^{*}\right)$ and since we have $\sigma^{*} \neq \operatorname{RSign}\left(\right.$ simsk, $\left.m^{*}\right)$, we also know that $\mathrm{RF}_{1}\left(m^{*}\right)=1$.

Reduction $\mathcal{R}_{\text {RSA }}$ works basically as $\mathcal{B}$, we have due to Equation (9)

$$
\operatorname{Adv}_{\Lambda_{\mathrm{RSA}}, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}_{\mathrm{RSA}}^{\mathcal{A}}\right) \geq \frac{1}{\exp (1) \cdot q_{\mathrm{S}}} \cdot \operatorname{Adv}_{\mathrm{RSA}-\mathrm{FDH}}^{\mathrm{sEUF}-\mathrm{CMA1}}(\mathcal{A})
$$

That is, $\mathcal{R}_{\text {RSA }}$ is a $(\ell, 0)$-canonical reduction for RSA -FDH with value $\ell=$ $1 /\left(\exp (1) \cdot q_{\mathrm{S}}\right)$. It runs in time

$$
\begin{gathered}
\operatorname{LocalTime}\left(\mathcal{R}_{\mathrm{RSA}}^{\mathcal{A}}\right) \approx \operatorname{LocalTime}(\mathcal{A})+\operatorname{Time}(\operatorname{Sig} . \operatorname{Vrfy}) \\
+\left(q_{\mathrm{H}}+q_{\mathrm{S}}+1\right) \cdot \operatorname{Time}(\mathrm{RF})
\end{gathered}
$$

and requires memory

$$
\operatorname{LocalMem}\left(\mathcal{R}_{R S A}^{\mathcal{A}}\right)=\operatorname{LocalMem}(\mathcal{A})+\operatorname{Mem}(\mathrm{RF})+\operatorname{Mem}(\text { Sig.Vrfy })+3
$$

Now, we can use Theorem 9 to lift the security of RSA-FDH to the multichallenge in a memory-tight way. To this end, we can construct a reduction $\mathcal{R}_{\text {RSA }}^{\prime}$ from msEUF-CMA1-security of RSA-FDH to the RSA assumption as presented in the proof Theorem 9 . This implies that we can construct an adversary $\mathcal{B}^{\prime}$ such that

$$
\operatorname{Adv}_{\Lambda_{\mathrm{RSA}}, \lambda}^{\mathrm{NICA}}\left(\left(\mathcal{R}_{\mathrm{RSA}}^{\prime}\right)^{\mathcal{A}^{\prime}}\right) \geq \frac{1}{\exp (1) \cdot q_{\mathrm{S}}} \cdot \operatorname{Adv}_{\mathrm{RSA}-\mathrm{FDH}}^{\mathrm{msEUF}-\mathrm{CMA1}}\left(\mathcal{A}^{\prime}\right)-\operatorname{Adv}_{\mathrm{PRF}}^{\mathrm{PRF}-\sec }\left(\mathcal{B}^{\prime}\right)
$$

where PRF: $\{0,1\}^{\lambda} \times\{0,1\}^{*} \rightarrow\{0,1\} \times \mathbb{Z}_{N}$ is a keyed function. Moreover, it holds that

$$
\begin{aligned}
\text { LocalTime }\left(\left(\mathcal{R}_{\mathrm{RSA}}^{\prime}\right)^{\mathcal{A}^{\prime}}\right) \approx & \operatorname{LocalTime}\left(\mathcal{A}^{\prime}\right)+\operatorname{Time}(\mathrm{RGen}) \\
& +\left(q_{\mathrm{S}}+q_{\mathrm{F}}+q_{\mathrm{H}}\right) \cdot \operatorname{Time}(\text { PRF })+q_{\mathrm{F}} \cdot \operatorname{Time}(\text { Sig.Vrfy }) \\
\operatorname{LocalMem}\left(\left(\mathcal{R}_{\mathrm{RSA}}^{\prime}\right)^{\mathcal{A}^{\prime}}\right)= & \operatorname{LocalMem}\left(\mathcal{A}^{\prime}\right)+4+\operatorname{Mem}(\text { Sig.Vrfy }) \\
& +\operatorname{Mem}(\text { PRF }) .
\end{aligned}
$$

Thus, the reduction $\mathcal{R}_{\text {RSA }}^{\prime}$ is a memory-tight, but not work-factor-tight, reduction from msEUF-CMA1-security to the RSA assumption.

Note that since RSA-FDH is a unique signature scheme, the one-signature-per-message security automatically implies the many-signatures-per-message security. Thus, we do not need to apply our theorem form Section4 At first glance,
this result seems to contradict the memory lower bound for unique signatures established by Wang et al. 50, Theorem 3]. However, this is not the case as our reduction does not meet the criteria for their impossibility result to hold $\sqrt[8]{8}$ So we evade their lower bound and achieve memory tightness for RSA-FDH.

On the Overall Tightness of RSA-FDH. In the previous section, we have shown how RSA-FDH can be proven memory-tight in the multi-challenge and many-signatures-per-message setting. As already explained above, due to existing tightness lower bounds, plain RSA-FDH cannot be proven work-fact-tight. However, when considering a slight variant of RSA-FDH, which was proposed by Katz and Wang 43], we can apply our techniques to prove this variant fully tight. In essence, we still consider RSA-FDH, but choose a uniformly random bit $b$ and sign $b \| m$ instead of only $m$. We call this scheme RSA-FDH + and we can prove the following theorem.

Theorem 19. For any adversary $\mathcal{A}^{\prime}$, there exists a reduction $\mathcal{R}_{\text {RSA }+}^{\prime}$ and an adversary $\mathcal{B}^{\prime}$ such that

$$
\operatorname{Adv}_{\mathrm{RSA}-\mathrm{FDH}+}^{\mathrm{msEUF}-\mathrm{CMA1}}\left(\mathcal{A}^{\prime}\right) \leq 2 \operatorname{Adv}_{\Lambda_{\mathrm{RSA}}, \lambda}^{\mathrm{NICA}}\left(\left(\mathcal{R}_{\mathrm{RSA}+}^{\prime}\right)^{\mathcal{A}^{\prime}}\right)+2 \operatorname{Adv}_{\mathrm{PRF}}^{\mathrm{PRF}-\sec }\left(\mathcal{B}^{\prime}\right)
$$

where PRF: $\{0,1\}^{\lambda} \times\{0,1\}^{*} \rightarrow\{0,1\} \times \mathbb{Z}_{N} \times \mathbb{Z}_{N}$ is a keyed PRF. Moreover, it holds that

$$
\begin{aligned}
\operatorname{LocalTime}\left(\left(\mathcal{R}_{\mathrm{RSA}+}^{\prime}\right)^{\mathcal{A}^{\prime}}\right) \approx & \operatorname{LocalTime}\left(\mathcal{A}^{\prime}\right)+\operatorname{Time}(\mathrm{RGen}) \\
& +\left(q_{\mathrm{S}}+q_{\mathrm{F}}+q_{\mathrm{H}}\right) \cdot \operatorname{Time}(\text { PRF })+q_{\mathrm{F}} \cdot \operatorname{Time}(\text { Sig.Vrfy })
\end{aligned} \quad \begin{aligned}
\operatorname{LocalMem}\left(\left(\mathcal{R}_{\mathrm{RSA}+}^{\prime}\right)^{\mathcal{A}^{\prime}}\right)= & \operatorname{LocalMem}\left(\mathcal{A}^{\prime}\right)+\operatorname{Mem}(\text { Sig.Vrfy })+\operatorname{Mem}(\text { PRF })+4 .
\end{aligned}
$$

Hence, $\mathcal{R}_{\mathrm{RSA}}^{\prime}$ is a fully tight reduction (i.e., work-factor-tight and memorytight), from msEUF-CMA1-security of RSA-FDH+ to the RSA assumption. Applying the transform of Section 4 and adding an additional nonce that is signed along with the message, we can further lift this result to achieve msEUF-CMAsecurity under the RSA assumption.

The proof of Theorem 19 follows the Katz-Wang approach. We provide the formal description of scheme RSA-FDH+ and the proof of Theorem 19 in Appendix C .
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## A Proof of Theorem 12

Proof. We start this proof with the observation that the only difference between msEUF-CMA1 security and msEUF-CMA security is how their signing oracles work. To be more precise, the msEUF-CMA1 signing oracle only provides one signature per message (which will be returned repeatedly if the same message is queried multiple times), whereas the msEUF-CMA signing oracle always returns fresh signatures, even if the oracle is queried multiple times for the same message.

Construction of $\mathcal{B}$. Upon initialization of the experiment, $\mathcal{B}$ receives a public key $p k$ of $\mathrm{Sig}^{\prime}$ from its msEUF-CMA1 challenger. Additionally, it gets access to a signing oracle Sign' and a forging oracle Forge'. Note that the public key $p k$ is also a public key of Sig, since both signature schemes use the same key generation algorithm. Hence, $\mathcal{B}$ immediately forwards the public key $p k$ to $\mathcal{A}$.

Whenever $\mathcal{A}$ issues a signing query $\operatorname{Sign}(m)$, the adversary $\mathcal{B}$ chooses a fresh nonce $n \leftarrow^{\oplus}\{0,1\}^{\lambda}$ and queries $\operatorname{Sign}^{\prime}(m \| n)$ to obtain a signature $\sigma^{\prime}$, which is forwarded to $\mathcal{A}$ as $\sigma=\left(\sigma^{\prime}, n\right)$. Note that $\mathcal{B}$ does not store the nonce $n$.

Whenever $\mathcal{A}$ queries a $\operatorname{Forge}(m, \sigma)$, the adversary $\mathcal{B}$ directly relays this query to its forging oracle Forge ${ }^{\prime}$. If $\mathcal{A}$ halts, $\mathcal{B}$ will also halt.

Success probability of $\mathcal{B}$. We now analyze the success probability of $\mathcal{B}$. Let us (for now) assume that for any signing query $\operatorname{Sign}(m)$ by $\mathcal{A}$ for a some message $m$, the nonces $n$ chosen by $\mathcal{B}$ never repeat. In this case, adversary $\mathcal{B}$ never uses the same signing query $\operatorname{Sign}^{\prime}(m \| n)$ twice, directly implying that all signatures $\sigma=$ $\left(\sigma^{\prime}, n\right)$ for $m$ will look correctly distributed to $\mathcal{A}$. Since the winning conditions of msEUF-CMA and msEUF-CMA1 are equal, any winning forgery by $\mathcal{A}$ will also be a winning forgery against the msEUF-CMA1 challenger.

It remains to analyze what happens if the same nonce is chosen twice for some signing query $\operatorname{Sign}(m)$ by $\mathcal{A}$. In this case, $\mathcal{B}$ issues the same signing query $\operatorname{Sign}^{\prime}(m \| n)$ twice, and receives (due to the one-signature-per-message nature of the challenger) the same signature $\sigma^{\prime}$ twice. The adversary $\mathcal{A}$ would then receive $\left(\sigma^{\prime}, n\right)$ as reply to its signing query. Note that this results in a incorrect distribution of signatures for $\mathcal{A}$ as $\left(\sigma^{\prime}, n\right)$ never differs in the first position.

Formally, let coll be the event that $\mathcal{A}$ receives signatures $\sigma_{1}=(\sigma, n)$ and $\sigma_{2}=\left(\sigma^{\prime}, n\right)$ in response to some (not necessarily distinct) signature queries $m$ and $m^{\prime}$. Furthermore, let "win is set for $\mathcal{A}$ " and "win is set for $\mathcal{B}$ " denote the events that win is set in the $\operatorname{Exp}_{S i g}^{m s E U F-C M A}(\mathcal{A})$ and $\operatorname{Exp}_{\mathrm{Sig}^{\prime}}^{\mathrm{msEEF}} \mathrm{CMA1}(\mathcal{B})$ security experiments (i.e., an adversary submits a "winning" forgery with respect to its challenger). We have
$\operatorname{Pr}[$ win is set for $\mathcal{A}]=\operatorname{Pr}[$ win is set for $\mathcal{A} \wedge$ coll $]+\operatorname{Pr}[$ win is set for $\mathcal{A} \wedge \neg$ coll $]$

$$
\begin{aligned}
& \leq \operatorname{Pr}[\text { coll }]+\operatorname{Pr}[\text { win is set for } \mathcal{A} \mid \neg \mathrm{coll}] \\
& \leq \frac{q_{\mathrm{S}}^{2}}{2^{\lambda}}+\operatorname{Pr}[\text { win is set for } \mathcal{B}]
\end{aligned}
$$

Equivalently,

$$
\operatorname{Adv}_{\text {Sig }}^{\mathrm{msEUF}-\mathrm{CMA}}(\mathcal{A}) \leq \operatorname{Adv}_{\mathrm{Sig}^{\prime}}^{\mathrm{msEUF}-\mathrm{CMA1}}(\mathcal{B})+\frac{q_{\mathrm{S}}^{2}}{2^{\lambda}}
$$

Running time and memory of $\mathcal{B}$. Note that $\mathcal{B}$ only relays the queries of $\mathcal{A}$, except for choosing the nonce during signing queries by $\mathcal{A}$, which adds a mere constant overhead per query in terms of running time. Since $\mathcal{B}$ neither stores the public key nor any of the chosen nonces, it does not consume any additional memory apart from $\mathcal{A}$. Hence, we have
$\operatorname{LocalTime}(\mathcal{B}) \approx \operatorname{LocalTime}(\mathcal{A}) \quad$ and $\quad \operatorname{LocalMem}(\mathcal{B})=\operatorname{LocalMem}(\mathcal{A})$.

## B Proof of Theorem 17

We proceed in a sequence of games. Let $X_{i}$ denote the event that the experiment outputs 1 in Game $i$.

Game 0. This is the original security experiment. In this experiment, adversary $\mathcal{A}$ is provided with a sign oracle Sign and a hash oracle H . In the sequel, it will be useful to have an exact specification of the experiment when instantiated with our signature scheme, including all variables and lists used by the experiment to determine whether the adversary has output a valid forgery. Therefore, we specify the experiment as follows.

- The random oracle is a truly random function $\mathrm{H}:\{0,1\}^{*} \rightarrow$ CSet.
- The game initializes $\mathcal{Q}:=\emptyset$. Then, it generates the key pair by running $(p k, s k) \stackrel{\oplus}{\leftarrow}$ LID.Gen $\left(1^{\lambda}\right)$. Finally, it starts adversary $\mathcal{A}$ on input $p k$.
- Sign $(m)$. When the adversary queries the signing oracle with message $m$, the game first checks whether there is a pair $(m, \sigma)$ in set $\mathcal{Q}$, and if this is true, it outputs $\sigma$ to make sure that $\mathcal{A}$ only receives one signature per message. Otherwise, the game computes $(\mathrm{cmt}, \mathrm{st}) \stackrel{\&}{\leftarrow} \operatorname{LID.Prove}_{1}(s k)$, and sets ch $:=$ $\mathrm{H}(m, \mathrm{cmt})$ by making a hash query. Then, the game computes

$$
\text { resp }:=\operatorname{LID}^{2} \operatorname{Prove}_{2}(s k, \mathrm{ch}, \mathrm{cmt}, \mathrm{st}),
$$

outputs the signature $\sigma:=(c h, \operatorname{resp})$ to $\mathcal{A}$, and stores the pair $(m, \sigma)$ in set $\mathcal{Q}$.

- When the adversary $\mathcal{A}$ outputs a candidate forgery $\left(m^{*}, \sigma^{*}\right)$, the game checks whether $\operatorname{Vrfy}\left(p k, m^{*}, \sigma^{*}\right)=1$ and $\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}$. More precisely, for $\sigma^{*}=\left(\mathrm{ch}^{*}, \mathrm{resp}^{*}\right)$, the game first recovers cmt* $:=\operatorname{LID} \cdot \operatorname{Sim}\left(p k, \mathrm{ch}^{*}, \mathrm{resp}^{*}\right)$ and then queries the random oracle to get $\mathrm{ch}^{\prime}:=\mathrm{H}\left(m^{*}, \mathrm{cmt}^{*}\right)$. Finally, the game outputs 1 if and only if $\mathrm{ch}^{*}=\mathrm{ch}^{\prime}$ and $\left(m^{*}, \sigma^{*}\right) \notin \mathcal{Q}$.

It is clear that

$$
\operatorname{Pr}\left[X_{0}\right]=\operatorname{Adv}_{\text {Sig }}^{\text {sEUF-CMA1 }}(\mathcal{A})
$$

Note that the experiment requires memory which is linear in the number of hash queries and signing queries of $\mathcal{A}$. We will now gradually modify the game, to prepare a memory-tight reduction to the security of the LID scheme.

Game 1. We modify the way the random oracle H is implemented. In Game 0 , $\mathrm{H}:\{0,1\}^{*} \rightarrow$ CSet is a random function. In Game 1, we replace this as follows.

Let RF be a random function whose output space depends on a prefix of its input. That is, RF is a random function such that

$$
\operatorname{RF}(\text { "hash" } \| \cdot):\{0,1\}^{*} \rightarrow \text { CSet }
$$

and

$$
\operatorname{RF}(\text { "sim" } \| \cdot):\{0,1\}^{*} \rightarrow \text { CSet } \times \text { RSet. }
$$

Remark 20. We stress that the introduction of such a function RF whose output space depends on the input is mainly for notational purpose. We could alternatively assume a random function mapping universally to $\{0,1\}^{\ell}$ for some suitably large $\ell$, and then map to appropriate spaces from there, but this would make the notation unnecessarily complex and make the proof more difficult to verify.

The random oracle H is now implemented by using RF as follows.

- If the input $x$ cannot be parsed as $x=m \| \mathrm{cmt}$, then the experiment returns RF("hash" || $x$ ).
- Otherwise, it parses $m \| \mathrm{cmt}:=x$ and runs (ch, resp) $:=\mathrm{RF}($ "sim" $\| m$ ) and then $\mathrm{cmt}^{\prime}:=$ LID.Sim(ch, resp).
- If $\mathrm{cmt}=\mathrm{cmt}^{\prime}$, then it returns ch.
- Otherwise, it returns $\operatorname{RF}($ "hash" $\| x)$.

Claim. $\operatorname{Pr}\left[X_{0}\right]=\operatorname{Pr}\left[X_{1}\right]$.
Proof. If $x$ can be parsed as $x=m \| \mathrm{cmt}$, then recall that LID.Sim is deterministic and therefore for any $m$ there exists a unique $\mathrm{cmt}^{\prime}$ such that

$$
\mathrm{cmt}^{\prime}=\operatorname{LID} \cdot \operatorname{Sim}(p k, \mathrm{ch}, \mathrm{resp})=\operatorname{LID} \cdot \operatorname{Sim}(p k, \operatorname{RF}(" \operatorname{sim} " \| m))
$$

Hence, there exists only one unique value cmt such that $\mathrm{cmt}=\mathrm{cmt}^{\prime}$, in which case the output of H is obtained from $p k$ and $\mathrm{RF}($ "sim" $\| m$ ), which is a random function that depends on $m$. So, the output in this case also implicitly depends on cmt. Furthermore, if cmt $\neq \mathrm{cmt}^{\prime}$ or if $x$ cannot be parsed as $x=m \| \mathrm{cmt}$, then the output of H is the output of a random function. Hence, the distribution of H is Game 1 is identical to Game 0 , which proves the claim.

Game 2. We now change the way how signatures are computed. We implement a different signing algorithm, which exploits the definition of H from Game 1 in order to be able to compute valid signatures without using the secret key $s k$.

Whenever the adversary queries $\operatorname{Sign}(m)$ on input of some message $m$, the signing oracle computes and returns

$$
\begin{equation*}
\sigma:=(c h, \text { resp }) \text { with }(c h, \text { resp }):=\operatorname{RF}(\text { "sim" } \| m) \tag{10}
\end{equation*}
$$

and adds $(m, \sigma)$ to $\mathcal{Q}$.
Note that this implementation of the signing algorithm does not require to check whether a signing query $\operatorname{Sign}(m)$ has already been made before to answer consistently and to ensure that the adversary $\mathcal{A}$ gets only one signature per message. This implementation always outputs the same signature for a queried message $m$.

Claim. $\operatorname{Pr}\left[X_{1}\right] \leq \operatorname{Pr}\left[X_{2}\right]+q_{\mathrm{S}} \cdot \varepsilon_{s}$.
Proof. First of all, note that, by the definition of the random oracle introduced in Game 1] the signatures simulated in Game 2 are valid, that is, we have
$\operatorname{Vrfy}(p k, m, \sigma)=1$ for all messages $m$ queried by the adversary and all signatures $\sigma$ returned by the experiment. To see this, recall that the verification algorithm first runs

$$
\mathrm{cmt}:=\mathrm{LID} \cdot \operatorname{Sim}(p k, \mathrm{ch}, \mathrm{resp})
$$

to recover the commitment, which is uniquely determined by ( $p k$, ch, resp). Then, it checks whether ch $=\mathrm{H}(m, \mathrm{cmt})$ is satisfied, and H is defined such that this indeed holds.

The difference between the games is that in Game 1 signatures are generated by first computing $(\mathrm{cmt}, \mathrm{st}) \stackrel{\&}{\leftarrow} \operatorname{LID.Prove}_{1}(s k)$, then $\mathrm{ch}:=\mathrm{H}(m, \mathrm{cmt})$, where H is a random function, and then resp $:=\operatorname{LID}^{\left(P_{r o v e}^{2}\right.}(s k, \mathrm{ch}, \mathrm{cmt}, \mathrm{st})$. In contrast, in Game 2, we derive (ch, resp) $=\mathrm{RF}$ ("sim" $\| m$ ) using a (truly) random function.

The $\varepsilon_{s}$-simulatability of the lossy identification scheme guarantees that the two distributions

$$
\left\{\begin{array}{l}
(\mathrm{cmt}, \mathrm{st}) \stackrel{\oplus}{\leftarrow}{\operatorname{LID} . \operatorname{Prove}_{1}(s k)}_{(\mathrm{cmt}, \mathrm{ch}, \mathrm{resp}):} \mathrm{ch} \leftarrow \mathrm{CSet} \\
\\
\mathrm{resp} \leftarrow \operatorname{LID.Prove}_{2}(s k, \mathrm{ch}, \mathrm{cmt}, \mathrm{st})
\end{array}\right\}
$$

and

$$
\left\{\begin{array}{ll}
\mathrm{ch} \stackrel{\&}{\leftarrow} \text { CSet } \\
(\mathrm{cmt}, \mathrm{ch}, \mathrm{resp}): & \mathrm{resp} \stackrel{\&}{ } \mathrm{RSet}^{\mathrm{cmt} \leftarrow \operatorname{LID} \cdot \operatorname{Sim}(p k, \mathrm{ch}, \mathrm{resp})}
\end{array}\right\}
$$

are statistically $\varepsilon_{s}$-indistinguishable. Since the signing oracle is queried $q_{\mathrm{s}}$ times, the statistical distance between Game 1 and Game 2 is at most $q_{\mathrm{S}} \cdot \varepsilon_{s}$ by the union bound. Thus, the claim follows.

Game 3. Now, we change the way how the experiment checks the validity of a candidate forgery. Instead of storing the set $\mathcal{Q}$, it proceeds as follows. When the adversary outputs the candidate forgery $(m, \sigma)$, where $\sigma=$ (ch, resp), it checks whether $\operatorname{Vrfy}(p k, m, \sigma)=1$ and $(c h$, resp $) \neq \operatorname{RF}(" \operatorname{sim} " \| m)$, and only outputs 1 if both holds.

Hence, from Game 3 on, the adversary can only win if it outputs a pair ( $m, \sigma$ ) such that (ch, resp) is not the random challenge-response pair that the experiment would have computed by running (ch, resp) $:=\operatorname{RF}($ "sim" $\| m$ ) on input $m$. The purpose of this modification is to filter out signatures that are not "new" forgeries, which enables us to recognize "valid" forgeries without the need of storing all messages-signature pairs that the adversary has obtained from the experiment in the set $\mathcal{Q}$.

Claim. $\operatorname{Pr}\left[X_{2}\right] \leq \operatorname{Pr}\left[X_{3}\right]+\frac{1}{|\mathrm{RSet}|}$.
Proof. An adversary may distinguish Game 3 from Game 2 in two ways. Either it outputs a pair $(m, \sigma)$ such that 1 is output in Game 2 but not in Game 3, or the other way around.

First of all, note that every message-signature pair ( $m, \sigma=$ (ch, resp)) generated by the experiment in response to a signing query (and stored in set $\mathcal{Q}$ in Game 2) also satisfies (ch, resp) $=\operatorname{RF}($ "sim" $\| m$ ), due to the modified signing algorithm introduced in Game 2, Equation (10). Hence, Game 3 never outputs 1 for any signature that would not have triggered Game 2 to output 1. Thus, Game 3 is strictly more restrictive than Game 2.

In the opposite direction, note that Game 3 might be too restrictive, by not outputting 1 even for a signature that was not a response to a Sign-query, and thus would not have been stored in set $\mathcal{Q}$ in Game 2 . Note that this happens only if the adversary outputs $(m, \sigma=(c h, r e s p))$ such that (ch, resp) $=\operatorname{RF}($ "sim" $\| m$ ), but the adversary has never received this particular signature in response to a Sign-query. In this case, we say that event bad occurs.

To bound the probability of bad, recall that the uniqueness of the LID scheme guarantees that for any ( $p k, \mathrm{cmt}, \mathrm{ch}$ ), where $p k$ is honestly generated, there exists at most one resp such that LID. $\operatorname{Vrfy}(p k, \mathrm{cmt}, \mathrm{ch}$, resp $)=1$, which is exactly the value (ch, resp) $=\operatorname{RF}($ "sim" $\| m$ ) output by the random function on input $m$.

Hence, bad occurs only if the adversary is able to "predict" the output resp of RF on input "sim" $\| m$. There are only two ways for the adversary to learn information about output of the random function $\operatorname{RF}($ "sim" $\| m$ ). Namely, the adversary receives information about (ch, resp) $=\operatorname{RF}($ "sim" $\| m) .$.

1. ... by asking a signature query for $m$. However, if such a query is asked, then the adversary already receives back the unique signature (ch, resp) that satisfies Equation (11), and hence this cannot be a new forgery.
2. ...by asking random oracle queries to H . However, note that it is perfectly indistinguishable for the adversary whether the response to a H -query was computed via

$$
\begin{equation*}
(c h, \text { resp }):=\operatorname{RF}(" s i m " \| m) \tag{11}
\end{equation*}
$$

or via

$$
\text { ch }:=\operatorname{RF}(\text { "hash" }\|m\| \mathrm{cmt}) .
$$

Hence, it receives no information from H about the value of resp that satisfies Equation 11). This yields that the probability of predicting it is at most $1 / \mid$ RSet $\mid$.

This proves the claim.

Game 4. In this game, we modify the key generation algorithm of the signature scheme. Instead of running $(p k, s k) \leftarrow \operatorname{LID.Gen}\left(1^{\lambda}\right)$, we now run $p k \leftarrow$ LID.LossyGen ( $1^{\lambda}$ ). Otherwise, the experiment proceeds identical to Game 3. Note that Game 3 is able to simulate valid signatures without requiring the secret key, which gives rise to the following claim.

Claim. There exists a reduction $\mathcal{B}$ such that

$$
\operatorname{Pr}\left[X_{3}\right] \leq \operatorname{Pr}\left[X_{4}\right]+\operatorname{Adv}_{\text {LID }}^{\text {IND-KEY }}(\mathcal{B})
$$

LocalTime $(\mathcal{B}) \leq$ LocalTime $(\mathcal{A})+\operatorname{Time}($ LID.LossyGen $)$

$$
\begin{gathered}
+\left(q_{\mathrm{S}}+q_{\mathrm{H}}+1\right) \cdot \operatorname{Time}(\text { RF })+\text { Time }(\text { Sig } . \text { Vrfy }), \\
\operatorname{LocalMem}(\mathcal{B})=\operatorname{LocalMem}(\mathcal{A})+\operatorname{Mem}(\text { LID.LossyGen })+\operatorname{Mem}(\text { RF }) \\
\\
+\operatorname{Mem}(\text { Sig.Vrfy }) .
\end{gathered}
$$

Proof. The reduction is again straightforward. Adversary $\mathcal{B}$ receives as input $p k$, which is either generated by algorithm LID.Gen or by LID.LossyGen. Then it simulates Game 4 for the adversary $\mathcal{A}$ such that we have

$$
\operatorname{Adv}_{\text {LID }}^{\text {IND }-K E Y ~}(\mathcal{B}) \geq\left|\operatorname{Pr}\left[X_{3}\right]-\operatorname{Pr}\left[X_{4}\right]\right|
$$

Note that the reduction is not memory-tight, $\mathcal{B}$ does not have to store any random oracle queries or any signatures provided to $\mathcal{A}$, due to the changes introduced in previous games, but it has to store the look-up table for the random function RF. This highly depends on the number of queries issued by the adversary.

Next, we argue that it is statistically unlikely that $\mathcal{A}$ is able to produce a valid forgery in Game 4. The standard argument for lossy identification schemes from [1, 2, 43] is that, due to the lossyness of the key, for any cmt there exists only one ch such that the signature is valid. When $\mathcal{A}$ queries $\mathrm{H}(m, \mathrm{cmt})$, then it has "committed" to one value of cmt , and the probability that H returns the only "matching" value ch is negligible, since H is a random function.
Claim. $\operatorname{Pr}\left[X_{4}\right] \leq \frac{1}{\mid \text { CSet } \mid}+q_{\mathrm{H}} \cdot \varepsilon_{\ell}$, where $q_{\mathrm{H}}$ is the number of hash queries in Game 4.

Proof. We focus on analyzing the probability that adversary $\mathcal{A}$ submits a pair $\left(m^{*}, \sigma^{*}\right)$ such that $\operatorname{Vrfy}\left(p k, m^{*}, \sigma^{*}\right)=1$ in Game 7. More precisely, for $\sigma^{*}=$ (ch ${ }^{*}$, resp ${ }^{*}$ ), the game first recovers $\mathrm{cmt}^{*}=\operatorname{LID} . \operatorname{Sim}\left(p k, \mathrm{ch}^{*}\right.$, resp $\left.^{*}\right)$ and then queries the random oracle to get $\mathrm{ch}^{\prime}=\mathrm{H}\left(m^{*}, \mathrm{cmt}^{*}\right)$. Finally, the game compares whether $\mathrm{ch}^{*}=\mathrm{ch}^{\prime}$. Then, if the hash query $\mathrm{H}\left(m^{*}, \mathrm{cmt}^{*}\right)$ has never been made by $\mathcal{A}$ or the game, the probability that $\mathrm{ch}^{*}=\mathrm{ch}^{\prime}$ is bounded by $\frac{1}{\mathrm{CS} \mathrm{et}}$. If this hash query has been made before, we bound this probability by the $\varepsilon_{\ell}$-lossy property of LID.

To this end, we build a computationally unbounded adversary $\mathcal{B}$ against the lossy property of LID using $\mathcal{A}$. On input a public key $p k$ generated by the LID.LossyGen $\left(1^{\lambda}\right)$ algorithm, $\mathcal{B}$ forwards $p k$ to $\mathcal{A}$ and select an index $j \leftrightarrow^{\&}$ $\left\{1, \cdots, q_{\mathrm{H}}\right\}$ where $q_{\mathrm{H}}$ is the number of hash queries in Game 4. $\mathcal{B}$ could perfectly simulate Game 4 for $\mathcal{A}$ and when the $j$-th hash query $\mathrm{H}(m, \mathrm{cmt})$ is made, $\mathcal{B}$ forwards cmt to its own challenger and the challenger responds with a random challenge ch $\leftarrow^{\S}$ CSet. $\mathcal{B}$ then returns ch as the response to the hash query. When $\mathcal{A}$ submits a valid forgery, $\mathcal{B}$ outputs resp* to its own challenger. It is obvious that $\mathcal{B}$ could win if the $j$-th query is the first time that $\mathrm{H}\left(m^{*}, \mathrm{cmt}^{*}\right)$ is made. This happens with probability $\frac{1}{q_{H}}$. Thus, we have that $\operatorname{Pr}\left[X_{4}\right] \leq \frac{1}{|C S e t|}+q_{H} \cdot \varepsilon_{\ell}$.

Note that this lossy property is actually a statistical property and our analysis here is actually a statistical argument. We do not reduce to any computational problem so the adversary $\mathcal{B}$ could use arbitrary time and memory without breaking the memory tightness security of our signature.

Remark 21. Observe that the above scheme can be rewritten to be memorytight proof by simply replacing the random function RF before Game 4 by a pseudorandom function to implement this memory-efficiently in the reduction to IND-KEY-security. This needs to be reverted after Game 4 to make the final statistical argument go through. These changes imply that we need to add two reductions to the PRF security to the sequence of games as described before and thus that the bound on $\mathcal{A}$ 's advantage in Theorem 17 would be extended by the advantage terms of the PRF security of the two respective reductions.

## C On the Overall Tightness of RSA-FDH +

The scheme RSA-FDH+ is formally define it as follows:

- Gen runs $(N, e, d) \stackrel{\&}{\leftarrow} \operatorname{GenRSA}\left(1^{\lambda}\right)$ and returns $p k=(N, e), s k=(N, d)$.
$-\operatorname{Sign}(s k, m)$ chooses a bit $b \leftarrow\{40,1\}$ and returns $\sigma=H(b \| m)^{d} \bmod N$ where $H$ is a hash function with image space $\mathbb{Z}_{N}$.
$-\operatorname{Vrfy}(p k, m, \sigma)$ returns 1 if and only if either $\sigma^{e}=H(1 \| m) \bmod N$ or $\sigma^{e}=$ $H(0 \| m) \bmod N$.

For detailed proof of work-factor-tightness, we refer to 43, Thm. 2]. Katz and Wang show that RSA-FDH+ is EUF-CMA-secure provided that the RSA assumption holds. The reduction is work-factor-tight with a loss of $1 / 2$ and in the random oracle model. We remark, that the reduction by Katz and Wang is almost memory-tight apart from the fact that it requires to maintain the random oracle table. As per the discussion above, Equation (8) also holds for RSA-FDH+, i.e., $\operatorname{Adv}_{\text {RSA-FDH }+}^{\text {sEUF-CMA1 }}(\mathcal{A}) \leq \operatorname{Adv}_{\text {RSA-FDH }+}^{\text {EUF-CMA }}(\mathcal{A})$. It is fairly straightforward to transfer the proof of [43, Thm. 2] into the following canonical reduction $\mathcal{R}_{\text {RSA }}$. As before, we define the canonical reduction $\mathcal{R}_{\text {RSA }}$ from sEUF-CMA1-security of RSA-FDH + to the RSA assumption as the tuple (RGen, RSign, RExtract, RHash) as follows. Let RF: $\{0,1\}^{*} \rightarrow\{0,1\} \times \mathbb{Z}_{N} \times \mathbb{Z}_{N}$ with Coins RSign $=$ Coins $_{\text {RExtract }}=\emptyset$ and $\{0,1\} \times \mathbb{Z}_{N} \times \mathbb{Z}_{N}=$ Coins $_{\text {RHash }}$.

RGen: Given an RSA instance $\phi=(N, e, y)$, RGen returns (simpk, simsk) $=$
$((N, e),(N, e, y))$.
RHash ${ }^{\mathrm{RF}(\cdot)}$ : Given simsk $=(N, e, y)$ and $x=b^{\prime} \| m$, RHash computes $\left(b, r_{b}\right.$, $\left.r_{1-b}\right):=\operatorname{RF}(m)$ and if $b^{\prime}=b$, it returns $r_{b}^{e}$. Otherwise, it returns $r_{1-b}^{e} \cdot y$.
$\mathrm{RSign}{ }^{\mathrm{RF}(\cdot)}$ : Given simsk $=(N, e, y)$ and $m$, RSign computes $\left(b, r_{b}, r_{1-b}\right):=$ $\mathrm{RF}(m)$ and outputs $r_{b}$.
RExtract ${ }^{\mathrm{RF}(\cdot)}$ : Given simsk $=(N, e, y)$ and $\left(m^{*}, \sigma^{*}\right)$, RExtract computes ( $b, r_{b}$, $\left.r_{1-b}\right):=\operatorname{RF}\left(m^{*}\right)$ and outputs solution $\rho=\sigma^{*} / r_{1-b}$. Note that by definition
$\mathcal{R}_{\text {RSA }}$ runs RExtract only if $\operatorname{Vrfy}\left(\operatorname{simpk}, m^{*}, \sigma^{*}\right)=1$ and $\sigma^{*} \neq \operatorname{RSign}\left(\operatorname{simsk}, m^{*}\right)$.
This implies that $\left(\sigma^{*}\right)^{e}=\operatorname{RHash}\left(1-b \| m^{*}\right)$ for $(b, \cdot):=\operatorname{RF}\left(m^{*}\right)$ and thus $\rho=y^{d}=x$.

As shown by Katz-Wang, we get

$$
\operatorname{Adv}_{\Lambda_{\mathrm{RSA}}, \lambda}^{\mathrm{NICA}}\left(\mathcal{R}_{\mathrm{RSA}+}\right) \geq \frac{1}{2} \operatorname{Adv}_{\mathrm{RSA}-\mathrm{FDH}+}^{\mathrm{EUF}-\mathrm{CMA}}(\mathcal{A}) \geq \frac{1}{2} \operatorname{Adv}_{\mathrm{RSA}-\mathrm{FDH}+}^{\mathrm{sEUF}-\mathrm{MM} 1}(\mathcal{A})
$$

and

$$
\begin{aligned}
& \operatorname{LocalTime}\left(\mathcal{R}_{\mathrm{RSA}+}\right) \leq \operatorname{LocalTime}(\mathcal{A})+\left(q_{\mathrm{S}}+q_{\mathrm{H}}+1\right) \cdot \operatorname{Time}(\mathrm{RF}) \\
&+\operatorname{Time}(\operatorname{Sig} . \operatorname{Vrfy}) \\
& \operatorname{LocalMem}\left(\mathcal{R}_{\mathrm{RSA}+}\right)=\operatorname{LocalMem}(\mathcal{A})+\operatorname{Mem}(R F)+\operatorname{Mem}(\text { Sig.Vrfy })+3 .
\end{aligned}
$$

Using the canonical reduction $\mathcal{R}_{\text {RSA }}$, we now can apply Theorem 9 to lift the security of RSA-FDH + to the multi-challenge setting in a memory-tight way. To this end, we construct a reduction $\mathcal{R}_{\text {RSA }}^{\prime}$ from msEUF-CMA1 security of RSA-FDH + to the RSA assumption as presented in the proof of Theorem 9 . This implies that we can construct an adversary $\mathcal{B}^{\prime}$ such that

$$
\operatorname{Adv}_{\Lambda_{\mathrm{RSA}}, \lambda}^{\mathrm{NICA}}\left(\left(\mathcal{R}_{\mathrm{RSA}+}^{\prime}\right)^{\mathcal{A}^{\prime}}\right) \geq \frac{1}{2} \cdot \operatorname{Adv}_{\mathrm{RSA}-\mathrm{FDH}+}^{\mathrm{msEUF}-\mathrm{CMA} 1}\left(\mathcal{A}^{\prime}\right)-\operatorname{Adv}_{\mathrm{PRF}}^{\mathrm{PRF}-\sec }\left(\mathcal{B}^{\prime}\right)
$$

where PRF : $\{0,1\}^{\lambda} \times\{0,1\}^{*} \rightarrow\{0,1\} \times \mathbb{Z}_{N} \times \mathbb{Z}_{N}$ is a keyed PRF. Moreover, it holds that

LocalTime $\left(\left(\mathcal{R}_{\text {RSA }+}^{\prime}\right)^{\mathcal{A}^{\prime}}\right) \approx \operatorname{LocalTime}\left(\mathcal{A}^{\prime}\right)+\operatorname{Time}($ RGen $)$

$$
+\left(q_{\mathrm{S}}+q_{\mathrm{F}}+q_{\mathrm{H}}\right) \cdot \operatorname{Time}(\mathrm{PRF})+q_{\mathrm{F}} \cdot \operatorname{Time}(\text { Sig.Vrfy })
$$

$\operatorname{LocalMem}\left(\left(\mathcal{R}_{\text {RSA }}^{\prime}\right)^{\mathcal{A}^{\prime}}\right)=\operatorname{LocalMem}\left(\mathcal{A}^{\prime}\right)+\operatorname{Mem}($ Sig.Vrfy $)+\operatorname{Mem}($ PRF $)+4$.
Hence, $\mathcal{R}_{\mathrm{RSA}}^{\prime}$ is a fully tight reduction (i.e., work-factor-tight and memorytight), from msEUF-CMA1-security of RSA-FDH+ to the RSA assumption. Applying the transform of Section 4 and adding an additional nonce that is signed along with the message, we can further lift this result to achieve msEUF-CMAsecurity under the RSA assumption.

## D On the Memory-Tightness of BLS

Similarly to RSA-FDH discussed in Section 5.2, we can argue memory-tightness for the pairing-based signature scheme proposed by Boneh, Lynn, and Shacham (BLS) 14, 15. In this section, we briefly recall the construction and how our result can be applied to it.

We briefly recall the computational Diffie-Hellman (CDH) problem in the symmetric pairing setting as a non-interactive assumption.

Definition 22. Let GGen be an algorithm that takes as input the security parameter $1^{\lambda}$ and returns $\left(\mathbb{G}, \mathbb{G}_{T}, p, g, e\right)$, where $\mathbb{G}$ and $\mathbb{G}_{T}$ are groups of prime order $p \geq 2^{\lambda}, g$ is a generator of $\mathbb{G}$, and $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ is a bilinear (type-1) pairing. The CDH assumption with respect to GGen is a non-interactive computational $\Lambda_{\mathrm{CDH}}=\left(\right.$ InstGen $\left._{\mathrm{CDH}}, \mathrm{V}_{\mathrm{CDH}}, \mathrm{U}_{\mathrm{CDH}}\right)$ where

1. InstGen ${ }_{\mathrm{CDH}}\left(1^{\lambda}\right)$ runs $\left(\mathbb{G}, \mathbb{G}_{T}, p, g, e\right) \leftarrow^{₫} \operatorname{GGen}\left(1^{\lambda}\right)$, chooses $x, y \leftarrow^{\&} \mathbb{Z}_{p}$, and outputs a problem instance $\phi=\left(\mathbb{G}, \mathbb{G}_{T}, p, e, g, X, Y\right)=\left(\mathbb{G}, \mathbb{G}_{T}, p, e, g, g^{x}, g^{y}\right)$ and a witness $\omega=(x, y)$.
2. $\mathrm{V}_{\mathrm{CDH}}(\phi, \omega, \rho)$ returns 1 if and only if $\operatorname{dlog}_{g}(\rho)=x y \bmod p$ with $(x, y)=\omega$.
3. $\mathrm{U}_{\mathrm{CDH}}(\phi)$ returns a failure symbol $\perp$.

Next, recall the BLS signature scheme. For simplicity, we only present the variant using a symmetric (type 1) pairing. Note that the construction can easily be adapted to asymmetric (type 2 or 3 ) pairings. Let $\mathbb{G}$ and $\mathbb{G}_{T}$ be two groups of prime order $p$ and let $g$ be a generator of $\mathbb{G}$. Let $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ be a type-1 pairing and let $\mathrm{H}:\{0,1\}^{*} \rightarrow \mathbb{G}$.

- Gen chooses $x \stackrel{\leftarrow}{\leftarrow} \mathbb{Z}_{p}$, computes $g^{x}$ and returns $p k:=\left(g, g^{x}\right)$ and $s k:=x$.
- $\operatorname{Sign}(s k, m)$ returns $\sigma:=\mathrm{H}(m)^{x} \in \mathbb{G}$.
$-\operatorname{Vrfy}(p k, m, \sigma)$ returns 1 if and if $e\left(H(m), g^{x}\right)=e(\sigma, g)$.
The scheme as presented above provides EUF-CMA security based on CDH in the random oracle model as shown in 14 . When instantiated with an asymmetric pairing the EUF-CMA security is based on the co-CDH in the random oracle model. However, the proof by BLS 14 is similar to RSA-FDH discussed in Section 5.2 neither work-factor tight (linear loss in the number of signature queries) nor memory-tight (implementing the random oracle).

To prove memory-tightness for BLS, we can essentially follow the same arguments given for RSA-FDH. To this end, we need to argue that BLS is memorytightly sEUF-CMA1-secure in the random oracle model. Similar to RSA-FDH, BLS is a unique signature scheme, i.e., for every $m$ there is exactly one valid signature, namely $\sigma=\mathrm{H}(m)^{x}$. Hence, we have

$$
\operatorname{Adv}_{\mathrm{BLS}}^{\mathrm{sEUF}-\mathrm{CMA} 1}(\mathcal{A}) \leq \operatorname{Adv}_{\mathrm{BLS}}^{\mathrm{EUF}-\mathrm{CMA}}(\mathcal{A})
$$

as in Equation (8) for RSA-FDH. It remains to argue that the reduction for sEUF-CMA1 security is memory-tight up to the usage of a random function RF with an explicitly stored look-up table. Since the reduction $\mathcal{B}$ given in the proof of 15 . Thm. 3.2] only stores the three group elements for the CDH challenge, one integer for randomizing the public key and the random oracle table, we can implement the internal randomness of $\mathcal{B}$ using a random function RF and compute the random oracle values on the fly. Given the result of 15 , Thm. 3.2] it is easy to verify that

$$
\operatorname{Adv}_{\mathrm{BLS}}^{\mathrm{sEUF}-\mathrm{CMA} 1}(\mathcal{A}) \leq \exp (1) \cdot\left(q_{\mathrm{S}}+1\right) \cdot \operatorname{Adv}_{\Lambda_{\mathrm{CDH}}, \lambda}^{\mathrm{NICA}}\left(\mathcal{B}^{\prime}\right)
$$

where $q_{\mathrm{s}}$ is the number of signatures queried by $\mathcal{A}$ and $\mathcal{B}^{\prime}$ is as exactly as $\mathcal{B}$ from the proof of [15. Thm. 3.2], but using a random function RF to derive the randomness of for answering the RO queries. We have

$$
\begin{aligned}
& \operatorname{LocalTime}(\mathcal{B}) \approx \operatorname{LocalTime}(\mathcal{A})+\left(q_{\mathrm{H}}+q_{\mathrm{S}}\right) \cdot \operatorname{Time}(\mathrm{RF}) \\
& \operatorname{LocalMem}(\mathcal{B})=\operatorname{LocalMem}(\mathcal{A})+\operatorname{Mem}(\mathrm{RF})+3
\end{aligned}
$$

Next, we can define the canonical reduction $\mathcal{R}_{\text {CDH }}$ from the sEUF-CMA1 security to the CDH assumption as the tuple (RGen, RSign, RExtract, RHash). To that end, let RF: $\{0,1\}^{*} \rightarrow\{0,1\} \times \mathbb{Z}_{p}$ with Coins RSign $=$ Coins $_{\text {RExtract }}=\emptyset$ and
$\{0,1\} \times \mathbb{Z}_{p}=$ Coins $_{\text {RHash }}$. Further, for $(c, b):=\mathrm{RF}(x)$, we define the short-hands $c=: \mathrm{RF}_{1}(x)$ and $b=: \mathrm{RF}_{2}(x)$. We view $\mathrm{RF}_{1}$ as an $\left(1 / q_{\mathrm{S}}+1\right)$-biased random function similar to the biased coin used by Coron 18], i.e., $\operatorname{Pr}\left[\operatorname{RF}_{1}(x)=0\right]=$ $1 /\left(q_{\mathrm{S}}+1\right)$, where $q_{\mathrm{S}}$ is the number of signature queries issued by the adversary. This is similar to RSA-FDH discussed above.

RGen: Given an CDH instance $\left(\mathbb{G}, \mathbb{G}_{T}, p, e, g, X, Y\right)$, RGen returns $(\operatorname{simpk}, \operatorname{simsk})=$ $((g, u),(g, X, Y, u, r))$ with $u=X \cdot g^{r}$ and $r \stackrel{\leftrightarrow}{\leftarrow} \mathbb{Z}_{p}$.
RHash ${ }^{\mathrm{RF}(\cdot)}$ : Given simsk $=(g, X, Y, u, r)$ and $x$, RHash computes $c=\mathrm{RF}_{1}(x)$ and $b:=\mathrm{RF}_{2}(x)$, and returns $Y^{1-c} \cdot g^{b}$.
$\operatorname{RSign}{ }^{\mathrm{RF}(\cdot)}$ : Given simsk $=(g, X, Y, u, r)$ and $m$, RSign outputs a signature $\sigma=$ $u^{b} \cdot g^{r b}$ with $b=\mathrm{RF}_{2}(m)$ if $\mathrm{RF}_{1}(m)=0$. Otherwise, the reduction aborts and terminates by outputting the failure symbol $\perp$.
RExtract ${ }^{\mathrm{RF}(\cdot)}$ : Given simsk $=(g, X, Y, u, r)$ and $\left(m^{*}, \sigma^{*}\right)$, RExtract outputs a solution $\rho=\frac{\sigma^{*}}{Y^{r} \cdot u^{b} \cdot q^{r b}}$. Note that by definition $\mathcal{R}_{\text {CDH }}$ runs RExtract only if $\operatorname{Vrfy}\left(\operatorname{simpk}, m^{*}, \sigma^{*}\right)=1$ and $\sigma^{*} \neq \mathrm{RSign}\left(\operatorname{simsk}, m^{*}\right)$. The validity of the signature implies that $\left(\sigma^{*}\right)^{e}=\operatorname{RHash}\left(\operatorname{simsk}, m^{*}\right)$ and since we have $\sigma^{*} \neq$ $\operatorname{RSign}\left(\right.$ simsk,$\left.m^{*}\right)$, we also know that $\mathrm{RF}_{1}\left(m^{*}\right)=0$.

Note that the construction can be easily adapted to an asymmetric pairing $e: \mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{T}$, by applying the isomorphism $\psi: \mathbb{G}_{2} \rightarrow \mathbb{G}_{1}$ to ensure that the values are in the right groups.

Reduction $\mathcal{R}_{\text {CDH }}$ is a $(\ell, 0)$-canonical reduction for BLS with $\operatorname{loss} \ell=\exp (1)$. $\left(q_{\mathrm{S}}+1\right)$, it runs in time

$$
\begin{gathered}
\operatorname{LocalTime}\left(\mathcal{R}_{\mathrm{CDH}}^{\mathcal{A}}\right) \approx \operatorname{LocalTime}(\mathcal{A})+\text { Time }(\text { Sig.Vrfy }) \\
+\left(2 \cdot q_{\mathrm{H}}+q_{\mathrm{S}}+1\right) \cdot \operatorname{Time}(\mathrm{RF})
\end{gathered}
$$

and requires memory

$$
\operatorname{LocalMem}\left(\mathcal{R}_{\mathrm{CDH}}^{\mathcal{A}}\right)=\operatorname{LocalMem}(\mathcal{A})+\operatorname{Mem}(R F)+\operatorname{Mem}(\text { Sig.Vrfy })+4
$$

Now, we can use Theorem 9 to lift the security of BLS to the multi-challenge in a memory-tight way. To this end, we can construct a reduction $\mathcal{R}_{\text {CDH }}^{\prime}$ from msEUF-CMA1 security of BLS to the CDH assumption as presented in the proof Theorem 9. This supplies that we can construct an adversary $\mathcal{D}$ such that

$$
\operatorname{Adv}_{\Lambda_{\mathrm{CDH}}, \lambda}^{\mathrm{NICA}}\left(\left(\mathcal{R}_{\mathrm{CDH}}^{\prime}\right)^{\mathcal{A}^{\prime}}\right) \geq \frac{1}{\exp (1) \cdot\left(q_{\mathrm{S}}+1\right)} \cdot \operatorname{Adv}_{\mathrm{BLS}}^{\mathrm{msEUF}-\mathrm{CMA1}}\left(\mathcal{A}^{\prime}\right)-\operatorname{Adv}_{\mathrm{PRF}}^{\mathrm{PRF}-\sec }(\mathcal{D})
$$

where PRF: $\{0,1\}^{\lambda} \times\{0,1\}^{*} \rightarrow\{0,1\} \times \mathbb{Z}_{p}$ is a keyed function. Moreover, it holds that

$$
\begin{aligned}
\text { LocalTime }\left(\left(\mathcal{R}_{\mathrm{CDH}}^{\prime}\right)^{\mathcal{A}^{\prime}}\right) \approx & \operatorname{LocalTime}\left(\mathcal{A}^{\prime}\right)+\operatorname{Time}(\mathrm{RGen}) \\
& +\left(q_{\mathrm{S}}+q_{\mathrm{F}}+2 q_{\mathrm{H}}\right) \cdot \operatorname{Time}(\mathrm{PRF})+q_{\mathrm{F}} \cdot \text { Time }(\text { Sig.Vrfy })
\end{aligned}
$$

$\operatorname{LocalMem}\left(\left(\mathcal{R}_{\mathrm{CDH}}^{\prime}\right)^{\mathcal{A}^{\prime}}\right)=\operatorname{LocalMem}\left(\mathcal{A}^{\prime}\right)+5+\operatorname{Mem}(\operatorname{Sig} . V r f y)+\operatorname{Mem}($ PRF $)$.

Thus, the reduction $\mathcal{R}_{\mathrm{CDH}}^{\prime}$ is a memory-tight, but not work-factor-tight, reduction from msEUF-CMA1-security to the CDH assumption. As BLS is a unique signature scheme as RSA-FDH, one-signature-per-message security implies many-signatures-per-message security.

Similarly to RSA-FDH, we can define a variant BLS+ by applying the technique by Katz and Wang 43 and sign the message with a uniformly chosen bit to achieve work-factor tightness. This extension works exactly as for RSA-FDH. We refer to the discussion of RSA-FDH+ above.
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