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Abstract. In this paper, we construct an efficient interactive proof sys-
tem for the graph 3-coloring problem and shows that it is computation-
ally zero-knowledge against a quantum malicious verifier. Our protocol
is inline with the sketch of an efficient protocol by Brassard and Crepéau
(FOCS 1986) that later has been elaborated by Kilian (STOC 1992).
Their protocol is not post-quantum secure since its soundness property
holds based on the intractability of the factoring problem. Putting aside
the post-quantum security, we argue that Kilian’s interactive protocol
for the graph 3-coloring problem does not fulfill the soundness property
even in the classical setting.
In this paper, we propose an XOR-homomorphic commitment scheme
based on the Learning Parity with Noise (LPN) problem and use it to
construct an efficient quantum computationally zero-knowledge interac-
tive proof system for the graph 3-coloring problem.

Keywords. Efficient Interactive Proof System, Post-quantum Security,
Computational Zero-knowledge

1 Introduction

An interactive proof system [16] is a two-party protocol for an unbounded classical
prover1 and a classical verifier with the goal of convincing the verifier that a
certain statement is true. To be more rigorous, the statement is treated as an
instance of a Language L and the prover wants to convince the verifier that the
given statement belongs to L (this means the statement is true). A proof system
must fulfil two properties: 1) Completeness: if the statement is in L, an honest
prover is able to convince the verifier. 2) Soundness: if the statement is not in
L, no (malicious) prover is able to convince the verifier. The soundness property
deals with a malicious prover, in other words, the security of the verifier is a
concern in this definition.

The notion of zero-knowledge introduced by Goldwasser, Micali and Rackoff
[16] deals with a malicious verifier. Informally, we say an interactive proof system
is zero-knowledge if a malicious verifier interacting with an honest prover is not
able to learn any information beyond the validity of the statement. There has

1 A relaxation of an interactive proof system is an interactive argument system in which
the prover is computationally bounded [6].



been extensive research (and success) to construct interactive proof systems with
the zero-knowledge property for different computational problems [7, 3, 29, 14, 27,
15, 12].

One computational problem that accepts a zero-knowledge interactive proof
system is the graph 3-coloring problem [14]. We say a graph G is 3-colorable
if one can color the vertices of G with 3 colors in a way that any two adjacent
vertices receive two different colors. In a nutshell, the Goldwasser-Micali-Rackoff
proof system [14] works as follows. The prover on inputs of a graph G and a 3-
coloring χ, commits to a permuted 3-coloring of χ using a commitment scheme,
and sends the commitments to the verifier. The verifier sends a random edge to
challenge the prover. The prover opens the colors of the vertices of this edge and
the verifier accepts if these colors are different. The drawback of this protocol is
that it is not efficient as it is explained in the coming lines. In this protocol a
malicious prover (on the input of a graph G that is not 3-colorable) can convince
the verifier with a probability at most 1− 1/|E| where |E| is the number of the
edges of G. To make this probability negligible, the protocol has to be repeated
many times sequentially and in each execution the prover has to send fresh
commitments otherwise the opening in the last phase of the protocol reveals
information about χ and it renders the protocol not-zero-knowledge.

A sketch of an efficient zero-knowledge protocol for the graph 3-coloring prob-
lem has been given by Brasaard and Crepéau [7]. Later Kilian [22] presented
an efficient zero-knowledge proof system for the graph 3-coloring problem. The
protocol is based on the implementation of “notarized envelops” using “ideal
bit commitment” and“pair-blobs”. Since the formal definitions of these primi-
tives are not given in the reference available [22] (this reference is an extended
abstract), we present the informal definitions of them from the reference. A
“pair-blob” is a representation of a bit b by a random XOR of two bits, that is,
b = b0 ⊕ b1 for random bits b0, b1. And the prover instead of committing to b, it
commits to b0 and b1 using an ideal bit commitment scheme. It has been stated
that a notarized envelop can be constructed using an ideal bit commitment
scheme and pair-blobs [7, 22]. Notarized envelops allow a prover to commits to
some set of bits and later proves that some predicate holds on those bits without
revealing any information about the bits.

Kilian’s protocol [22]. In a nutshell, the prover commits to a coloring χ for
a graph G using pair-blobs. When the verifier challenges the prover by sending
a random vertex (vi, vj) from G, the prover proves that χ(vi) 6= χ(vj) without
revealing any information about χ(vi) and χ(vj).

1.1 Motivation

Here, we give some motivations to revisit the efficient zero-knowledge protocol for
the graph 3-coloring problem proposed in [7, 22]. We explain why the soundness
property of the Kilian’s protocol [22] does not hold. And why the sketch of the
efficient protocol by Brasaard and Crepéau [7] is not post-quantum secure.
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Why is not the Kilian’s protocol [22] sound? Regrettably, a full version
of [22] is not available and some of the details of the proof is unclear. For instance,
to show the soundness property of this protocol, Kilian argues that:

“if G is not 3-colorable, then no matter what coloring a prover P̂ commits to,
the verifier V will choose a bad edge with probability at least 1/m (where m is

the number of edges). In this case, no matter what strategy P uses, V will
reject with some nonconstant probability.”

We explain why this reasoning is not sufficient. Note that in the Kilian’s protocol,
the prover doesn’t reveal any information beyond χ(vi) 6= χ(vj) and a graph G
that is not 3-colorable can be colored using more colors. So a malicious prover
can use pair-blobs to commit to a coloring χ′ for G that uses more than 3 colors,
and for any edge (vi, vj), χ

′(vi) 6= χ′(vj). Later the malicious prover can pass the
verifier’s challenge with the probability 1. Note that this issue will not arise in
the the Goldwasser-Micali-Rackoff zero-knowledge proof system for the graph 3-
coloring problem [14] because in their protocol the prover has to reveal π(χ′(vi))
and π(χ′(vj)) where π is a random permutation on three allowed colors. So with
some probability the verifier can detect when a malicious prover uses an extra
color. But in the Kilian’s protocol the prover does not reveal any information
about χ′(vi) and χ′(vj) beside the fact that they are not equal. This issue has
not been addressed in [22] and it is not clear if the Kilian’s protocol (see Section
3.1 in [22]) has the soundness property or not.

Why is not the Brasaard-Crepéau protocol [7] post-quantum se-
cure? Beside the issue sketched above, the Kilian’s protocol is not post-quantum
secure since its implementation relies on the constructions from [7] that are based
on the difficulty of the factoring problem. In more details, in the protocols of [7]
the verifier chooses two distinct large primes p and q, and sends their product
N = pq to the prover along with a randomly chosen quadratic residue modulo
N , lets call it y.2 To commit to a bit b, the prover chooses a random w ∈ Z∗N
and sends z = w2yb to the verifier with the opening information (b, w). The
soundness property (against a malicious polynomial-time prover3) of the proto-
cols relies on the binding property of this commitment. But a malicious quantum
prover can send z = w2y as a commitment to its input, factor N to p and q using
the Shor’s algorithm [28], compute the square root of y and later open z to both
0 or 1 by sending w

√
y or w respectively.

Why do we care? Given the rapid progress on quantum computing and
the existence of efficient quantum algorithms to solve some computational prob-
lems like factoring and discrete logarithm [28], it is necessary to investigate the
security of cryptographic constructions against a quantum adversary. The post-
quantum security of the Goldwasser-Micali-Rackoff proof system for the graph
3-coloring problem has been studied by Watrous [32]. Watrous showed that this
protocol is quantum computationally zero-knowledge under the assumption of
the existence of unconditionally binding and quantum computationally hiding

2 y is a quadratic residue modulo N if there exists x such that x2 ≡ y (mod N).
3 In other words, the protocols in [7] are argument systems.
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commitment schemes. Assuming the existence of this primitive, the main chal-
lenge in the proof is the inability of using the classical rewinding argument to
construct the simulator for a malicious quantum verifier. Watrous developed a
quantum rewinding technique to overcome this challenge4. However, the post-
quantum security of efficient protocols for the graph 3-coloring problem will
not follow solely by the Watrous’s rewinding technique since the techniques to
make the proof succinct may not be post-quantum secure (as briefed for the
Brasaard-Crepéau protocol [7] above.)

1.2 Our Contribution

In this paper, we construct an efficient zero-knowledge interactive proof system
for the graph 3-coloring problem and show that it is quantum computationally
zero-knowledge. Our protocol is a modification of the Kilian’s protocol with a
post-quantum implementation.

How to fix the soundness issue of the Kilian’s protocol. As explained
above, the Kilian’s protocol does not fulfill the soundness property. In our pro-
tocol, we allow the prover reveals extra information about the colors of an edge
beyond their inequality. Namely, for an edge (vi, vj), the prover proves that χ(vi)
and χ(vj) are valid colors in addition to χ(vi) 6= χ(vj). Our proof does not reveal
any further information about χ(vi) and χ(vj) to fulfill the zero-knowledge prop-
erty. Even though this correction is straightforward in theory, its post-quantum
implementation is not trivial. We show how this is implemented in our protocol
in the following lines.

Post-quantum security. We propose a bit commitment scheme based on
the LPN problem, a special case of the Learning With Errors (LWE) assump-
tion [26], that is homomorphic under XOR operation. Our commitment scheme
is perfectly binding and quantum computationally hiding (under the quantum-
hardness assumption of the LPN problem). We show that our commitment
scheme preserves its properties (correctness, hiding and binding) under constant
number of XOR-operations. Our scheme is a modification of the commitment
scheme by Jain et al. [19]. Their scheme does not preserve the correctness prop-
erty under homomorphic operations (details in the Section 3.2).

Equipped with an XOR-homomorphic bit commitment scheme, we present a
protocol to prove the inequality of two committed values without revealing any
further information about the values. This protocol helps to prove the χ(vi) 6=
χ(vj) inequality in our efficient proof system for the graph 3-coloring problem
without revealing any information beyond the inequality. In addition, to prove
that χ(vi) and χ(vj) are valid colors, we assume that {01, 10, 11} is the set of
the valid colors and the prover uses a modification of the inequality protocol to
prove χ(vi) 6= 00 and χ(vj) 6= 00.

4 Other quantum rewinding techniques are available for the proof of knowledge prop-
erty of an interactive protocol [31, 8].
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1.3 Organization

The Section 2 is dedicated to notations, preliminary backgrounds and definitions
needed in this paper. We construct an XOR-homomorphic commitment scheme
that is perfectly binding and quantum computationally hiding in the Section 3.
The underlying computational assumption to show the hiding property is the
LPN problem. In the Section 4, we construct a post-quantum computation-
ally zero-knowledge interactive proof system for proving the inequality of two
inputs using a perfectly binding and quantum computationally hiding XOR-
homomorphic commitment scheme. In the Section 5, we construct an efficient
proof system for the graph 3-coloring problem using the inequality protocol in
the Section 4. We show our protocol is computationally zero-knowledge against
a quantum malicious verifier. And finally, we briefly explain how our technique
can be used to construct a post-quantum efficient zero-knowledge proof system
for SAT problem in the Section 6.

2 Preliminaries

Notations. The notation x
$←− X means that x is chosen uniformly at random

from the set X. For a natural number n, [n] means the set {1, · · · , n}. The
nearness integer to k is shown with bτke. The lower-case and upper-case letters
like a,A are used to denote vectors and matrices, respectively. Aᵀ shows the
transpose of the matrix A. For a binary vector a, the notation ω(a) shows the
the number of 1s in a (that is the Hamming weight of a). For two values e and
e′, [e = e′] is 1 if e = e′ and it is 0 otherwise. For two strings x1, x2, their bit-
wise XOR is denoted by x1 ⊕ x2. Pr[P : G] is the probability that the predicate
P holds true where free variables in P are assigned according to the program
in G. The function negl(n) is any non-negative function that is smaller than
the inverse of any non-negative polynomial p(n) for sufficiently large n. That
is, limn→∞ negl(n)p(n) = 0 for any polynomial p(n). Assuming n is the secu-
rity parameter, by an overwhelming probability we mean 1−negl(n) probability.

Quantum Computing. We present basics of the quantum computing in this
subsection. The interested reader can refer to [25] for more information. For
two vectors |Ψ〉 = (ψ1, ψ2, · · · , ψn) and |Φ〉 = (φ1, φ2, · · · , φn) in Cn, the inner
product is defined as 〈Ψ, Φ〉 =

∑
i ψ
∗
i φi where ψ∗i is the complex conjugate of

ψi. Norm of |Φ〉 is defined as ‖ |Φ〉 ‖ =
√
〈Φ,Φ〉. The n-dimensional Hilbert

space H is the complex vector space Cn with the inner product defined above.
A quantum system is a Hilbert space H and a quantum state |ψ〉 is a vector |ψ〉
in H with norm 1. An unitary operation over H is a transformation U such that
UU† = U†U = I where U† is the Hermitian transpose of U and I is the identity
operator over H. An orthogonal projection P over H is a linear transformation
such that P2 = P = P†. A measurement on a Hilbert space is defined with
a family of orthogonal projectors that are pairwise orthogonal. An example of
measurement is the computational basis measurement in which any projection
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is defined by a basis vector. The computational basis for C2n consists of 2n

vectors |x〉 where x is a bit-string of length n (x ∈ {0, 1}n). The output of
computational measurement on a state |Ψ〉 is x with probability ‖〈x, Ψ〉‖2 and
the post measurement state is |x〉.

For two parties P and V, the notation 〈P,V〉 denotes the output of an inter-
action between P and V.

Definition 1 (Interactive Proof System [16]). An interactive proof system
for a language L with the soundness error ε is a two party protocol between an
unbounded prover P and a polynomial-time verifier V that fulfills the following
two properties:

1. Completeness. For any x ∈ L, Pr[〈P(x),V(x)〉 = 1] = 1.
2. Soundness. For any malicious prover P∗ and x /∈ L,

Pr[〈P∗(x),V(x)〉 = 1] ≤ ε.

Informally, an interactive protocol is zero-knowledge if the verfier can perform
the protocol without the prover. This is formalized by the existence of a simu-
lator that knows the code of the malicious verifer and can produce a transcript
indistinguishable from the transcript of a real execution of the protocol. In the
definition below, we define the computational zero-knowledge property against
a malicious quantum verifier. It is a modification of the Watrous’s quantum
computational zero-knowledge definition [32, 30]. In the Watrous’s definition, a
malicious quantum verifier, after receiving some classical states (the commit-
ments) from the prover and doing some quantum computations on this classical
states and some auxiliary quantum registers, (is able to) sends a quantum state
to the prover as an output. The classical prover will measure this quantum state
in the computational basis measurement to obtain the final output. Then, the
definition is stated as “polynomially quantum indistinguishability” of “admissi-
ble super-operators” induced by such interactions. Here, we consider less general
setting in which a malicious quantum verifier does the final measurement and
only sends classical information to the prover. In other words, we assume that
the transcripts of the executions of the protocol are classical as it projects the
post-quantum setting. So even though V∗ and consequently S are quantum, the
output of the simulator as the transcript of its interaction with V∗ is required
to be classical. Then, we require that the indistinguishablity of two transcripts
holds against any quantum polynomial-time distinguisher given access to the
auxiliary quantum register used by the verifier.

Definition 2 (Post-quantum Computational Zero-knowledge). Let η is
the security parameter and Pol is a polynomial function. Let Qanc is an auxiliary
quantum register of at most Pol(η) size. An interactive proof system is quantum
computationally zero-knowledge if there exists a polynomial-time simulator S
such that for any polynomial-time quantum verifier V∗, for any x ∈ L with |x| ≤
Pol(η), any quantum state |ψ〉 stores in Qanc, the transcript of the interaction
〈P(x),V∗(x, |ψ〉)〉 is computationally indistinguishable from the transcript of the
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interaction 〈S(x, |ψ〉),V∗(x, |ψ〉)〉. That is for any x ∈ L, any quantum state |ψ〉,
any quantum polynomial-time distinguisher D,

|Pr[D(H0, Qanc) = 1 : H0 ← 〈P(x),V∗(x, |ψ〉)〉]
− |Pr[D(H1, Qanc) = 1 : H1 ← 〈S(x, |ψ〉),V∗(x, |ψ〉)〉 ≤ neg(η).

Usually, a simulator S in the classical zero-knowledge proofs saves the initial
state of V∗ and it executes V∗ on this state several times until V∗ returns a
“good” output. When the verifier is quantum, this procedure does not work
since S can not save the initial state of V∗ (that is a quantum state) due to
the no-cloning theorem. Fortunately, Watrous showed that if the output of V∗
in a single execution (after the final measurement) is a “good” state with a
probability close to a constant probability (possibly negligible) independent of
the initial state of V∗, there exits a polynomial-size quantum circuit R that its
output is a “good” state with an overwhelming probability for any initial state.
(The formal presentation is given in the following lemma.)

We say a quantum state of size n + k qubits is a good (bad) state if the
computational basis measurement on its first qubit returns 0 (1) with the prob-
ability 1. For an unitary Q acting on quantum registers of size n+ k qubits, we
can write Q |ψ〉

∣∣0k〉 =
√
pψ |ψgood〉+

√
1− pψ |ψbad〉 for some unique orthogonal

vectors |ψgood〉 and |ψbad〉. Note that pψ, |ψgood〉 and |ψbad〉 may depend on the
initial state |ψ〉.

Lemma 1 (Quantum rewinding with small perturbations [32]). Let p0, q ∈
(0, 1) and ε ∈ (0, 1/2) be real numbers. Let Q be an (n, k)-quantum circuit such
that for all n-qubit states |ψ〉:

|pψ − q| < ε, pψ ≥ p0, and p0(1− p0) ≤ q(1− q).

Then there exists a general quantum circuit R with

size(R) = O
( log(1/ε)size(U)

p0(1− p0)
)

such that, for every n-qubit state |ψ〉, the output Φψ of R satisfies

〈ψgood|Φψ|ψgood〉 ≥ 1− 16ε
log2(1/ε)

p20(1− p0)2
.

We define a commitment scheme and its security properties in the following.

Definition 3. A commitment scheme consists of three polynomial (possibly ran-
domized) algorithms Gen, Com and Ver described below with the correctness
property.

– The key generating algorithm Gen takes as input the security parameter 1n

and returns a public parameter pk.
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– The commitment algorithm Com takes as input pk and a message m, it
chooses a randomness r and returns (c, d) := Com(pk,m; r) where c is the
commitment and d is an opening information. (We may omit the randomness
and write (c, d) ← Com(pk,m). Or we may use Compk when pk has been
determined.)

– The verification algorithm Ver on inputs pk, (c, d), and m, returns a bit b
that indicates the accept (when b = 1) or the reject (when b = 0).

The scheme fulfills the correctness property, that is, the verification algorithm
returns 1 with the probability 1 if (c, d) is the output of Com:

Pr[b = 1 : pk ← Gen(1n), (c, d)← Com(pk,m), b← Ver(pk, c, d,m)] = 1.

A commitment scheme needs to fulfill the hiding and the binding security
properties that come in different flavors. In this paper, we define quantum com-
putationally hiding and perfect binding commitment schemes.

Definition 4 (Quantum Computationally Hiding). We say a commitment
scheme (Gen(1n),Com,Ver) is quantum computationally hiding if for any pk ←
Gen(1n), for any two messages m1,m2 and for any quantum polynomial-time
distinguisher D

|Pr[D(pk, c1) = 1 : (c1, d1)← Compk(m1)]−
Pr[D(pk, c2) = 1 : (c2, d2)← Compk(m2)]| ≤ neg(n).

Definition 5 (Perfect Binding). A commitment scheme (Gen(1n),Com,Ver)
is perfectly binding if for any commitment c, any two messages m1,m2 and any
two openings d1, d2

|Pr[Ver(pk, c,m1, d1) = 1 ∧Ver(pk, c,m2, d2) = 1 ∧m1 6= m2 :

pk ← Gen(1n)]| ≤ neg(n).

3 Commitment From LPN Problem

Let ξτ be an error distribution over binary vectors of length k where each element
of a vector is chosen independently from the Bernoulli distribution with the
parameter τ , that is, v = (v1, · · · , v`)ᵀ ← ξτ means Pr[vi = 1] = τ for each
i ∈ [`]. Let S`×k denotes the set of all binary matrix with ` rows and k columns.

Definition 6 (Search (τ, `, k)-LPN Problem). On input (A,As ⊕ e) where

A
$←− S`×k, s

$←− Sk×1 and e← ξτ , find s.

Note that an LPN problem is parameterized by (τ, `, k) and we use the
(τ, `, k)-LPN problem to make them explicit. The search LPN problem (Defini-
tion 6) is conjectured to be quantum-hard with the proper choice of parameters
(page 25 of [10])5 after receiving many attempts to be solved [18, 33, 4, 2].

5 For instance to achieve the quantum security level of 128 bit, k = 1150 and τ = 1/8
has been suggested [10].
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Definition 7 (Decisional (τ, `, k)-LPN Problem). The task is to distinguish

between (A,As ⊕ e) and (A, r) where A
$←− S`×k, s

$←− Sk×1, e ← ξτ and

r
$←− S`×1.

It has been shown that if the search LPN problem is hard, then the decisional
LPN problem is hard too [21, 26, 1].

Lemma 2 (Lemma 1 in [21]). If there exists an algorithm that solves the
decisional (τ, `, k)-LPN problem (Definition 7) in time t with the advantage δ,
then there exists an algorithm that can solve the search (τ,O(`·δ−2 log k), k)-LPN
problem in time t′ = O(t · kδ−2 log k).

We define our bit commitment scheme in the following based on the LPN
problem. We show that it is quantum computationally hiding and perfect binding
in the Section 3.1. In addition, we show that our scheme preserves its properties
with a constant number of XOR-operations.

Scheme 1 (Bit commitment scheme from LPN). We define a bit commitment
scheme based on the LPN problem.

– Here Gen(τ, `, k) returns a random binary matrix A`×(k+1) and distribution
ξτ . Let set A = A′`×1||A′′`×k.

– The commitment algorithm Com on input A and b ∈ {0, 1} chooses an
uniformly at random binary vector s of size k, draws an error vector e from
ξτ such that ω(e) < 2τ`, and computes c = A′b⊕A′′s⊕e. The corresponding
opening information for c is d = (b, s, e).

– The verification algorithm Ver on inputs A, τ, c and d = (b, s, e) returns 1
if c = A′b⊕A′′s⊕ e and ω(e) < 2τ` and it returns 0 otherwise.

Obviously, this scheme fulfills the correctness property.

3.1 Quantum Computationally Hiding & Perfect Binding

We show that the Scheme 1 is quantum computationally hiding using the hard-
ness of the decisional LPN problem (Lemma 2). First, we show that for an error
vector e← ξτ , with a high probability ω(e) < 2τ`. Then, the quantum compu-
tationally hiding property is following directly by the Lemma 2. For the binding
property, we show that if the adversary opens a commitment to both 0 and 1, a
random vector of the length ` has the Hamming weight less than `/4. Then we
show that a random binary vector of the length ` has a Hamming weight less
than `/4 only with a negligible probability and this finishes the proof.

Theorem 1. The Scheme 1 is a quantum computationally hiding and perfectly
binding commitment scheme when τ ≤ 1/16 and lim`→∞ τ` =∞.

Proof. First we show that this scheme is quantum computationally hiding under
the hardness of the LPN problem. By the Lemma 2, A′′s⊕e is indistinguishable
from an uniformly random binary vector r when e← ξτ . That is A′b⊕A′′s⊕e is
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indistinguishable from A′b⊕ r and therefore it is indistinguishable from A′(1⊕
b) ⊕ A′′s′ ⊕ e′ when s, s′

$←− Sk×1 and e, e′ ← ξτ . The only difference in the
Scheme 1 is that the inequality ω(e) < 2τ` should hold, additionally. We show
that for an e← ξτ , with a negligible probability ω(e) ≥ 2τ` and therefore As⊕e
is indistinguishable from an uniformly random binary vector in the Scheme 1 as
well. Suppose X1, · · · , X` are independent Bernoulli random variables each with
the parameter τ . Let X =

∑`
i=1Xi. It is easy to see that the expected value of

X is τ`. Then, for any 0 < δ ≤ 1

Pr[X ≥ (1 + δ)τ`] ≤ e− δ
2τ`
3 ,

that is the Chernoff bound on the deviation above the mean (Theorem 4.4 in
[24]). This means that

Pr[ω(e) ≥ (1 + δ)τ` : e← ξτ ] ≤ e− δ
2τ`
3 .

And for δ = 1, Pr[ω(e) ≥ 2τ` : e← ξτ ] ≤ e− τ`3 that is negligible on `.
To show the binding property, let assume that the adversary can successfully

open a commitment c to (b, s1, e1) and (b⊕1, s2, e2). This means that e1⊕e2 =
A′ ⊕A′′(s1 ⊕ s2) and ω(e1), ω(e2) < 2τ`. Then we can write

ω(A′ ⊕A′′(s1 ⊕ s2)) ≤ ω(e1) + ω(e2) ≤ 4τ` ≤ `/4.

We prove that only with a negligible probability ω(x) ≤ `/4 when x is a random
binary vector of the size ` and this finishes the proof because A′⊕A′′(s1⊕s2) is a
random vector of size `. Suppose X1, · · · , X` are independent Bernoulli random
variables each with the parameter 1/2. Let X =

∑`
i=1Xi. It is easy to see that

the expected value of X is `/2. Then, for any 0 < δ < 1

Pr[X ≤ (1− δ)`/2] ≤ e− δ
2`
4 ,

that is the Chernoff bound on the deviation below the mean (Theorem 4.5 in
[24]). This means that

Pr[ω(x) ≤ (1− δ)`/2 : x
$←− S`×1] ≤ e− δ

2`
4 .

And for δ = 1/2,

Pr[ω(x) ≤ `/4 : x
$←− S`×1] ≤ e− `

16 . (1)

Therefore, the adversary can open the commitment c to two different values with
only a negligible probability.

Definition 8 (XOR-homomorphic Commitment Scheme). We say a bit
commitment scheme (Gen,Com,Ver) accepts Σ XOR operations if for any pk ←
Gen(1n), any 1 ≤ i ≤ Σ and (c1, d1), · · · , (ci, di) generated by Compk on inputs
b1, · · · , bi respectively, the following properties holds:

1. Correctness: Pr[Verpk(i,
∑i

1 ci, (
∑i

1 bi,
∑i

1 di)) = 1] = 1.
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2. Quantum computationally hiding: For any quantum polynomial-time adver-
sary,

∑i
1 ci and c′ are indistinguishable where c′ is generated by Compk on

the input 1⊕
∑i

1 bi.

3. Perfect binding: For any commitment c (either obtained directly by Compk

or by XOR operations), any bit b and two openings (i, d) and (i′, d′) with the
condition that i, i′ ≤ Σ,

Pr
[(

Verpk(i, c, (b, d)) = 1
)
∧
(

Verpk(i′, c, (1⊕ b, d′)) = 1
)]
≤ neg(n).

We modify the verification algorithm of the Scheme 1 to fulfill the Defini-
tion 8. The new verification algorithm Ver′ on inputs A, i, c, τ,d = (s, e) checks
if c = As ⊕ e and ω(e) < 2iτ`. Note that the main reason that we modify the
verification algorithm in the Scheme 1 to Ver′ (that gets i as input) is to preserve
the correctness property under Σ XOR operations. In other words, if a commit-
ment c is obtained by XORing i commitments c1 ← Compk, · · · , ci ← Compk,
then the error vector of c may have a Hamming weight bigger than 2τ` and
the verification algorithm in Scheme 1 returns 0. In this case, the sender sends
i along with the opening information and Ver′ checks if the Hamming weight
of the error vector is less than 2iτ` or not. In the following theorem, we show
that this modification does not have any effect on the quantum computationally
hiding and the perfect binding property if τ ≤ 1

16Σ and lim`→∞ τ` =∞.

Lemma 3. The Scheme 1 with the verification algorithm Ver′ accepts Σ XOR
operations if τ ≤ 1

16Σ and lim`→∞ τ` =∞.

Proof. The correctness property in the Definition 8 holds clearly. The compu-
tational hiding property in the Definition 8 is straightforward since for any two
commitments c1, c2 with the opening information (s1, e1), (s2, e2) respectively,
we can write c1 ⊕ c2 = A(s1 ⊕ s2 ⊕ x)⊕ e1 where x is the solution to the linear
system Ax = e2. Therefore, c1 ⊕ c2 is computationally indistinguishable from
an uniformly random vector r by the Lemma 2. By induction, we can show that
this holds for any i ∈ [Σ] number of XOR operations.

Let assume the perfect binding property in the Definition 8 does not hold
and c can be opened to both b and 1⊕ b with the opening (i, s, e) and (i′, s′, e′)
respectively. Thus ω(e) < 2iτ`, ω(e′) < 2i′τ` and we can write

A′b⊕A′′s⊕ e = A′(1⊕ b)⊕A′′s′ ⊕ e′.

So

ω
(
A′ ⊕A′′(s⊕ s′)

)
≤ ω(e) + ω(e′) < 2iτ`+ 2i′τ` ≤ `/4.

We have shown in the Equation (1) that the Hamming weight of a random binary
vector of length ` is less than equal to `/4 with a probability at most e−`/16.
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3.2 Related Work

Our commitment scheme (Scheme 1) is a modification of the commitment scheme
by Jain et al. [19]. Their scheme does not accept XOR-homomorphic operations.
Here we briefly analyze the LPN based commitment scheme in [19] and bring
up some criticisms.

Let Sλ` denotes the set of all binary vectors of length ` that have the Hamming
weight λ. In [19], authors define the exact-(τ, `, k)-LPN problem, a new version
of (τ, `, k)-LPN problem, in which the error vector e is chosen uniformly at

random from S
bτke
` . In other words, the error vector has the exact Hamming

weight bτke. Both the search and decisional versions of LPN are defined with this
modification. They leave investigating the exact hardness of these new problems
as open questions. Then, they suggest a commitment scheme that its hiding
property holds based on the hardness assumption of the decisional exact-LPN
problem.

In addition to base the hiding property of their scheme on this non-standard
assumption, their scheme is not XOR-homomorphic and the proof for the biding
property of their scheme (see the Section 3 of [19]) is based on the proper choice
of a parameter `, that is, let ` = Θ(j + k) be such that with overwhelming
probability a randomly chosen generator matrix of a linear code A (of size ` ×
(j + k)) has distance larger than 2bτke. The exact value of ` has not been
specified in [19] and it only stated that ` is bounded both above and below by
j + k asymptotically, ` = Θ(j + k). We show that when ` = j + k, A produces
codewords with small Hamming weights and one can attack the binding property
of their scheme in this case. So obviously ` has to be strictly bigger than j + k.
But how much bigger?

We briefly describe their scheme. The public key is an uniformly random
binary matrix A = A′||A′′ of size ` × (j + k). To commit to a message m ∈
{0, 1}j , the committer chooses an uniformly at random vector s of size k × 1

and e
$←− S

bτke
` and computes c = A′m ⊕ A′′s ⊕ e with the opening (m, s).

Given a commitment c, and opening (m′, s′), a verifier accepts if and only if
e = c⊕A′m′ ⊕A′′s′ has the Hamming weight bτke.

Obviously, this scheme is not XOR-homomorphic because the verification
algorithm checks if the error vector has the exact Hamming weight bτke and
XORing two commitments c1 = A′m1⊕A′′s1⊕ e1 and c2 = A′m2⊕A′′s2⊕ e2

might not open to m1⊕m2 using the opening s1⊕s2. In other words, this scheme
does not preserve the correctness property under XOR-homomorphic operations.

Attack when ` = j + k. A malicious committer chooses two error vectors

e1 6= e2
$←− S

bτke
` . It solves the equations Ax1 = e1 and Ax2 = e2 using the

Gaussian elimination algorithm6. It sends c = A(m, s) ⊕ e1 ⊕ e2 that can be
opened to both (m, s)⊕ x1 and (m, s)⊕ x2.

Note that to prove the binding property of our scheme (Scheme 1) we took
a different proof approach from [19] that is not effected by this attack. In more

6 Note that a random square binary matrix is non-singular with probability 1 asymp-
totically [23].
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details, considering (b, s)⊕x1 and (b, s)⊕x2 as two openings for c = A(b, s)⊕e1⊕
e2 calculated as above, our analysis shows that with an overwhelming probability
the first bit of x1⊕x2 is 0. Therefore (b, s)⊕x1 and (b, s)⊕x2 are two different
opening only with a negligible probability.

4 Equality and Non-equality Problems

In this section, we show how an XOR-homomorphic bit commitment scheme can
be used to prove that two inputs are not equal without revealing any information
beyond the non-equality assurance.

Equality Problem. A prover P has two inputs m1 and m2 and wants to prove
that m1 = m2 without revealing any extra information about its inputs.

Protocol 1. The prover P on inputs m0,m1 and the security parameter 1n

runs Gen(1n) to get pk. Then it chooses two randomness r0, r1 and computes
Compk(m0; r0) = (c0, d0) and Compk(m1; r1) = (c1, d1). Finally, it sends pk,
c0, c1 and d := d0 ⊕ d1 to V. The verifier V accepts if Ver(pk, c0 ⊕ c1, (0, d)) = 1
and it rejects otherwise.

Non-equality Problem. A prover P has two inputs m0 and m1 and wants to
prove that m0 6= m1 without revealing any extra information about its inputs.

If the inputs of P are bits, the non-equality problem can be solved by a slight
modification to the Protocol 1. Namely, the verifier V accepts if Ver(pk, c0 ⊕
c1, (1, d)) = 1 and it rejects otherwise. But when the inputs are bit-strings,
the approach of the Protocol 1 will leak a position in which m0 and m1 have
different bits and this is beyond m0 6= m1 assurance. In the following, we present
a protocol that proves m0 6= m1 without revealing a position in which m0 and
m1 differ.

Protocol 2. Let η is the security parameter and |k| ≤ Pol(η). This is a protocol
between a prover P and a verifier V. Both has pk ← Gen(1η) as input.

1. The prover P on inputs pk, bit-strings m0 = (m1
0, · · · ,mk

0) and m1 =
(m1

1, · · · ,mk
1), computes (ci0, d

i
0) = Compk(mi

0; ri0) and (ci1, d
i
1) = Compk(mi

1; ri1)
for i ∈ [k]. It sends all ci0, ci1 to V.

2. The prover chooses η random permutations πj of [k] and computes (ci,j , di,j) =

Compk(0; ri,j) ⊕ c
πj(i)
0 ⊕ cπj(i)1 for any i ∈ [k] and j ∈ [η]. Finally, it sends

all ci,j to V.
3. The verifier V chooses a random subset S of [η] and sends it to P.

4. For each j ∈ S, the prover P sends an ij and dij ,j for which m
πj(ij)
0 6=

m
πj(ij)
1 . For each j /∈ S, the prover sends the permutation πj and the set

{di,j ⊕ d
πj(i)
0 ⊕ dπj(i)1 }i∈[k].

5. The verifier V accepts if the following verifications pass:
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– for each j ∈ S,Ver′(3, pk, cij ,j , (1, dij ,j)) = 1,

– for each j /∈ S and i ∈ [k],

Ver′(1, pk, ci,j ⊕ c
πj(i)
0 ⊕ cπj(i)1 , (0, di,j ⊕ d

πj(i)
0 ⊕ dπj(i)1 )) = 1.

Otherwise, it rejects.

We show that the Protocol 2 is a post-quantum computational zero-knowedge
proof system with the soundness error O(1/2η). The zero-knwledge property
holds without using the rewinding technique. We start with a simulator S0 that
possesses P’s inputs m0,m1 and runs the protocol exactly the same as P does.
Then, we define k hybrids in which the simulator ignores the k-th component of
m0,m1 and replaces them by two bits b and b⊕1 where b is chosen randomly, and
runs the protocol with these modified inputs. The transcripts of the executions of
two consecutive hybrids will be indistinguishable for any quantum polynomial-
time distinguisher since the commitment scheme is quantum computationally
hiding and accepts XOR-homomorphic operations. Since in the last hybrid the
simulator ignores all the components of m0,m1, V∗ can not learn any information
about m0,m1 in this hybrid.

Theorem 2. The Protocol 2 is a post-quantum computational zero-knowledge
proof system with the soundness error O(1/2η).

Proof. For the completeness property, we show that the verifier accepts with
the probability 1 in the honest execution of the protocol. First we show that
for any j ∈ S there exists an ij such that Ver′(3, pk, cij ,j , (1, dij ,j)) = 1 with
the probability 1. Note that when m0 6= m1, there exists an α ∈ [k] such that
mα

0 6= mα
1 . Now the honest prover can set ij := π−1j (α). The verification pass

because cπ−1
j (α),j = Compk(0; rπ−1

j (α),j) ⊕ cα0 ⊕ cα1 that is the commitment of 1

with the opening string dπ−1
j (α),j . For any j /∈ S and i ∈ [k], it is obvious that

ci,j⊕ c
πj(i)
0 ⊕ cπj(i)1 is the commitment of 0 with the opening string di,j⊕d

πj(i)
0 ⊕

d
πj(i)
1 . So the verification pass with the probability 1.

For the soundness property, we show that if a malicious prover on inputs
m0 = m1 does not guess the set S correctly, at least one of the verifications in
the step 4 outputs reject with an overwhelming probability. Note that for any
j ∈ S, a malicious prover needs to return an ij for which cij ,j opens to 1. If
the prover generates cij ,j honestly, the first verification returns reject since the
commitment scheme is binding with respect to 3 XOR operations and the prover
can open cij ,j to 1 only with a negligible probability. So a malicious prover should

generate cij ,j dishonestly (for instance by XORing Com(1) to c
πj(ij)
0 ⊕ cπj(ij)1 )

in order to open it to 1. And this requires that the malicious prover guesses S
correctly in the step 1 of the protocol and for each j ∈ S it generates at least
one of ci,j dishonestly.

In more details, let assume that S′ is the P’s guess for S that is incorrect
(S′ 6= S). Note that S′ 6= S implies two cases: 1) there exists a value j ∈ [η] such

14



that j ∈ S but j /∈ S′. 2) there exists a value j ∈ [η] such that j /∈ S but j ∈ S′.
When j ∈ S and j /∈ S′, by the binding property of Com, there is no ij for which
cij ,j opens to 1 and the first verification outputs reject with on overwhelming
probability. When j /∈ S and j ∈ S′, there is an ij for which the adversary has
generated cij ,j dishonestly to be bale to open it to 1. But now the adversary can

not open cij ,j ⊕ c
πj(ij)
0 ⊕ cπj(ij)1 to 0 by the binding property of the commitment

scheme. So at least one of the verification outputs reject with an overwhelming
probability is the prover does not guess the challenge set S correctly.

We show that the protocol is post-quantum computationally zero-knowledge.
Let Hybrid 0 be the execution of the Protocol 2 by the honest prover P and a
malicious quantum verifier V∗ and H0 be the transcript of this execution.

In Hybrid 1, we assume that a simulator S0 has pk and the inputs of P, m0

and m1. The simulator S0 runs V∗ with the inputs m0,m1 the same as P. It is
clear that the distributions of H0 and H1 are equal.

In Hybrid 2, we change S0 to a simulator S1 that ignores the first bit of m0

and m1 and sets (c10, d
1
0) := Compk(b; r10) and (c11, d

1
1) := Compk(1 ⊕ b; r11) for a

randomly chosen bit b in the step 1 of the protocol. The rest of the commitments
are computed the same as the step 1 of Hybrid 1. The commitments in the
step 2 are computed similar to Hybrid 1 but using these modified (c10, d

1
0) and

(c11, d
1
1) commitments. The rest of the protocol will be executed considering these

changes. Since the commitment scheme is quantum computationally hiding that
accepts XOR operations, V∗ can distinguish the steps 1 and 2 in Hybrid 1 and
Hybrid 2 only with a negligible probability. The distributions of the transcripts of
steps 3-5 in Hybrid 1 and Hybrid 2 are indistinguishable in both hybrids because
this modification in stpes 1-2 does not effect these steps of the protocol. In more
details, assuming mi

0 6= mi
1, the modified inputs in Hybrid 2 have different bits

in the i-th position as well. So S1 can execute the step 4 similar to S0.
We keep modifying the hybrids to reach Hybrid (k + 1) in which a simulator

Sk ignores the P’s inputs and chooses a random bit string (b1, · · · , bk) and
runs V∗ with the inputs (b1, · · · , bk) and (1 ⊕ b1, · · · , 1 ⊕ bk). Similar to above,
we can show each two consecutive hybrids produce quantum computationally
indistinguishable transcripts.

Since |k| ≤ Pol(η) and each two consecutive hybrids produce quantum com-
putationally indistinguishable transcripts, Hybrid 0 and Hybrid (k + 1) produce
quantum computationally indistinguishable transcripts. This finishes the proof
since Sk does not use m0,m1 at all and therefore V∗ can not learn anything
about m0,m1 beyond their inequality in Hybrid (k + 1).

If a prover wants to show that its input m is not equal to 0 bit-string without
revealing any further information about m, a simplification of the Protocol 2 can
be used.

Protocol 3. Let η is the security parameter and |k| ≤ Pol(η). This is a protocol
between a prover P and a verifier V. Both has pk ← Gen(1η) as input.

1. The prover P on inputs pk, the bit-string m = (m1, · · · ,mk), computes
(ci, di) = Compk(mi; ri) for each i ∈ [k]. It sends all ci to V.
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2. It chooses η random permutations πj of [k] and for any i ∈ [k] and j ∈ [η]
computes (ci,j , di,j) = Compk(0; ri,j)⊕ cπj(i). Finally, it sends all ci,j to V.

3. The verifier V chooses a random subset S of [η] and sends it to P.
4. For each j ∈ S, the prover P sends an ij and dij ,j for which mπj(ij) 6= 0.

For each j /∈ S, the prover sends the permutation πj and the set {di,j ⊕
dπj(i)}i∈[k].

5. The verifier V accepts if the following verifications pass:
– for each j ∈ S,Ver′(2, pk, cij ,j , dij ,j , 1) = 1,

– for each j /∈ S and i ∈ [k],

Ver′(1, pk, ci,j ⊕ cπj(i), di,j ⊕ dπj(i), 0) = 1.

Otherwise, it rejects.

Similar to the proof of the Theorem 2, we can show that the Protocol 3 is
post-quantum computationally zero-knowledge proof system with the soundness
error O(1/2η).

5 Graph 3-coloring Problem

We say a graph G(V,E) is 3-colorable if there exists a map χ : V → {01, 10, 11}
such that for any edge (v1, v2) ∈ E, χ(v1) 6= χ(v2), that is, any two adjacent
vertices are mapped to two different colors. Given a graph G(V,E), determining
if G is 3-colorable or not is an NP-complete problem [11]. This problem has
a computationally zero-knowledge proof system assuming the existence of an
unconditionally binding and computationally hiding commitment scheme [14].
The post-quantum security of this proof system has been shown in [32] un-
der the assumption of the existence of an unconditionally binding and quan-
tum computationally hiding commitment scheme. To prove this proof system is
zero-knowledge against a quantum verifier, Watrous [32] presented a quantum
rewinding technique to construct the simulator.

Protocol 4 (Graph 3-coloring proof system [14]). This is a protocol between a
prover P and a verifier V. Both have pk and G(V,E) as input. Let |V | = n and
|E| = m. In addition, the prover knows a 3-coloring χ for G.

1. The prover chooses a random permutation π over {01, 10, 11} and computes
(ci, di) = Com(pk, π(χ(vi))) for all i ∈ [n].

2. The verifier V chooses a random edge (vk, vj) from E and sends it to P.
3. The prover sends π(χ(vk)), dk and π(χ(vj)), dj to V.
4. V accepts if π(χ(vk)) 6= π(χ(vj)) and Ver(pk, ck, dk, π(χ(vk))) = 1 and

Ver(pk, cj , dj , π(χ(vj))) = 1.

The soundness error of the Protocol 4 is 1/m. So the protocol needs to be
executed O(mγ) times sequentially to obtain a soundness error of 1/2γ . Conse-
quently, in total the prover needs to send O(nmγ) commitments to the verifier.
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We use the Protocol 2 and the Protocol 3 to propose a more efficient proof system
for the graph 3-coloring problem. In the protocol below we use the Protocol 2
and the Protocol 3 with the soundness error 1/2, that is, these protocols with
η = 1.

Protocol 5. This is a protocol between a prover P and a verifier V. Both have
pk ← Gen(1n) and G(V,E) as input. Let |V | = n and |E| = m. In addition, the
prover knows a 3-coloring χ for G. Let χ0(vi) and χ1(vi) denote the first bit and
the second bit of χ(vi), respectively.

1. For all i ∈ [n], the prover computes (ci0, d
i
0) = Compk(χ0(vi); r

i
0) and (ci1, d

i
1) =

Compk(χ1(vi); r
i
0).

2. The verifier V chooses a random edge (vk, vj) from E and sends it to P.
3. The prover uses the Protocol 3 and the Protocol 2 (steps 2-5) with the pa-

rameter η = 1 to prove that χ(vk) 6= 00, χ(vj) 6= 00 and χ(vk) 6= χ(vj).
4. V accepts if all verifications in the Protocol 3 and the Protocol 2 pass.

In the following, we show that the Protocol 5 is computationally zero-knowledge
proof system against a quantum malicious verifier. The proof for the zero-
knowledge property is similar to the Watrous’s proof for the Protocol 4 [32],
so we present a high-level proof for it in this paper.

Theorem 3. The Protocol 5 is a post-quantum computationally zero-knowledge
interactive proof system with the soundness error 1− 1

2m + neg(n)/2m.

Proof. The completeness property follows trivially by the completeness property
of the Protocol 3 and the Protocol 2. For the soundness error, we show that if
a malicious prover commits to an invalid 3-coloring χ′ for G, V outputs reject
with the probability at least 1

2m . Without loss of generality, we can assume that
a map χ′ is an invalid 3-coloring for G if there exists an edge (vk, vj) such that
χ′(vk) = χ′(vj) or at least one of vk or vj maps to 00 by χ′. (In other words,
if a vertex vk with degree 0 maps to 00 by χ′, we can replace 00 with one of
the valid colors and this will not have any effect on the (in)validity of χ′ on
other vertices. So without loss of generality we consider the vertices with degree
0 never receive the color 00.) With the probability 1/m, V challenges this edge
(vk, vj). And by the soundness property of the Protocol 2 and the Protocol 3,
one of the verifications outputs reject with a probability negligibly close to 1/2.
Overall, V rejects with a probability negligibly close to 1/2m.

It has been left to show that the protocol is quantum computationally zero-
knowledge. The idea of the proof is the same as the Watrous’s proof [32]. First
we sketch the classical simulator.

1. The simulator chooses a random edge e := (vk, vj), it sets χ(vk) and χ(vj)
to be two distinct valid colors 01, 10, and for the rest of vertices v it sets
χ(v) = 11. It commits to this χ.

2. The malicious quantum verifier sends a random edge e′.
3. If e = e′, the simulator continues the rest of the protocol, otherwise, it

rewinds the verifier to the step 1.
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Rewinding in the step 3 of this simulator may not work against a malicious
quantum verifier V∗. Here, we use the Watrous’s quantum rewinding lemma
[32] (Lemma 1) to construct a quantum simulator S. Let U1 be the unitary that
shows the action of V∗ (note that if V∗ performs some measurement, we consider
its purification here) after getting the classical commitments in the step 1. Let
assume the response of V∗ for the challenge edge (lets call it e′) is stored in
a register Re under U1. The quantum simulator S chooses a random edge e,
prepares an ancillary register RA, sets it to |0〉 and applies an unitary U2 to the
registers Re and RA that stores the bit [e = e′] in RA.

We show that the Lemma 1 can be used for the unitary Q = U2U1. Note that
the exact value of the parameters n, k does not play any role in the Lemma 1. It
is only needed that the size of Q be polynomial. Let pψ be the probability that
the computational basis measurement on RA returns 0 after a single application
of Q on some initial state |ψ〉 |0〉. It is clear that |pψ − 1/m| ≤ neg(n) because
the commitment scheme is quantum computationally hiding. There will be a
negligible function ε such that |pψ− 1/m| < ε for all |ψ〉. Now if we set q = p0 =
1/m, all the conditions in the Lemma 1 hold. Therefore, there exists a quantum
circuit R of a polynomial size such that its output will be close to |ψgood〉 (any
state with 0 in the RA register).

The quantum simulator S applies R and then it measures the RA register.
By the Lemma 1, with an overwhelming probability this measurement returns
0. This means that with an overwhelming probability the Re register collapses
to e. So with an overwhelming probability e = e′ in the step 3.

It is clear that when e = e′, the distribution of the transcript of this simula-
tion is indistinguishable from the real execution against a quantum polynomial-
time distinguisher D, since the commitment scheme is quantum computationally
hiding and it accepts XOR operations.

So overall, for any ψ the distribution of the transcripts of 〈P(x),V∗(x, |ψ〉)〉
and 〈S(x, |ψ〉),V∗(x, |ψ〉)〉 are quantum computationally indistinguishable.

Efficiency. In the Protocol 5, the steps 2-4 need to be repeated O(γm) times
to obtain a soundness error O(1/2γ). The step 1 of the Protocol 5 consists of 2n
commitments and each execution of the steps 2-4 needs O(1) commitments. So
with the Protocol 5 we can achieve the soundness error 1/2γ with O(n + mγ)
commitments that is a significant improvement compare to the Protocol 4 that
requires O(nmγ) commitments to achieve the soundness error 1/2γ .

6 Other Protocols

We can use our XOR-homomorphic bit commitment scheme (Scheme 1) to con-
struct post-quantum proof systems for other problems. For instance, similar to
[7], we can use the equality protocol (Protocol 1) to construct a quantum compu-
tationally zero-knowledge interactive proof system for the Boolean satisfiability
problem (or SAT) that is proven to be NP-complete [9]. We sketch the protocol
without the proof.
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Given a satisfiable Boolean function f : {0, 1}k → {0, 1}, P wants to prove
that he knows an assignment a1, · · · , ak such that f(a1, · · · , an) = 1. First, we
show how P on inputs a1, a2 proves that NAND(a1, a2) = 1 without revealing
any information about a1, a2. Since NAND gate can reproduce the functions of
all the other logic gates (that is, NAND is an universal gate), P can show that
f(a1, · · · , an) = 1 step by step using this protocol.

A truth table for NAND gate is the evaluation of NAND gate on all inputs.
It is a bitstring of length 12 that consists of four blocks of length 3. The i-th
block is (b1, b2,NAND(b1, b2)) where b1b2 is the bit representation of i − 1. A
permuted truth table is obtained if one permutes these four blocks randomly.

Protocol 6 (Zero-knowledge computation of NAND). This is a protocol between
a prover P and a verifier V. Both have pk as input. The prover has two input
bits a1, a2 such that NAND(a1, a2) = 1.

1. P commits to bits a1, a2,NAND(a1, a2) using the Scheme 1. That is, it com-
putes Compk(ai; ri) = (ci, di) for i = 1, 2 and Compk(NAND(a1, a2); r3) =
(c3, d3). Let c = (c1, c2, c3). P chooses η permuted truth table for NAND.
It uses the Scheme 1 to commit to all these truth tables. It sends all the
commitments to V.

2. V chooses a random subset S of [η] and sends it to P.
3. For any j ∈ S, P opens all the commitments in the corresponding j-th truth

table. For any j /∈ S, P points out a block number in the j-th truth table and
uses the Protocol 1 to show that this block is equal to c.

4. V accepts if all the verifications of openings for any j ∈ S and all the verfi-
cations of the Protocol 1 for any j /∈ S pass.

Another efficiency measure for a zero-knowledge proof system is the round
complexity. For the graph 3-coloring problem, Goldreich and Kahan constructed
a 5-rounds computational zero-knowledge proof system [13], assuming the ex-
istence of a collection of claw-free functions. It has been shown that 5-rounds
complexity for a computational zero-knowledge proof system w.r.t. black-box
simulation is optimal for any NP-complete language if the polynomial hierarchy
does not collapse [20]. Assuming that the polynomial hierarchy does not col-
lapse, any further improvement in the round complexity of the Goldreich-Kahan
construction is not possible. However, one can improve the Goldreich-Kahan con-
struction with respect to the communication complexity between P and V using
our technique. In addition, Goldreich and Kahan [13] stated that the claw-free
functions exist if factoring Blum Integers is hard ([17]), or alternatively if the
Discrete Logarithm Problem is intractable ([5]). Obviously, these assumptions
are not quantum-hard and the post-quantum security of the Goldreich-Kahan
construction is an open question. We leave investigating this for a future work.
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