
Succinct Zero-Knowledge Batch Proofs for Set Accumulators
Matteo Campanelli

Protocol Labs
matteo@protocol.ai

Dario Fiore
IMDEA Software Institute, Spain

dario.fiore@imdea.org

Semin Han
Hanyang University, Korea
seminhan@hanyang.ac.kr

Jihye Kim
Kookmin University, Korea
jihyek@kookmin.ac.kr

Dimitris Kolonelos
IMDEA Software Institute, Spain
Universidad Politecnica de Madrid

dimitris.kolonels@imdea.org

Hyunok Oh
Hanyang University, Korea

hoh@hanyang.ac.kr

ABSTRACT

Cryptographic accumulators are a common solution to proving
information about a large set 𝑆 . They allow one to compute a short
digest of 𝑆 and short certificates of some of its basic properties,
notably membership of an element. Accumulators also allow one to
track set updates: a new accumulator is obtained by inserting/deleting
a given element. In this work we consider the problem of generating
membership and update proofs for batches of elements so that we
can succinctly prove additional properties of the elements (i.e.,
proofs are of constant size regardless of the batch size), and we
can preserve privacy. Solving this problem would allow obtaining
blockchain systems with improved privacy and scalability.

The state-of-the-art approach to achieve this goal is to combine
accumulators (typicallyMerkle trees) with zkSNARKs. This solution
is however expensive for provers and does not scale for large
batches of elements. In particular, there is no scalable solution for
proving batchmembership proofs whenwe require zero-knowledge
(a standard definition of privacy-preserving protocols).

In this workwe propose new techniques to efficiently use zkSNARKs
with RSA accumulators.We design and implement twomain schemes:
1) harisa, which proves batch membership in zero-knowledge; 2)
b-ins-arisa, which proves batch updates. For batch membership,
the prover in harisa is orders of magnitude faster than existing
approaches based on Merkle trees (depending on the hash function).
For batch updateswe get similar cost savings compared to approaches
based on Merkle trees; we also improve over the recent solution of
Ozdemir et al. [USENIX’20].
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1 INTRODUCTION

Blockchains are decentralized and distributed systems in which
a vast network of nodes maintain, distributed and replicated, a
digital ledger. Core to blockchains is the maintenance of the global
state of the system across its nodes. This state is usually large
and is encoded in data structures such as a UTXO set (unspent
transaction outputs, intuitively the unspent coins) in Bitcoin and
Zcash [10, 66], the set of account-balances in Ethereum, or the set
of identities in Decentralized Identity (DID) systems (e.g., Iden3,
Sovrin, Hyperledger Indy) [61, 62, 65]. In these systems executing
a transaction typically involves two steps, one “local” and one
“global”: (i) checking a given property with respect to the current
state (e.g., the transaction is properly signed, some coins are spendable,

some credentials exist), and (ii) modifying the global state (e.g.,
updating balances, adding a credential) and checking its correct
update. The validity checks that are local to the transaction can
for example involve checking a digital signature. Checking against
the global state typically translate into set-membership (𝑥 ∈ 𝑆) or
set-update (𝑆 ′ ?

= 𝑆 \ {𝑥} ∪ {𝑥 ′}).
Blockchain systems grow through time and so do their global

states (at the time of writing the UTXO set in Bitcoin is 4.6 GB).
Verifying this state at scale is a challenging problem: every user,
even one that only “passively” looks at the history of transactions,
must re-execute them and store them to verify future ones.

A common approach to this problem uses authenticated data
structures (ADS) [56], e.g., Merkle trees [46] as their most popular
and deployed incarnation, or RSA accumulators [7, 11, 21, 44]. This
idea [36, 53, 58] splits users into two groups. More “passive” users
(aka verifiers) store only a succinct digest of the large set. A user
proposing a transaction, on the other hand, has more information
on the state (e.g., their account information) that it can use to prove
either the membership of some elements, or the correctness of an
update, with respect to the digest. This approach achieves scalable
verification because ADS proofs are succinct, i.e., they are short
and the time to verify is sublinear in the size of the set, e.g., it is
logarithmic in Merkle trees, or constant in RSA accumulators.

While the efficiency benefits of this approach are clear, there
are two additional challenges emerging in this space. They are the
focus of our work.

1) how to obtain privacy? This is paramountwhenever transactions
data cannot be publicly exposed (e.g., to preserve anonymity or
prevent front-running).

2) how to improve throughput? That is, the number of transactions
we can process per unit of time.

The ADS-based approach above falls short on both issues. First,
it generally requires that the global state is public. Second, it scales
poorly when proving many transactions. Assume we want to batch
prove𝑚 transactions at once, ADS either allow membership/update
proofs for a single element only [46], or they have succinct batch
proofs but the verifier must know and receive the elements [15].
This entails at least an 𝑂 (𝑚) communication and verification time,
affecting on-chain storage and work.

Both these problems can be solved via the use of zkSNARKs [13,
47], cryptographic proof systems that enable a prover to convince
a verifier about the veracity of statements of the form “given a
function 𝐹 and a public input 𝑥 , there is a secret 𝑤 such that
𝐹 (𝑥,𝑤) is true”. In particular, zkSNARK proofs are zero-knowledge
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and succinct. The former means that proofs do not reveal any
information about the secret 𝑤 and give solutions to the privacy
challenge. For instance, in Zcash one proves the existence of a coin
that is valid and part of the UTXO set, without revealing which
is the coin so as to guarantee anonymity of a spend transaction.
The other property, succinctness, means that proofs are short and
efficient to verify, faster than the time it takes to execute 𝐹 . This
gives a solution to the throughput question above. The idea (known
as zk-Rollup [8]) is that an aggregator can: collect a batch of 𝑚
transactions; prove that they are valid; compute the updated global
set and the corresponding digest; and finally broadcast the new
digest with a succinct proof that its update is correct.

Even though zkSNARKs make verifiers’ lives easier, the same
cannot be said for provers. In these applications, the function to be
proven includes the verification algorithm of an ADS which makes
zkSNARK proving extremely expensive in terms of both computing
time and RAM. To date the most deployed option is based onMerkle
trees [46]. Proving their verification for a set of size 𝑛 and a batch of
𝑚 elements requires encoding about ≈𝑚 log𝑛 hash computations
in the zkSNARK constraint system. Even by using hash functions
that are optimized for zkSNARKs [1, 40], the proving time degrades
very quickly (see section 6). In part, a reason of this cost is that
Merkle trees do not allow batch openings.

RSA accumulators are a promising alternative as they enjoy
constant-size batch proofs for membership and updates [15]. Yet,
they have two potential limitations.

The first one is that generating a (batch) inclusion proof requires
𝑂 (𝑛) RSA group operations, which is concretely more expensive
than the analogous cost forMerkle trees, that is𝑂 (𝑛) hash computations.
This issue, however, is heavily mitigated in several applications
and does not represent a showstopper. For instance, in stateless
blockchains [30, 59] a user can be provided the inclusion proof for
her elements of the set (e.g., her account, identities) and does not
need to recompute it from scratch, only to keep it updated, a task
which in RSA accumulators can be performed at a constant-time
cost per update.

The second limitation (and the focus of our work) has to do with
applying SNARKs on them for succinct batch opening. The naive
approach that encodes their verification as a constraint system for
zkSNARKs is concretely prohibitive (verification consists of 𝑂 (𝑚)
RSA group operations becoming ≈ 1.8 ·𝑚 millions constraints).

Two recent papers [12, 49] consider this problem of efficiently
combining RSA accumulators with zkSNARKs avoiding expensive
encodings. Benarroch et al. [12] propose SNARKs for set-membership
(proving that a committed element is in a large set, of which the
verifier knows an RSA accumulator) but only support membership
of a single element. Ozdemir et al. [49] propose a verifiable computation
for batch updates of sets succinctly represented by RSA accumulators.
Since in RSA accumulators, membership and updates are expressed
through the same algebraic property, their techniques can be extended
to support zero-knowledgemembership. But this still entails a large
fixed cost of 5 millions constraints to encode RSA group operations,
in addition to ≈ 2 ·𝑚 thousands constraints, for a batch of size𝑚.
Also, for the problem of proving batch updates they improve over
Merkle trees only beyond a fairly large threshold: 220-elements sets
and batches of ≈ 1, 300 values.

1.1 Our work

We advance this research line by proposing new techniques to
efficiently use zkSNARKs with RSA accumulators. We propose new,
more scalable protocols for succinct zero-knowledge proofs of batch
membership and updates. In what follows we give more details on
our contributions.

Succinct proofs of batchmembership.Our first result is a commit-
and-prove [27] zkSNARK for batch membership, that is: given
an RSA accumulator acc to a set 𝑆 = {𝑥1, . . . , 𝑥𝑛} and a succinct
Pedersen commitment 𝑐𝑢 to a vector of values (𝑢1, . . . , 𝑢𝑚), it holds
𝑢𝑖 ∈ 𝑆 for every 𝑖 = 1, . . . ,𝑚. Thanks to the commit-and-prove
feature, our scheme can be efficiently and modularly composed
with other commit-and-prove1 zkSNARKs [25] in order to prove
further properties of the committed elements, e.g., ∀𝑖 : 𝑢𝑖 ∈ 𝑆 ∧
𝑃 (𝑢1, . . . , 𝑢𝑚) = true (𝑃 could be for example a numerical range
check; see also our DID application in section 6.2.2). We dub our
construction harisa2.

Our technical contributions include: a new randomizationmethod
for RSA accumulator witnesses (needed to obtain zero-knowledge)
and a new way to prove the accumulator verification in zero-
knowledge in a SNARK without encoding RSA group operations in
the constraint system. The latter is based on a novel combination
of (non-succinct) sigma protocols, succinct proof of knowledge of
exponent [15], and zkSNARKs for integer arithmetic.

Succinct proofs of batch insertion. Our second result concerns
succinct proofs for batch insertion, that is: given two RSA accumulators
acc, acc′ to sets 𝑆 and 𝑆 ′ respectively and a succinct Pedersen
commitment 𝑐𝑢 to (𝑢1, . . . , 𝑢𝑚), it holds that 𝑆 ′ = 𝑆∪{𝑢1, . . . , 𝑢𝑚}.3
We build our scheme for set insertions—dubbed b-ins-arisa4—by
“scaling down” our techniques for set-membership, removing zero-
knowledge and simplifying, finally obtaining a solution that is
simpler and faster than our batch-membership scheme. Furthermore,
following [49], we show how to use this scheme to obtain one for
proving MultiSwaps, which in a nutshell means checking if 𝑆 ′ is
obtained by applying a sequence of “swaps” {(𝑥1, 𝑥 ′1), . . . , (𝑥𝑚, 𝑥 ′𝑚)}
(i.e., add 𝑥 ′

𝑖
, remove 𝑥𝑖 ) to 𝑆—essentially what we informally referred

as set update. As shown in [49], provingMultiSwaps for accumulated
sets has applications to verifiable outsourcing of state updates,
applicable to Rollups [8] and efficient persistent RAM [17].

Implementation and evaluation. We implement our protocols5
and evaluate them experimentally comparing with the state of
the art. For zero-knowledge batch membership, we compare our
solution with Merkle trees on two benchmarks: one that considers
generic membership operations, and one that implements a DID
application. For batch updates, we compare ourMultiSwap solution
with that of Ozdemir et al. [49] and with Merkle trees. We do the
latter comparison via a cost model analysis based on number of
SNARK constraints. We also validate the case of set membership on
a realistic application scenario (Decentralized Identity in section 6.2.2).
1Roughly, the verification algorithm of the zkSNARK takes as input short commitments
to a long (potentially private) input. This property is useful as the elements for which
we prove set membership need to stay private, but still “referred to”, e.g. for proving
additional properties on them.
2harisa stands for “elements-Hiding Argument for RSA accumulators”.
3More precisely, our schemes work with multisets.
4For Batch INSertion. It is pronounced as in the word beans.
5Part of implementation available at https://github.com/matteocam/libsnark-lego
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For batch membership, our experiments show that harisa saves
at least an order of magnitude in proving time (depending on which
hash function we use for Merkle trees in the comparison). As an
example, proving batch-membership of 16 elements with SHA256
(resp. Poseidon) Merkle trees of depth 16 requires about 30 (resp.
1.5) minutes, while it requires less than 3 seconds with harisa. Our
solution also enjoys >5× smaller public parameters than solutions
based onMerkle trees, which also translates into less RAMconsumption
for the prover. A downside of harisa are slower verification and
larger proofs; yet they remain competitive: verification takes ≈
60ms (vs. 30ms for Merkle trees) and proofs are close to one kilobyte
for any batch/set size.

ForMultiSwaps, b-ins-arisa obtains similar improvements over
Merkle-tree based solutions, i.e., more scalable prover and slightly
worse verification and proof size. Also, b-ins-arisa surpassesMerkle-
based swaps earlier than [49] (140 operations for 220-large sets).

2 TECHNICAL OVERVIEW

Wenowpresent a high-level overview of ourmain technical contributions.
Our core protocol is a succinct zero-knowledge proof of set

membership for a batch of elements. Given a (public) set 𝑆 =

{𝑥1, . . . , 𝑥𝑛} and a commitment to 𝑢1, . . . , 𝑢𝑚 , we aim at proving
that 𝑢1, . . . , 𝑢𝑚 ∈ 𝑆 . We require for privacy that the 𝑢𝑖 ’s remain
hidden (and thus we provide them only as a commitment in the
public input). We also require for efficiency that proof size and
verification time should not depend either on the batch size𝑚 or
the set size 𝑛.

We start from applying RSA accumulators [7] to compress the
set into a succinct digest. Given random group element 𝑔 in a group
of unknown order (e.g. an RSA or class group [18]), one can produce
a compressed representation of the set6 as acc = 𝑔𝑥1 ·𝑥2 · · ·𝑥𝑛 . RSA
accumulators enjoy succinct batch-membership proofs: to prove
that 𝑢1, . . . , 𝑢𝑚 ∈ 𝑆 it suffices to provide a single group element (a
witness)𝑊 = 𝑔

∏
𝑖∈[𝑛] 𝑥𝑖/

∏
𝑖∈[𝑚] 𝑢 𝑗 , which the verifier can check as

𝑊𝑢1 · · ·𝑢𝑚 = acc.
Though succinct, the batch-membership proofs of RSA accumulators

do not hide the 𝑢𝑖 elements, as the verifier should know them in
order to perform the exponentiation. To address this problem, we
could use a non-interactive zero-knowledge proof of exponentiation,
which can be obtained using a Σ-protocol [33] (a three-message
zero-knowledge scheme) made non-interactive through the Fiat-
Shamir transform [37]. In it the prover computes: 𝑅 ← 𝑊 𝑟 for
a sufficiently large random 𝑟 ; a random oracle challenge ℎ ←
𝐻 (acc| |𝑔| |𝑊 | |𝑅), an integer 𝑘 ← 𝑟 + ℎ · ∏𝑖∈[𝑚] 𝑢𝑖 . The verifier
accepts this zk-proof (𝑅,ℎ, 𝑘) if ℎ = 𝐻 (acc| |𝑔| |𝑊 | |𝑅) and 𝑅 · accℎ =

𝑊 𝑘 .
This protocol however does not yet achieve our goal, which is to

generate a zero-knowledge batch-membership proof for committed
𝑢𝑖 ’s. Towards this goal, we need to solve the following technical
challenges. (A) The verifier needs to know the witness𝑊 , which
can itself leak information about the elements it proves membership
of. For example for𝑚 = 1 one can efficiently find the element 𝑢1 by
brute-force testing all elements of the set 𝑆 ,𝑊 𝑥𝑖 ?

= acc (recall that
the set is public). The 𝑥𝑖∗ for which the test passes will be 𝑢1. (B)
6The elements of the set should be primes (or hashed to ones) for the RSA accumulator
to securely apply.

The proof (𝑅,ℎ, 𝑘) above simply shows existence of an exponent 𝑢
such that𝑊𝑢 = acc, in particular it does not link this statement to
committed (𝑢1, . . . , 𝑢𝑚) such that𝑢 = 𝑢1 · · ·𝑢𝑚 . (C) The proof is not
succinct since the integer 𝑘 is𝑂 (𝑚)-bits long. (D) Most notably, the
Σ-protocol described above is not even sound, unless the challenge
is binary, ℎ ∈ {0, 1} [6, 57].

Our key contribution is an efficient technique to efficiently prove
the verification of this Σ-protocol using a SNARK. Notably, we do
not need encode any RSA group operations in the SNARK constraint
system7. To obtain this result we combine three main ideas:
(1) We introduce a novel randomizationmethod for an RSA accumulator

witness,𝑊 ↦→ �̂� , so that�̂� provably doesn’t leak any information
about the 𝑢𝑖 ’s.

Our hiding-witness transformation works as follows: let
𝑝1, . . . , 𝑝2_ be the first 2_ prime numbers.We always (artificially)
add these primes to the accumulator, i.e., the accumulator of
a set 𝑆 is an RSA accumulator ˆacc of 𝑆 ← 𝑆 ∪ {𝑝1, . . . , 𝑝2_}:
ˆacc ← acc𝑝1 ...𝑝2_ (we assume that 𝑆 does not contain any of
the 𝑝𝑖 ’s). Then, to produce the hiding witness �̂� we raise to
the exponent each prime 𝑝𝑖 with probability 1/2. A bit more
formally, we sample 𝑏𝑖 ←$ {0, 1} and set �̂� ←𝑊

∏
𝑖∈[2_] 𝑝

1−𝑏𝑖
𝑖 ,

𝑏𝑖 ’s should remain hidden. We formally prove that under a
cryptographic assumption (DDH-II, a variant of DDH [26]) �̂�
is computationally indistinguishable from random and thus �̂� ,
alone, hides 𝑢𝑖 ’s (see section 4.1). Notice that �̂� can be verified
through the equality �̂�

∏
𝑖∈[𝑚] 𝑢𝑖 ·

∏
𝑖∈[2_] 𝑝

𝑏𝑖
𝑖 = ˆacc. Therefore

we can use the NIZK for exponentiation described above, but
for base �̂� and exponent 𝑒 :=

∏
𝑖∈[𝑚] 𝑢𝑖 ·

∏
𝑖∈[2_] 𝑝

𝑏𝑖
𝑖
.

This technique solves the challenge (A) as it turns an RSA
accumulator verification into a ZK verification. Yet challenges
(B) and (C) remain: 𝑘 is not short and the protocol only proves
the existence of 𝑒 such that �̂� 𝑒 = ˆacc—which says nothing
about membership of legitimate elements from 𝑆 . For example
𝑒 can contain only elements of {𝑝1, . . . , 𝑝2_} and no element
from 𝑆 .

(2) To solve (B) we “link” the Σ-protocol to 𝑐 ®𝑢 , a commitment to all
𝑢𝑖 ’s, by using a zkSNARK that proves the correct computation
of 𝑘 from the committed legitimate 𝑢𝑖 ’s. Namely it proves that,
for 𝑐 ®𝑢 , a commitment to ®𝑢, and 𝑐𝑟,𝑠 , a commitment to integers
𝑠 =

∏
𝑖∈[2_] 𝑝

𝑏𝑖
𝑖

and 𝑟 , the equality 𝑘 = 𝑟 +ℎ ·𝑠 ·∏𝑖∈[𝑚] 𝑢𝑖 holds
over the integers and 𝑢𝑖 > 𝑝2_ for each 𝑖 ∈ [𝑚]. Recall that 𝑝2_
is the largest of all 𝑝𝑖 ’s, so 𝑢𝑖 > 𝑝2_ translates to 𝑢𝑖 ≠ 𝑝 𝑗 for all
𝑗 ∈ [2_]. This means that the exponent of 𝑒 contains elements
𝑢𝑖 ’s committed a-priori and that they are legitimate (not one of
the artificially added 𝑝𝑖 ’s).

(3) Although the above careful interplay between RSAAccumulators,
Σ-protocols, zkSNARKs and our hiding technique for RSA accumulators
witnesses gives a secure zero-knowledge proof of setmembership,
it is not yet succinct, as the verifier needs to receive the 𝑂 (𝑚)-
long integer 𝑘 . To solve this technical challenge, we apply a
succinct proof of knowledge of exponent PoKE [15]. Instead
of sending 𝑘 , the prover sends 𝐵 = �̂� 𝑘 accompanied with a
succinct proof that there is an integer 𝑘 such that 𝐵 = �̂� 𝑘 .

7A “constraint system” is an encoding of the property proved by the SNARK. Its size,
the number of constraints, is a key efficiency metric when evaluating proof schemes.
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Adding the PoKE proof however breaks the link between the Σ-
protocol and the zkSNARK as the latter is supposed to generate
a proof for a public 𝑘 . To solve this last challenge, we “open the
box” of PoKE verification and observe that the verifier receives
the short integer 𝑘 = 𝑘 mod ℓ , where ℓ is a random prime
challenge of 2_ bits. Therefore, the last idea of our protocol is
to let the zkSNARK prove the same statement as above but for
𝑘 , namely that 𝑘 = 𝑟 + ℎ · 𝑠 ·∏𝑖∈[𝑚] 𝑢𝑖 mod ℓ .

A special mention needs to be made to (D), the soundness of
the Σ-protocol. Standard impossibility results [6, 57] show that the
Σ-protocols over groups of unknown order (as the groups of RSA
accumulators) can have at most 1/2 soundness-error, meaning that
they need many repetitions (e.g. _ = 128) to leverage them to fully
sound (with negligible soundness-error). This usually makes the
protocols prohibitively expensive.

The general intuition of the impossibility is that (using usual
rewinding techniques) the extractor gets (𝑅,ℎ, 𝑘) and (𝑅,ℎ′, 𝑘 ′)
such that accℎ−ℎ

′
= 𝑊 𝑘−𝑘′ . However, we cannot imply to 𝑎𝑐𝑐 =

𝑊 (𝑘−𝑘
′)/(ℎ−ℎ′) because (ℎ−ℎ′)−1-in the exponent cannot be efficiently

computed in groups of unknown order. So we are bound to set
ℎ ∈ {0, 1} (so that ℎ − ℎ′ = 1). In our solution, the zkSNARK
proof described in (2) makes the extraction of the Sigma-protocol
possible. This is possible because this proof guarantees that, in the
two executions, 𝑘 = 𝑟 + 𝑠𝑢ℎ and 𝑘 ′ = 𝑟 + 𝑠𝑢ℎ′, for committed 𝑟, 𝑠,𝑢.
This way, we get that accℎ−ℎ

′
= 𝑊 𝑠𝑢 (ℎ−ℎ′) , from which we can

conclude the desired result acc =𝑊 𝑠𝑢 .
Our technique of using a zkSNARK for the correct computation

of the last message of a Σ-protocol over groups of unknown order, is
generic for any such protocol and gives a way to efficiently bypass
the impossibility results [6, 57] without inexpensive repetitions. We
expect this to be of independent interest.

3 BACKGROUND

We give informal definitions for the main cryptographic primitives
used in our constructions.

3.1 Commitments

Commitment schemes allow one to commit to a value, or a collection
of values (e.g., a vector), in a way that is binding—a commitment
cannot be opened to two different values—and hiding—a commitment
leaks nothing about the value it opens to. In our work we also
consider commitment schemes that are succinct, meaning informally
that the commitment size is fixed and shorter than the committed
value. Here is a brief description of the syntax we use in our work:
Setup(1_) → ck returns a commitment key ck; Comm(ck, 𝑥 ;𝑜) →
𝑐 produces a commitment 𝑐 on input a value 𝑥 and randomness 𝑜
(which is also the opening).

3.2 (Commit-and-Prove) SNARKs

Definition 3.1 (SNARK). A SNARK for a relation family ℛ =

{ℛ_}_∈N is a tuple of algorithms Π = (Setup, Prove,Verify) with
the following syntax:

• Π.Setup(1_, 𝑅) → crs outputs a relation-specific common
reference string crs.

• Π.Prove(crs,x,w) → 𝜋 on input crs, a statement x and a
witnessw such that 𝑅(x,w), it returns a proof 𝜋 .
• Π.Verify(crs,x, 𝜋) → 𝑏 ∈ {0, 1} on input crs, a statement
x and a proof 𝜋 , it accepts or rejects the proof.

We require a SNARK to be complete, knowledge-sound and
succinct. Completeness means that for any _ ∈ N, 𝑅 ∈ ℛ_ and
(x,w) ∈ 𝑅 it holds with overwhelming probability that Verify(crs,
x, 𝜋) = 1 where crs ← Setup(1_, 𝑅) and proof 𝜋 ← Prove(crs, 𝑅,
x,w). Knowledge soundness informally states we can efficiently
“extract” a validwitness from a proof that passes verification. Succinctness
means that proofs are of size poly(_) (or sometimes poly(_, log |w|))
and can be verified in time poly(_)poly( |x| + log |w|). A SNARK
may also satisfy zero-knowledge, that is the proof leaks nothing
about the witness (this is modeled through a simulator that can
output a valid proof for an input in the language without knowing
the witness). In this case we call it a zkSNARK. Whenever the
relation family is obviously defined, we talk about a “SNARK for a
relation 𝑅”.

3.2.1 Commit-and-Prove SNARKs (CP-SNARKs). Weuse the framework
for black-box modular composition of commit-and-prove SNARKs
(or CP-SNARKs) in [25] and [12]. Informally a CP-SNARK is a
SNARK that can efficiently prove properties of inputs committed
through some commitment scheme C. In more detail, a CP-SNARK
for a relation𝑅inner (x;𝑢,𝜔) is a SNARK that for a given commitment
𝑐 can prove knowledge ofw := (𝑢,𝜔, 𝑜) such that 𝑐 = Comm(𝑢;𝑜)
and 𝑅inner (x;𝑢,𝜔) holds. We can think of 𝜔 as a non-committed
part of the witness. In a CP-SNARK, besides the proof, the verifier’s
inputs are x and 𝑐 .

Remark 1 (Syntactic Sugar for SNARKs/CP-SNARKs). For convenience
we will use the following notational shortcuts. We make explicit what
the private input of the prover is by adding semicolon in a relation and
in a prover’s algorithm (e.g., 𝑅(x;w)). We explicitly mark relations
as “commit-and-prove” by a tilde. We leave the assumed commitment
scheme implicit when it’s obvious from the context. Occasionally,
we will also explicitly mark the commitment inputs by squared box
around them (e.g. 𝑐𝑢 ) and we will assume implicitly that the relation
includes checking the opening of these commitments (and we will not
make explicit the openings). We assume that in the commitment
𝑐𝑢 the subscript 𝑢 defines the variable 𝑢 the commitment opens
to. Analogously the opening for 𝑐𝑢 is automatically defined as 𝑜𝑢 .
Example: �̃�ck ( 𝑐𝑢 , ℎ; 𝑟 ) = 1 ⇔ ℎ = SHA256(𝑢 | |𝑟 ) is a shortcut for
�̃�ck (𝑐𝑢 , ℎ; 𝑟,𝑢, 𝑜𝑢 ) = 1 ⇔ ℎ = SHA256(𝑢 | |𝑟 )∧𝑐𝑢 = Comm(ck, 𝑢;𝑜𝑢 ).

3.2.2 Modular SNARKs throughCP-SNARKs. Weuse the following
folklore composition of (zero-knowledge) CP-SNARKs (cf. [25, Theorem
3.1]). Fixed a commitment scheme and given two CP-SNARKs
cpΠ1, cpΠ2 respectively for two “inner” relations �̃�1 and �̃�2, we
can build a (CP) SNARK for their conjunction (for a shared witness
𝑢) �̃�∗ ( 𝑐𝑢 ,x1,x2;𝜔1, 𝜔2) = 𝑅1 ( 𝑐𝑢 ,x1;𝜔1) ∧𝑅2 ( 𝑐𝑢 ,x2;𝜔2) like
this: the prover commits to𝑢 as 𝑐𝑢 ← Comm(𝑢, 𝑜); generates proofs
𝜋1 and 𝜋2 from the respective schemes; outputs combined proof
𝜋∗ := (𝑐𝑢 , 𝜋1, 𝜋2). The verifier checks each proof over respective
inputs (x1, 𝑐𝑢 ) and (x2, 𝑐𝑢 ), with shared commitment 𝑐𝑢 .
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3.3 Accumulators to Multisets

A multiset is an unordered collection of values in which the same
value may appear more than once. We denote by 𝑆1 ⊎ 𝑆2 the union
of multisets 𝑆1 and 𝑆2, i.e., the multiset 𝑆3 where the multiplicity
of any 𝑥 ∈ 𝑆3 is the sum of its multiplicity in 𝑆1 and 𝑆2. For two
multisets 𝑆2 ⊂ 𝑆1, 𝑆1 ⊟ 𝑆2 denotes the multiset difference of 𝑆1 and
𝑆2, i.e., the multiset 𝑆3 where the multiplicity of any 𝑥 ∈ 𝑆3 is the
multiplicity of 𝑥 in 𝑆1 minus the multiplicity of 𝑥 in 𝑆2.

Cryptographic accumulators [11] are succinct commitments to
sets that also allow one to generate succinct proofs of membership
(and sometimes also non-membership). In ourworkwe use accumulators
that enjoy three additional properties. First, they support multisets.
Second, they are dynamic, meaning that from an accumulator to
𝑆1 one can publicly compute an accumulator to 𝑆1 ⊎ 𝑆2 without
knowing 𝑆1. Third, one can create succinct membership proofs
for batches of elements, i.e., to prove that 𝑋 ⊂ 𝑆 . In more detail,
such an accumulator is a tuple of algorithms Acc = (Setup,Accum,

PrvMem,VfyMem, Ins) such that:
• Setup(1_) → pp generates public parameters;
• Accum(pp, 𝑆) → acc outputs accumulator acc for a multiset 𝑆 ;
• PrvMem(pp, 𝑆, 𝑋 ) →𝑊𝑋 outputs a membership proof (𝑋 ⊂ 𝑆);
• VfyMem(pp, acc, 𝑋,𝑊𝑋 ) → 0/1 accepts or rejects amembership

proof𝑊𝑋 ;
• Ins(pp, acc, 𝑆 ′) → acc′ computes accumulator to 𝑆 ⊎ 𝑆 ′.
Amultiset accumulator is secure if any PPT adversary has negligible
probability of creating a valid membership proof for a multiset
𝑋 ⊄ 𝑆 , namely to output a tuple (𝑆, 𝑋,𝑊 ) such that there is an
𝑥 ∈ 𝑋 such that 𝑥 ∉ 𝑆 and VfyMem(pp,Accum(pp, 𝑆), 𝑋,𝑊𝑋 ) = 1.

We note that the popular RSA accumulator [7, 15, 21, 44] enjoys
all the properties mentioned above.

3.4 Relations for batch set-membership and

set-insertion

Our focus in this work is on building efficient CP-SNARKs for the
following two relations parametrized by an accumulator scheme
Acc and parameters ppAcc:

�̃�mem
ck ( 𝑐𝑈 , acc;𝑊 )=1⇔ Acc.VfyMem(pp, acc,𝑈 ,𝑊 )=1

�̃�insck ( 𝑐𝑈 , acc, acc′) = 1 ⇔ Acc.Ins(ppAcc, acc,𝑈 ) = acc′

In a nutshell, a CP-SNARK for �̃�mem
ck can prove that 𝑐𝑈 is a commitment

to a vector of values such that each of them is in the multiset
accumulated in acc. A CP-SNARK for �̃�insck can instead prove that
acc′ is a correct update of the accumulator acc obtained by inserting
the elements committed in 𝑐𝑈 . For the relation �̃�insck we are not
interested in obtaining proofs that are zero-knowledge (i.e., so as
to hide 𝑈 ), as the Ins algorithm is deterministic and thus simply
having public accumulators acc, acc′ may leak information on the
added elements.

The specific notion of knowledge soundness we assume for
CP-SNARKs for these relations is the one where the malicious
prover is allowed to select an arbitrary set 𝑆 to be accumulated
but the accumulator acc is computed honestly from 𝑆 . Given an
accumulator scheme Acc, we informally talk about this specific
notion as “security under the Trusted Accumulator-Model for Acc”.
We do not provide formal details since this model corresponds to

the notion of partial-extractable soundness in Section 5.2 in [12]8;
we refer the reader to this work for further details.

This trusted accumulator model fits several applications where
the accumulator is maintained by the network.

On the other hand, we stress that in the 𝑅ins relation, the trusted
accumulator assumption is assumed only for acc but not for acc′.
The interesting implication of this is that one can view a CP-SNARK
for 𝑅ins as a means to move from a trusted accumulator acc to a
trustworthy one acc′. Thinking of acc0 as the accumulator to the
empty set that everyone knows and can efficiently compute, 𝑅ins
allows certifying the generation of an accumulator to any multiset.

The next sections show some interesting byproducts of having
modular commit-and-prove SNARKs for relations �̃�mem

ck and �̃�insck .

3.4.1 Composing (commit-and-prove) set-membership relations.
The advantage of having CP-SNARKs for the set-membership relation
(rather than just SNARKs) is that one can use the composition of
section 3.2.2 to obtain efficient zkSNARKs for proving properties of
elements in an accumulated set, e.g., to show that ∃𝑈 = {𝑢1, . . . , 𝑢𝑛}
such that a property 𝑃 holds for𝑈 (say, every 𝑢𝑖 is properly signed)
and𝑈 ⊂ 𝑆 , where 𝑆 is accumulated in some acc. In particular, such a
zkSNARK can be obtained via the simple and efficient composition
of a CP-SNARK for �̃�mem

ck (like the ones we construct in our work)
and any other CP-SNARK for 𝑃 .

3.4.2 From set-insertion toMultiSwap. Ozdemir et al. [49] introduce
an operation over (RSA) accumulators called MultiSwap. Consider
two multisets 𝑆 and 𝑆 ′ and a sequence of pairs (𝑥1, 𝑦1), . . . , (𝑥𝑛, 𝑦𝑛),
where each pair represents in order a “swap”, namely removal of
𝑥𝑖 and insertion of 𝑦𝑖 . Verifying a MultiSwap means checking that
𝑆 ′ = 𝑆𝑛 where 𝑆0 = 𝑆 and 𝑆𝑖 = 𝑆𝑖−1 ⊟ 𝑥𝑖 ⊎ 𝑦𝑖 . [49] shows that this
check can be reduced to

∃𝑆𝑚𝑖𝑑 : 𝑆𝑚𝑖𝑑 = 𝑆 ⊎ {𝑦𝑖 }𝑖 ∧ 𝑆𝑚𝑖𝑑 = 𝑆 ′ ⊎ {𝑥𝑖 }𝑖
So, when using accumulators,MultiSwap can be represented via
the following relation:

𝑅mswap (acc, acc′;𝑋,𝑌 ) = 1 ⇔

∃accmid : 𝑅ins (acc, accmid;𝑌 ) ∧ 𝑅ins (acc′, accmid;𝑋 )
Thus, a CP-SNARK for𝑅mswap can be obtained via the (self)composition
of a CP-SNARK for 𝑅ins.

3.4.3 ChainingMultiSwap. Consider a scenariowhere an accumulator
evolves in time, namely at time 𝑖 a user returns a new accumulator
acc𝑖 alongwith a proof𝜋𝑖 that (acc𝑖−1, acc𝑖 ) ∈ 𝑅mswap (and possibly
additional proof that the elements added/removed satisfy a certain
property, e.g., in Rollup they are valid transactions). It is easy to
see that the concatenation (𝜋1, acc1, . . . , acc𝑛−1, 𝜋𝑛) constitutes a
proof for (acc0, acc𝑛) ∈ 𝑅mswap.

3.5 Building blocks

3.5.1 Pedersen Commitments of Integer values. The CP-SNARKs
we construct are defined for commitments generated using the
classical extension of Pedersen commitments to vectors. In particular,
we sometimes use a variant of this scheme for committing to
integers (instead of field elements); we describe it in fig. 1b. We
8We notice that their model uses a slightly different language and formalizes
accumulators as (binding-only) commitments for commit-and-prove NIZKs.
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assume a prime 𝑝 and an algorithm 𝒢𝑝 that generates appropriate
parameters for groups of order 𝑝 . Since we commit to an integer
𝑥 whose size is potentially larger than 𝑝 we split the integer into
several “chunks”, of size ChkSz ≤ 𝑝 specified in the parameters, and
thenwe apply the standard vector-Pedersen on this split representation.
We let the setup algorithm take as input a bound B denoting the
max integer that we can commit to. The construction is perfectly
hiding, and computationally binding under the discrete logarithm
assumption.

3.5.2 RSA Accumulators. Another crucial component of our CP-
SNARKs are RSA accumulators to multisets [7, 15], that we recall in
fig. 1a. In particular, we assume their instantiation over any group
of unknown order (including, e.g., classical RSA groups or class
groups [18]) whose parameters are generated by an algorithm 𝒢?
and over which the Strong RSA [7] and the Adaptive Root [68]
assumptions hold. We recall that for these Accumulators the set
elements should be primes (or hashed-to-primes if not).

4 HARISA: ZERO-KNOWLEDGE CP-SNARK

FOR BATCH SET-MEMBERSHIP

In this section we show the construction of a CP-SNARK for the
relation �̃�mem

ck defined in 𝑠𝑒𝑐𝑡𝑖𝑜𝑛 3.4.1, where: the accumulator is the
classical RSA accumulator from Figure 1a where the accumulated
elements are prime numbers larger than the 2_-th prime (1619 for
_ = 128), and the commitment scheme for the commit-and-prove
functionality is the Pedersen scheme of Fig. 1b. In appendix C.1 we
discuss how this construction can be easily extended to accumulate
arbitrary elements via an efficient hash-to-prime function.

4.1 RSA Accumulators with hiding witnesses

We describe a method to turn a witness𝑊 of an RSA accumulator
into another witness that computationally hides all the elements
𝑢𝑖 it provesmembership of. As discussed in Section 2 this constitutes
the first building block towards achieving a zero-knowledgemembership
proof for committed elements.

Let P𝑛 = {2, 3, 5, 7, . . . , 𝑝𝑛} be the set of the first𝑛 prime numbers.
Our method relies on two main ideas.

First, prover and verifier modify the accumulator acc so as to

contain the first 2_ primes by computing ˆacc ← acc

(∏
𝑝𝑖 ∈P2_ 𝑝𝑖

)
.

Note, ˆacc = 𝑔

(∏
𝑥𝑖 ∈𝑆 𝑥𝑖

)
·
(∏

𝑝𝑖 ∈P2_ 𝑝𝑖

)
? = Accum(pp, 𝑆 ∪ P2_).

Second, we build a randomized witness for 𝑋 ⊂ 𝑆 as the witness
for (𝑋 ∪ 𝑃) ⊂ (𝑆 ∪ P2_) where 𝑃 is a randomly chosen subset of
P2_ . In more detail, given𝑊 , the prover computes �̂� as follows:

• choose at random 2_ bits 𝑏1, . . . , 𝑏2_ ←$ {0, 1} and let 𝑠 :=∏
𝑝𝑖 ∈P2_ 𝑝

𝑏𝑖
𝑖

and 𝑠 :=
∏

𝑝𝑖 ∈P2_ 𝑝
1−𝑏𝑖
𝑖

.

• �̂� ←𝑊 𝑠 = 𝑔

(∏
𝑥𝑖 ∈𝑆\𝑋 𝑥𝑖

)
·
(∏

𝑝𝑖 ∈P2_ 𝑝
1−𝑏𝑖
𝑖

)
? .

Essentially, we have 𝑠 as the product of the randomly chosen primes,
𝑠 as the product of the primes not chosen, and we denote with
𝑝∗ :=

∏
𝑝𝑖 ∈P2_ 𝑝𝑖 the product of all the first 2_ primes. Finally, by

𝒟2_ we denote the distribution of 𝑠 , according to the sampling
method described above. Note that 𝑠𝑠 = 𝑝∗. Also, the new witness
�̂� could be verified by checking �̂� 𝑠

∏
𝑥𝑖 ∈𝑋 𝑥𝑖 = ˆacc.

Our first technical contribution is proving that this randomization
is sufficient. More precisely, we use a computational assumption
over groups of unknown order, called DDH-II, and we show that
under DDH-II�̂� is computationally indistinguishable from a random
𝑅←$G?. We stress that this hiding property holds only for the value
�̂� alone, i.e., when the random subset of P2_ is not revealed. As
we show later, this is sufficient for our purpose as we can hide
the integer 𝑠 in the same way as we hide the elements we prove
membership of.

In the following sectionwe state and explain theDDH-II assumption.
In brief, this is a variant of the classical DDH assumption where the
random exponents follow specific, not uniform, distributions. Next,
we prove that under DDH-II�̂� is computationally indistinguishable
from random.

4.1.1 TheDDH-II assumption. First, we state theDDH-II assumption,
which is parametrized by a generator𝒢? (1_) of a group (of unknown
order in our case) and by a well-spread distribution𝒲𝒮2_ (in our

Setup(1_) :

(G?, 𝑔?) ← 𝒢? (1_)
return pp := (G?, 𝑔?)

Accum(pp, 𝑆) :

prd← Prod(𝑆)

return acc := 𝑔
prd
?

Ins(pp, acc, 𝑆′) :

prd′ ← Prod(𝑆′)

return acc′ := accprd′

PrvMem(pp, 𝑆,𝑋 ) :

prd← Prod(𝑆), prd𝑋 ← Prod(𝑋 )

return𝑊 := 𝑔
prd/prd𝑋
?

VfyMem(pp, acc, 𝑋,𝑊 ) :

prd𝑋 ← Prod(𝑋 )
Accept iff𝑊 prd𝑋 = acc

(a) RSA Accumulator for multisets of prime numbers. Above Prod(𝑆) denotes the integer product of the elements in 𝑆 .

Setup(1_,B ∈ N,ChkSz ∈ N, 𝑛 ∈ N) :

(G𝑝 , 𝑓 ) ← 𝒢𝑝 (1_) ; If ChkSz > 𝑝 then output ⊥

Let 𝑁 := 𝑛 ·
⌈

B
ChkSz

⌉
Sample 𝑔1, . . . , 𝑔𝑁 , ℎ ←$G𝑝
return ck := (G,B,ChkSz, 𝑛, 𝑔1, . . . , 𝑔𝑁 , ℎ)

Comm(ck, ®𝑥 ∈ Z𝑛 ; 𝑟 ∈ Z𝑝 ) :

If ∃𝑖 : 𝑥𝑖 > B then output ⊥

Let
(
𝑥
(𝑖 )
1 , . . . , 𝑥

(𝑖 )
𝑚

)
be the representation of 𝑥𝑖 in base ChkSz for 𝑖 ∈ [𝑛]

®𝑦 :=
(
𝑥
(1)
1 , . . . , 𝑥

(1)
𝑚 , . . . , 𝑥

(𝑛)
1 , . . . , 𝑥

(𝑛)
𝑚

)
; return ℎ𝑟

𝑁∏
𝑖=1

𝑔
𝑦𝑖
𝑖

(b) Pedersen Commitments for vectors of integers. B is an upper bound over the integers we can commit to. ChkSz
is the size of the chunks in which we divide each integer. 𝑛 is the number of integers we can commit at the same

time.𝑚 =
⌈ B

ChkSz

⌉
is the number of chunks needed for each integer.

Figure 1: Accumulator and commitment schemes we will use throughout this work

6



case 𝒟2_). A distribution 𝒲𝒮2_ with domain 𝒳2_ is called well-
spread if Pr[𝑥 ←$𝒲𝒮2_] ≤ 2−2_ for each 𝑥 ∈ 𝒳2_ (Intuition: the
elements sampled from this distribution are “sufficiently random”).

Assumption 1 (DDH-II). Let G? ← 𝒢? (1_) and 𝑔? ←$G?. Let
𝒲𝒮2_ be awell-spread distributionwith domain𝒳2_ ⊆ [1,minord(G?)].
Then for any PPT 𝒜:���Pr[𝒜(𝑔𝑥? , 𝑔

𝑦

? , 𝑔
𝑥𝑦

? ) = 0] − Pr[𝒜(𝑔𝑥? , 𝑔
𝑦

? , 𝑔
𝑡
?) = 0]

��� = negl(_)

where 𝑥 ←$𝒲𝒮2_ and 𝑦, 𝑡 ←$ [1,maxord(G?)2_].9

Our distribution of interest𝒟2_ can be shown well-spread: there
are 22_ outcomes and are all distinct, 𝑠 =

∏
𝑝𝑖 ∈P2_ 𝑝

1−𝑏𝑖
𝑖

are distinct
since they are different products of the same primes (no 𝑝𝑖 can be
used twice). It follows that Pr[𝑠 ←$𝒟_] = 1/22_ for every 𝑠 .

Remark 2. The constraint that the domain should be in [1,minord(G?)]
is for the following reason: If a sampled 𝑥 is larger than ord(𝑔?) then
in the exponent of 𝑔𝑥? a reduction modulo ord(𝑔?) will implicitly
happen leading to a 𝑔𝑥? = 𝑔𝑥

′
? for some 𝑥 ′ ≠ 𝑥 . This can turn 𝑔𝑥?

more frequently sampled, which can potentially help the adversary
distinguish between (𝑔𝑥? )

𝑦 and 𝑔𝑡?.

Different variants of DDH-II have been proven secure in the
generic group model [45, 55] for prime order groups [9, 34]. We can
prove it secure for groups of unknown order similarly with minor
technical modifications related to GGM proofs in such groups [35].

Remark 3. The need of an at least 22_-large domain 𝒳2_ (and at
most 2−2_ probability) for _ security parameter comes from well-
known subexponential attacks on DLOG [51, 52].

4.1.2 Security Proof of our hiding witnesses.

Theorem 4.1. For any parameters pp← Setup(1_), set 𝑆 (where
𝑆 ∩ P2_ = ∅), 𝑅←$G? and �̂� computed as described above it holds:��Pr[𝒜(pp, 𝑆,�̂� ) = 0] − Pr[𝒜(pp, 𝑆, 𝑅) = 0]

�� = negl(_)
for any PPT 𝒜, under the DDH-II assumption for G? and 𝒟2_ .

Proof. Call𝒜 an adversary achieving a non-negligible advantage
𝜖 above, i.e. 𝜖 :=

��Pr[𝒜(pp, 𝑆,�̂� ) = 0] − Pr[𝒜(pp, 𝑆, 𝑅) = 0]
�� We

construct an adversary ℬ against DDH-II that, using adversary 𝒜,
gains the same advantage. ℬ receives (G?, 𝑔?, 𝑔

𝑠
?, 𝑔

𝑟
?, 𝑔

𝑏𝑠𝑟+(1−𝑏)𝑡
? ),

where 𝑠 ←$𝒟2_ and 𝑟, 𝑡 ←$ [1,maxord(G?)2_]. Then it chooses
arbitrarily an element 𝑢 and sets 𝑆 = {𝑢}, pp ← (G?, 𝑔

𝑟
?) and

𝑉 = 𝑔
𝑏𝑠𝑟+(1−𝑏)𝑡
? .ℬ sends (pp, 𝑆,𝑉 ) to the adversary𝒜, who outputs

a bit 𝑏∗. Finally, ℬ outputs 𝑏∗.
First, notice that 𝑔𝑟? is statistically close to a random group

element ofG?, meaning that𝒜 cannot distinguish pp from parameters
generated by Acc.Setup(1_). Furthermore if 𝑏 = 0 then 𝑉 is again
a (statistically indistinguishable element from a) uniformly random
group element ofG? therefore Pr[ℬ = 0|𝑏 = 0] = Pr[𝒜(pp, 𝑆, 𝑅) = 0].
On the other hand, if 𝑏 = 1 then 𝑉 = 𝑔𝑟 ·𝑠? = �̂�𝑢 is a witness of 𝑢
so Pr[ℬ = 0|𝑏 = 1] = Pr[𝒜(pp, 𝑆,�̂� ) = 0]. Therefore we conclude
that the probability of ℬ to win the DDH-II is 𝜖 . □

9Since the order of the group is unknown, we cannot efficiently produce uniformly
random elements with 𝑦, 𝑡 ←$ [1, ord(𝑔?) ]. However, 𝑦, 𝑡 ←$ [1,maxord(G)2_ ]
still produces statistically close to uniform elements.

4.2 Building Blocks

4.2.1 Succinct proofs of knowledge of exponent (PoKE). We recall
the succinct proofs of knowledge of a DLOG for hidden order
groups, introduced by Boneh et al. [15]. More formally, PoKE is a
protocol for the relation

𝑅PoKE (𝐴, 𝐵;𝑥) = 1 ⇔ 𝐴𝑥 = 𝐵

parametrized by a group of unknown order G? and a random group
element 𝑔? ∈ G?. The statement consists of group elements 𝐴, 𝐵 ∈
G? while the witness is an arbitrarily large 𝑥 ∈ Z.

Figure 2 gives a description of the protocol. For simplicity we
directly expose its non-interactive version (after Fiat-Shamir). Although
the interactive version of the protocol is securewith _-sized challenges
its non-interactive version is only secure with 2_-sized challenges,
due to a subexponential attack [14].

Setup(1_) :

(G?, 𝑔?) ← 𝒢? (1_)
return crs := (G?, 𝑔?)

Prove (crs, 𝐴, 𝐵;𝑥) :
ℓ ← 𝐻prime (crs, 𝐴, 𝐵)

𝑄 ← 𝐴 ⌊
𝑥
ℓ ⌋ , res← 𝑥 mod ℓ

return 𝜋 = (𝑄, res)

Verify (crs, 𝐴, 𝐵, 𝜋 ) :

Parse 𝜋 as (𝑄, res)
ℓ ← 𝐻prime (crs, 𝐴, 𝐵)
Reject if 𝐴, 𝐵,𝑄 ∉ G? or res ∉ [0, ℓ − 1]
Reject if𝑄ℓ𝐴res ≠ 𝐵

Figure 2: The succinct argument of knowledge PoKE [15].

𝐻prime denotes a cryptographic hash function that outputs

a prime of size 2_, modeled as a random oracle.

Remark 4. We note that the proof of fig. 2 is not originally secure
for arbitrary bases 𝐴, but rather for random ones. For arbitrary bases
extra care should be taken, that give a proof of additional 2 group
elements. We wil show that the protocol still suffices for our needs,
since we combine it with a SNARK for the relation res = 𝑥 mod ℓ .
In a nutshell, a PoKE for random bases with a SNARK for res = 𝑥

mod ℓ give a succinct proof of knowledge of exponent for arbitrary
bases.

This protocol is succinct: proof size and verifier’s work are
independent of the size of 𝑥 , 𝑂 (1) and 𝑂 (∥ℓ ∥) = 𝑂 (_) respectively.

4.2.2 CP-SNARK for integer arithmetic relations. We assume an
efficient CP-SNARK cpΠmodarithm for the following relation:

�̃�modarithm
ck ( 𝑐 ®𝑢 , 𝑐𝑠,𝑟 , ℎ, ℓ, 𝑘) = 1 ⇔

𝑘 = 𝑠 · ℎ ·
∏

𝑖∈[𝑚]
𝑢𝑖 + 𝑟 mod ℓ

Above, ®𝑢 = (𝑢1, . . . , 𝑢𝑚) ∈ Z𝑚 is a vector of integers with a
corresponding multi-integer commitment 𝑐 ®𝑢 ; 𝑟, 𝑠 ∈ Z are integers
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committed with a corresponding multi-integer commitment 𝑐𝑠,𝑟
and ℓ, ℎ ∈ Z, 𝑘 ∈ [0, ℓ − 1] are (small) integers known as public
inputs by both prover and verifier.

The above relation is equivalent to the integer relation:

�̃�arithmck ( 𝑐 ®𝑢 , 𝑐𝑠,𝑟 , ℎ, ℓ, 𝑘 ;𝑞) = 1 ⇔ 𝑞ℓ + 𝑘 = 𝑠 · ℎ
∏
𝑖

𝑢𝑖 + 𝑟

In fact this is how a modulo operation is encoded in a SNARK
circuit. 𝑞 here is a witness given to the SNARK.10

4.2.3 CP-SNARK for inequalities. Weneed a CP-SNARK cpΠbound

for the relation (where 𝐵 is a public integer):

�̃�boundck ( 𝑐 ®𝑢 , 𝐵) = 1 ⇔
∧
𝑖∈[𝑛]

𝑢𝑖 > 𝐵

4.3 Our Construction for Batched Set

Membership (harisa)

Here we describe our CP-SNARK for the relation �̃�mem
ck for RSA

accumulators and Pedersen commitments to vectors of integers.
Let us recall the setting in more detail.

Prover and verifier hold an accumulator acc to a set 𝑆 and
a commitment 𝑐 ®𝑢 . The set’s domain are prime numbers greater
than 𝑝2_ , the 2_-th prime. The protocol works in the “trusted
accumulator model” (section 3.4), which means the set is assumed
to be public but the verifier does not take it as an input, it only uses
acc, for efficiency reasons.11

The prover knows a batch of set elements ®𝑢 = (𝑢1, . . . , 𝑢𝑚) that
are an opening of the commitment 𝑐 ®𝑢 , and its goal is to convince
the verifier that all the 𝑢𝑖 ’s are in 𝑆 . To this end, we assume that
the prover has an accumulator witness 𝑊®𝑢 as an input, either
precomputed or given by a witness-providing entity. In this sense,
the prover’s goal translates into convincing the verifier that it has
𝑊®𝑢 such that𝑊

∏
𝑖 𝑢𝑖

®𝑢 = acc (see also remark 5 where we further
refine this setting).

We give a full description of the CP-SNARK in Figure 3. We
refer to the technical overview (sec. 2) for a high-level explanation.
Below we provide additional comments.

To beginwith, both prover and verifier transform the accumulator
acc into ˆacc, the one corresponding to the same set with the additional
small prime numbers from P2_ .12 Next, the prover transforms𝑊
into a hiding witness as �̂� = 𝑊 𝑠 via our masking method of
section 4.1, and then computes a (Fiat-Shamir-transformed) zero-
knowledge Σ-protocol for the accumulator’s verification �̂� 𝑠𝑢∗ =

ˆacc. However, since the last message𝑘 of the protocol is not succinct,
it computes a PoKE for the relation ( ˆaccℎ𝑅) = (�̂�®𝑢 )𝑘 (exponent
𝑘), which is the verification equation of the Σ-protocol. The PoKE

verification requires a check 𝑄ℓ�̂� 𝑘
®𝑢 where 𝑘 is supposed to be 𝑘

mod ℓ . The last step of the proof is to show that 𝑘 is not just “some
exponent” but it is exactly 𝑟+ℎ𝑠𝑢∗ mod ℓ with𝑢∗ being the product

10For the sake of our general protocol, it is not necessary that 𝑞 remains hidden. It
is only important that the proof is succinct w.r.t. its size. However, ®𝑢, 𝑠 and 𝑟 should
remain hidden.
11This is a common consideration in scalable systems. The accumulator to the set is
either computed once by the verifier or validated by an incentivized majority of parties
that is supposed to maintain it.
12This operation can also be precomputed, we make it explicit only to show that they
can both work with a classical RSA accumulator as an input.

of all the 𝑢𝑖 ’s committed in 𝑐 ®𝑢 . To do so, the prover generates a
proof with the cpΠarithm CP-SNARK over the commitments 𝑐 ®𝑢 , 𝑐𝑠,𝑟
(𝑟 is the masking randomness of the Σ-protocol sampled in the first
move). Also, for soundness we require that 𝑠 and 𝑟 are committed
before receiving the random oracle challenge ℎ. Finally, the prover
generates a proof with cpΠbound over the commitment 𝑐 ®𝑢 to ensure
that the elements are in the right domain.13

Wepresent our construction in fig. 3. This construction is obtained
by applying Fiat-Shamir in the random oracle model (ROM) and
additional optimizations to its interactive counterpart which we
describe in the appendix (fig. 9).

Theorem 4.2. Let 𝐻,𝐻prime be modeled as random oracles and
cpΠmodarithm, cpΠbound be secure CP-SNARKs. The construction in
fig. 3 for the relation �̃�mem

ck is a secure CP-SNARK: succinct, knowledge-
sound under the adaptive root assumption, and zero-knowledge under
the DDH-II assumption.

Proof. For succinctness, one can inspect that the proof size is
proportional to that of cpΠarithm and cpΠbound plus some small
constant overhead. Similarly for the verifier’s cost. So succinctness
is inherited from succinctness of cpΠarithm and cpΠbound.

The proof for its interactive version (fig. 9) is in the appendix,
theoremB.1. Then knowledge-soundness and zero-knowledge come
directly from the (tight) security of the Fiat-Shamir transformation
for constant-round protocols [4], in the random oracle model. □

Extensions. In Appendix C we show how to extend our CP-SNARK
to support arbitrary—not necessarily prime—set elements, using an
efficient hash-to-prime proof based on a single hash execution.
We also discuss how to extend our protocol to prove (in zero-
knowledge) batch non-membership.

5 B-INS-ARISA: CP-SNARK FOR

SET-INSERTION

We show aCP-SNARK for the relation �̃�insck (see sec. 3.4) and consequently
for theMultiSwap relation 𝑅mswap, using RSA accumulators. We
call this construction b-ins-arisa.

For set-insertion we need to prove that Acc.Ins(pp, acc,𝑈 ) =
acc′, where acc and acc′ are public but the set of elements added
𝑈 is not publicly provided14, but instead a succinct commitment of
it 𝑐𝑈 . The accumulator acc is assumed to be trusted, in the sense
that it is computed correctly from a set of valid elements, however
for acc′ we do not make this assumption. In fact this is essentially
the purpose of the protocol, to prove correctness of acc′.

5.1 Our construction for �̃�ins

ck (b-ins-arisa)

Webeginwith a high-level overview of the scheme. Proving correctness
of set-insertion in RSA accumulators roughly consists of proving
the following:

(1) acc
∏

𝑢𝑖 ∈𝑈 𝑢𝑖 = acc′.
(2) 𝑢𝑖 ∈ 𝒟 for each 𝑢𝑖 ∈ 𝑈 .

13For the sake of generality we present 𝜋2, 𝜋3 as distinct proofs. In practice they can
be proved by the same CP-SNARK and save on proof-size.
14As mentioned before, not giving 𝑈 to the verifier is for the sake of succinctness.
Hiding𝑈 is not in our scope.
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Setup
(
1_, ck, pp

)
:

crs2 ← cpΠmodarithm .Setup(1_, ck, �̃�modarithm
ck )

crs3 ← cpΠbound .Setup(1_, ck, 𝑅bound)
return crs := (ck, pp, crsarithm, crsbound)

Prove (crs, acc, 𝑐 ®𝑢 ;𝑊®𝑢 , ®𝑢,𝑜 ®𝑢 ) :

ˆacc← acc
∏

𝑝𝑖 ∈P2_ 𝑝𝑖

Let 𝑢∗ =
∏
𝑖

𝑢𝑖 , 𝑝
∗ =

∏
𝑝𝑖 ∈P2_

𝑝𝑖

Sample 𝑏1, . . . , 𝑏2_ ←$ {0, 1}

Let 𝑠 :=
∏

𝑝𝑖 ∈P2_

𝑝
𝑏𝑖
𝑖
, 𝑠 :=

∏
𝑝𝑖 ∈P2_

𝑝
1−𝑏𝑖
𝑖

�̂�®𝑢 ←𝑊 𝑠
®𝑢

Sample 𝑟 ←$ {0, 1}∥𝑝∗ ∥+∥𝑢∗ ∥+2_

𝑐𝑠,𝑟 ← Commck (𝑠, 𝑟 ;𝑜𝑠,𝑟 )
𝑅 ← �̂� 𝑟

®𝑢
ℎ ← 𝐻 (crs | |acc | |𝑐 ®𝑢 | |𝑐𝑠,𝑟 | |�̂�®𝑢 | |𝑅)
𝑘 ← 𝑟 + (𝑢∗𝑠)ℎ
𝜋1 ← ΠPoKE .Prv

(
(G?, 𝑔?),�̂�®𝑢 , ˆaccℎ𝑅;𝑘

)
Parse 𝜋1 as (𝑄,𝑘)
ℓ ← 𝐻prime ( (G?, 𝑔?),�̂�®𝑢 , ˆaccℎ𝑅)
𝜋2 ← cpΠmodarithm .Prv(crs2, 𝑐 ®𝑢 , 𝑐𝑠,𝑟 , ℎ, ℓ, 𝑘 ; ®𝑢,𝑜 ®𝑢 , 𝑟 , 𝑠, 𝑜𝑠,𝑟 )
𝜋3 ← cpΠbound .Prv(crs3, 𝑐 ®𝑢 , 𝑝2_ ; ®𝑢,𝑜 ®𝑢 )
return 𝜋 =

(
�̂�®𝑢 , 𝑅, 𝑐𝑠,𝑟 , 𝜋1, 𝜋2, 𝜋3

)
Verify (crs, acc, 𝑐 ®𝑢 , 𝜋 ) :

ˆacc← acc
∏

𝑝𝑖 ∈P2_ 𝑝𝑖

Parse 𝜋 as (�̂�®𝑢 , 𝑅, 𝑐𝑠,𝑟 , 𝜋1, 𝜋2, 𝜋3) and 𝜋1 as (𝑄,𝑘)

ℓ ← 𝐻prime ( (G?, 𝑔?),�̂�®𝑢 , ˆaccℎ𝑅)

ℎ ← 𝐻 (crs | |acc | |𝑐 ®𝑢 | |𝑐𝑠,𝑟 | |�̂�®𝑢 | |𝑅)

Reject if ΠPoKE .Vfy(G?, 𝑔?),�̂�®𝑢 , ˆaccℎ𝑅, 𝜋1) ≠ 1

Reject if cpΠmodarithm .Vfy(crs2, 𝑐 ®𝑢 , 𝑐𝑠,𝑟 , ℎ, ℓ, 𝑘, 𝜋2) ≠ 1

Reject if cpΠbound .Vfy(crs3, 𝑐 ®𝑢 , 𝑝2_, 𝜋3) ≠ 1

Figure 3:harisa: our scheme for proving set membership of

a committed element. We let𝐻 denote a cryptographic hash

function modeled as a random oracle.

Clearly the first point ensures that the insertion of the elements
has been done correctly. However we still need to prove that the
elements of 𝑈 are in the correct domain 𝒟. A usual domain for
secure RSA Accumulators is the prime numbers, 𝒟 = P. We will
discuss later alternative domains.

5.1.1 On the choice of set-membership protocol. Notice that the
first point is in fact a set-membership verification for the set of acc′

and acc is the corresponding witness of the membership. Therefore,
we could in principle apply our batch set-membership protocol of
sec. 4 and already obtain a construction. However, that construction

would carry an overhead, due to zero-knowledge, unnecessary for
the purposes of this section(for set-insertion we do not aim for
zero-knowledge as discussed above). Therefore we use a simple
PoKE proof for the exponentiation acc

∏
𝑢𝑖 ∈𝑈 𝑢𝑖 = acc′.

5.1.2 On the choice of the domain. For the second point, 𝑢𝑖 ∈ 𝒟,
we need a domain that preserves the security of RSA accumulators
but at the same time can be proven efficiently with a succinct
protocol. Some examples of secure domains include: (1) prime
numbers or prime numbers of a specific size, (2) outputs of a
collision resistant hash-to-prime function, (3) outputs of a division-
intractable hash function.

However, for the first two options there is no known efficient
argument of knowledge; the only existing (succinct) solution is
proving them with a general-purpose SNARK.15 In particular, it
is the primality check that is difficult to handle, and encoding it
inside a SNARK circuit gets prohibitive as it usually requires many
iterations.

Ozdemir et al. [49] observed that a variant of the division-intractable
hash of Coron and Naccache [31] is (comparably) lightweight.
Division intractability of a hash function𝐻DI with range in Z briefly
means that it is hard for an adversary to find an element 𝑥 and a
set {𝑥𝑖 } such that 𝑥 ∉ {𝑥𝑖 } but 𝐻DI (𝑥) |

∏
𝑖 𝐻DI (𝑥𝑖 ). The function

of [49] consists of a single hash computation and an addition (of
2048-bit integers). This function, denoted 𝐻DI, works as follows:
given a large public offset Δ of 2048-bits, the output of 𝐻DI is

𝐻DI (𝑥) = Δ + 𝐻 (𝑥)

where𝐻 is any collision-resistant hash function with image [0, 22_].
Ozdemir et. al. showed that, under a plausible number-theoretic
conjecture, 𝐻DI is collision-intractable in the random oracle model
(𝐻 is modeled as a random oracle). That is any output has at least a
unique large prime factor, with overwhelming probability. This is a
generalization of [31], where 𝐻DI (𝑥) = 𝐻 (𝑥), for a hash function
with large outputs instead.

𝐻 can be any standard hash function as SHA256, or even a
SNARK-friendly hash as Poseidon [40]. Proving a hash evaluation
per element inserted inside a SNARK can be affordable in comparison
to the rest of the solutions mentioned above that require primality
checks. For this reason, we use division-intractable hashes as to
produce accumulator elements. This technique, together with an
implementation inside a SNARK, was introduced in [49].

The original elements of the set are arbitrary integers, 𝑆 ⊂ Z.
Every element of the set 𝑥 is mapped, through 𝐻DI, to a division-
intractable element𝑢 = 𝐻DI (𝑥) that are next accumulated to produce
acc. Proving that {𝑥1, . . . , 𝑥𝑚} were inserted in 𝑆 is equivalent to
proving that the accumulator was updated with the corresponding
{𝑢1, . . . , 𝑢𝑚} = {𝐻DI (𝑥1), . . . , 𝐻DI (𝑥𝑚)}. We refer the reader to [31]
for a security analysis.

For our protocol we assume a CP-SNARK for the above DI-hash
function evaluation:

�̃�
𝐻DI
ck ( 𝑐 ®𝑢 ; ®𝑥) = 1 ⇔ 𝑢𝑖 = Δ + 𝐻 (𝑥𝑖 )

parametrized by a division-intractable hash, (𝐻,Δ).

15Specialized solutions based on Σ-protocols exist [22] but are both inefficient and for
a single prime, thus not succinct.
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5.1.3 CP-SNARK for integer arithmetic relations. Againwe assume
an efficient CP-SNARK cpΠmodarithm for the relation:
�̃�modarithm

ck ( 𝑐 ®𝑢 , ℓ, 𝑘) = 1 ⇔ 𝑘 =
∏

𝑖∈[𝑚] 𝑢𝑖 mod ℓ which is a
simplification of the relation defined in section 4.

5.1.4 Summary of the construction. Putting things together, for
our constructionwe prove that: a batch𝑈 = {𝑢1, . . . , 𝑢𝑚} of committed
elements is an output of 𝐻DI, with cpΠ𝐻DI ; these elements are
inserted in the accumulator, with a PoKE for acc

∏
𝑖 𝑢𝑖 = acc′.

However, there should be a way to “link” the elements𝑈 in the
two proofs. Essentially to show that the proofs are about the same
batch of elements. In order to avoid encoding the RSA exponentiation
acc𝑢

∗
inside the SNARK, which would be virtually infeasible,16

we use an intermediate CP-SNARK that proves the following: the
product 𝑢∗ of the committed elements modulo the ℓ of the PoKE
equals the 𝑘 part of the PoKE proof, 𝑘 = 𝑢∗ mod ℓ . As we show
in the next section, this guarantees that the 𝑢∗ of the PoKE is the
same as the 𝑢∗ (implicitly) committed, in 𝑐 ®𝑢 .

A full description of our scheme is in Figure 4.

Setup
(
1_, ck, pp

)
:

crs2 ← cpΠmodarithm .Setup(1_, ck, �̃�modarithm
ck )

crs3 ← cpΠ𝐻DI .Setup(1_, ck, �̃�𝐻DI
ck )

return crs := (ck, ppAcc, crs2, crs3)

Prove
(
crs, acc, acc′, 𝑐 ®𝑢 ; ®𝑢,𝑜 ®𝑢 , ®𝑥

)
:

Let 𝑢∗ =
∏
𝑖

𝑢𝑖

𝜋1 ← ΠPoKE .Prv
(
(G?, 𝑔?), acc, acc′;𝑢∗

)
Parse 𝜋1 as (𝑄,𝑘)
ℓ ← 𝐻prime ( (G?, 𝑔?), acc, acc′)

𝜋2 ← cpΠmodarithm .Prv(crs2, 𝑐 ®𝑢 , ℓ, 𝑘 ; ®𝑢,𝑜 ®𝑢 )

𝜋3 ← cpΠ𝐻DI .Prv(crs3, 𝑐 ®𝑢 ; ®𝑢,𝑜 ®𝑢 , ®𝑥)
return 𝜋 =

(
𝜋1, 𝜋2, 𝜋3

)
Verify

(
crs, acc, acc′, 𝑐 ®𝑢 , 𝜋

)
:

Parse 𝜋 as (𝜋1, 𝜋2, 𝜋3) and 𝜋1 as (𝑄,𝑘)

Reject if ΠPoKE .Vfy(G?, 𝑔?), acc, acc′, 𝜋1) ≠ 1

Reject if cpΠmodarithm .Vfy(crs2, 𝑐 ®𝑢 , ℓ, res, 𝜋2) ≠ 1

Reject if cpΠ𝐻DI .Vfy(crs3, 𝑐 ®𝑢 , 𝜋3) ≠ 1

Figure 4: b-ins-arisa: our scheme for proving correct set

insertion of a committed batch of elements.

5.2 Multiswaps

As argued in [49] (we recall this in section 3.4.2) batch-insertion
gives a succinctMultiSwap protocol: the relation 𝑅mswap roughly

16An RSA exponentiation of this size would require nearly 2 millions constraints per
element of the batch.

consists of two set insertions.

𝑅mswap (acc, acc′;𝑋,𝑌 ) = 1 ⇔

∃accmid : 𝑅ins (acc, accmid;𝑌 ) ∧ 𝑅ins (acc′, accmid;𝑋 )
Given a set 𝑆 , its corresponding (trusted) accumulator acc and a

sequence of "swap" pairs (𝑥1, 𝑦1), . . . , (𝑥𝑚, 𝑦𝑚) the prover computes
accmid, acc′ and two corresponding batch insertion proofs for
acc

Ins−−→ accmid, acc′
Ins−−→ accmid. In short the prover publishes

acc′ and the proof for the multiswap is acc
MultiSwap
−−−−−−−−−→ acc′ is:

𝜋 ← (𝜋 ins1 , 𝜋 ins2 , accmid)

This proof can convince a verifier that the multiswap was done
correctly (and that acc′ is trusted).

5.2.1 Generating accmid and acc′. Computationally speaking
the bottleneck in the above is the generation of acc′. Nevertheless,
the intermediate value accmid is the result of the batch insertion of
all𝑦𝑖 ’s, hence it can be efficiently computed in time𝑂 (𝑚) (𝑚 the size
of the batch) by𝑚 sequential Acc.Ins. On the other hand, the value
acc′ is the result of "batch deletion" of all 𝑥𝑖 ’s, an operation that
cannot be done efficiently (in 𝑂 (𝑚)-time) and the only manner is
to compute acc′ from scratch, i.e. accumulate all remaining values:
acc′ ← Acc.Accum(pp, 𝑆 ′), where 𝑆 ′ = 𝑆 ⊎ {𝑦𝑖 }𝑖 ⊟ {𝑥𝑖 }. This
requires time proportional to the size of the set, 𝑂 (𝑛 +𝑚).

To this end, one can use a precomputation technique to speed-up
the online computational cost. As shown by Boneh et al. [15], if
one has precomputed a witness𝑊𝑥1 then already acc′ = 𝑊𝑥1 is
an accumulator for 𝑆 ⊟ {𝑥1}. If one has precomputed witnesses
𝑊𝑥1 and 𝑊𝑥2 one can compute acc′ = 𝑊𝑥1,𝑥2 , in 𝑂 (1)-time by
using Shamir’s trick [54], which is essentially an accumulator for
𝑆 ⊟ {𝑥1, 𝑥2}. Generalizing this, if all witnesses are precomputed
𝑊𝑥1 , . . . ,𝑊𝑥𝑛 then one can compute acc′ for any 𝑆 ⊟ {𝑥𝑖1 , . . . 𝑥𝑖𝑚 },
in 𝑂 (𝑚) time. This would require the prover to store additional
𝑂 (𝑛) group elements.

To avoid storing linear-number of elements one can use another
preprocessing method, introduced by Campanelli et al. [23], that
offers storage-online time tradeoffs. The storage cost is𝑂 (𝑛/𝐵) and
the online time (worst-case) 𝑂 (𝑚𝐵), for any chosen parameter 𝐵.
Essentially, the more elements one stores the less resources it uses
online and vice-versa.

5.3 Comparison with [49]

Technically speaking our approach carries similarities with the one
of Ozdemir et al. There are two distinguishing differences. The
first is in the succinct protocol for the exponentiation acc𝑢

∗
= acc′.

Ozdemir et al. make use of a Wesolowski proof (PoE protocol),
while we propose the use of the Boneh et al. proof (PoKE protocol).
The second is that we do not encode the verification of this proof
inside the circuit of the SNARK.

The PoE protocol is a succinct proof of correct RSA exponentiation,
introduced in [68]. It is defined for verifiers that know the exponent,
i.e. the proof’s input is (acc, acc′, 𝑢∗). For the non-interactive version,
in order for the Fiat-Shamir transform to be sound the challenge
should be generated as ℓ ← 𝐻prime (acc, acc′, 𝑢∗), meaning that it
should take the large exponent as input. Since the verifier shall
not receive the set 𝑈 , it cannot generate the challenge ℓ itself.
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Subsequently, the prover should, in addition to the rest of the
computations, prove inside the SNARK that ℓ = 𝐻prime (acc, acc′, 𝑢∗).
This computation gives a significant overhead to the prover’s workload
(see also further details below).

We replace the PoE protocol with a PoKE protocol. The PoKE
proof, introduced in [15], is a proof of knowledge of exponent.
That is, here the exponent 𝑢∗ is a witness instead of an input.
Meaning that the Fiat-Shamir challenge is now generated as ℓ ←
𝐻prime (acc, acc′). All inputs are public and known to the verifier.
This translates to a save on the expensive SNARK computation
𝐻prime (acc, acc′, 𝑢∗). This saves𝑚 hash computations for the SNARK
and a hash-to-prime computation (applied on the output of the𝑚
hash-chain). The former has a cost of ≈ 300–45, 000 constraints per
input (depending on the choice of the hash), while the latter has a
fixed cost of 217, 703 constraints [49]. So overall it has a significant
impact that depends on batch size. For example, for SHA256 and a
moderate-sized batch size𝑚 = 1000, our approach saves more than
45 million constraints.

Notably this replacement does not affect the security assumptions:
although the PoKE itself is secure in the generic group model
[45, 55], a careful security analysis shows that when combined
with cpΠmodarithm it can be proven secure in the standard model
under the adaptive root assumption [68] (see proof of theorem B.1),
which is the same assumption as in [49].

Instead of encoding the PoKE verification 𝑄ℓacc𝑘 = acc′ inside
the SNARK, we let the verifier perform it itself. According to [49]
(figure 3) the RSA operations needed for this verification—two
RSA |ℓ |-bit exponentiations and one RSA multiplication—overall
cost about 5 million constraints. Our approach has the downside
of having to additionally include the PoKE proof, (𝑄,𝑘), in the
overall proof of set-insertion, which has an overhead of 1 RSA
group elements and a 256-bit prime in the proof size. Therefore
including this trick can be viewed as a tradeoff: 288 bytes in the
proof vs 5 million constraints less for the prover (and vice versa).

6 EVALUATION

6.1 Instantiations and Implementation

We consider the variant of our construction in fig. 3 that supports
arbitrary set elements, by hashing them to prime numbers (see
appendix C) and proving this hash-to-prime by extending accordingly
the relation proven by cpΠbound.We use the Poseidon hash function [40]
to instantiate this hash-to-prime. We instantiate the CP-SNARKs
building blocks of the construction, cpΠmodarithm and cpΠbound,
with LegoGroth16 from [25], an efficient commit-and-prove version
of Groth16 [41]. Like Groth16, it requires an elliptic curve endowed
with a bilinear map. We use the curve BLS12-381 [16] for our
instantiations. The proof size of LegoGroth16 is constant (five
group elements), amounting to 288 bytes in BLS12-381. For the
accumulator scheme we use a 2048-bit RSA group. To be compatible
with the assumptions of DDH-II in such a group, we must take at
most 2_ = 232 primes to hide the RSA witness in our construction.
This does not affect the security provided by a 2048-bit RSA group.

Implementation. Weprovide an implementation of the instantiation
described above comprising LegoGroth16, cpΠarithm and PoKE.
Part of our code is an extension of the C++ SNARK library libsnark [64]

with LegoGroth16. We use the Java library JSnark [63] to produce
the circuit representation for the arithmetic relation in cpΠarithm.
We use a chunk size ChkSz = 32 for commitments to integer (fig. 1).

Our code consists of ≈ 2000 lines of C++ code and 100 lines of
Java code.We plan to release it under an open-source license.We ran
our benchmarks single-threaded on Amazon EC2 using r5.8xlarge
instances (248GB of memory). We ran DID-related benchmarks on
an ordinary laptop (CPU i7-10510U with 16GB of RAM).

6.2 Benchmarks for Batch Membership

Weevaluate our approach comparing it toMerkle Tree for benchmarks.
Specificallywe compare it to the following (the asterisk is a placeholder
for the depth of the tree):

• MT-Pos-*: Merkle trees based on the Poseidon hash [40].
• MT-SHA-*: Merkle trees based on the SHA-256 hash.

These hash functions have different tradeoffs: while Poseidon has
a much smaller encoding for SNARKs, it is hundreds of times
slower when executed natively. For the case of SHA we (very
conservatively) estimate timings for larger batches. Each of the
Merkle-tree instantiations above is benchmarked by proving their
(batch) opening using LegoGroth16 as a CP-SNARK. We compare
these solutions on two benchmarks: a generic computation that
consists only of batchmembership statements, and aDID application
in which one proves membership of a batch of elements as well as
additional properties of these elements.

Remark 5 (On the witness for the batch set). Our evaluations
measure the performance of proof generation, assuming that the
proving user holds all the accumulator witnesses corresponding to
the single elements it has interest to prove membership of. We do
not include the cost of computing the accumulator witness from
scratch since this task is application-dependent. For instance, in some
applications (e.g., UTXO-sets and whitelists) the proving user may
receive this witness and then have to keep it updated. In our construction
the prover algorithm takes as input a single witness for the batch of
elements. This batch-witness can be computed by aggregating the
single ones held by the user; this aggregation is significantly cheaper
than producing the witness for the batch subset from scratch. In
our benchmarks we do include this aggregation cost, which does
not impact our overall proving time significantly (it amounts to
approximately 1% or less). See appendix A for more details.

6.2.1 General purpose Batch Membership of 𝑛 Elements. We
describe our evaluations in fig. 5. Notice that the performance of
Merkle-tree solutions vary with the size of the accumulated set
(ours does not). We benchmark both the minimal set size 216 and
the more realistic set size 232.

Our scheme shows an order ofmagnitude savings in proving time.
Our verification time is slower but still highly practical: approximately
60ms vs 30ms for CP-SNARKs on Merkle trees for common set sizes.
Our proof size is also competitive although 4x larger at 1.17 KB.17

CRS size and RAM consumption. Our constructions also show
a better size of public parameters (not in figure). For batch sizes
respectively 1, 16 and 64, we estimate the CRS size of our scheme to
be lower than 1, 2.5, 8.5 MB respectively. In contrast, the smallest

17We use this fact: we can optimize the two LegoGroth16 proofs in fig. 3 as just one.
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CRS for the Merkle-tree solutions (MT-Pos-16 for batch size 1)
is already of approximately 5 MB, 5x larger than ours. We incur
even better relative or absolute savings for more expensive hash
functions—MT-SHA-16 has a CRS of more than 250MB for batch
size 1—or larger batch sizes in larger sets—MT-Pos-32 has a CRS of
more than 650MB for batch size 64. Notably, these savings on CRS
size immediately translate into higher scalability due to less RAM
consumption. For example, for a batch of size 64,MT-Pos-32 needs
5GB of RAM,MT-SHA-32 more than 64GB, our solution 420MB.

6.2.2 Decentralized Identity (DID). We experimentally validate
our membership scheme in a realistic scenario: a Decentralized ID
(DID) application on the blockchain. In this setting, the accumulator
can be thought of as a portfolio of identity-related attributes/credentials
of a user (e.g., bank account balance, value of monthly paycheck,
identity information such as age, etc.). We are interested in privacy-
preserving settingswherewe actually accumulate hiding commitments
to the attributes and prove that a subset of them satisfy certain
properties in zero-knowledge. We can assume the accumulator is
maintained honestly, e.g, by a consensus or a smart contract that
checks the signature of an authority issuing a new attribute before
updating the accumulator.

Whenever a party aims to make a claim about some of her
attributes, she sends a batch membership proof proving that 1)
a commitment to the batch opens to a subset of the accumulator
and 2) the elements in the batch refer to attributes satisfying a
given property. We implement and evaluate our constructions in a
concrete DID scenario where the attributes are used for computing
car insurance premiums in a privacy-preserving way. See further
details in appendix D.

We compare a solution based on harisa, against a solution based
onMerkle trees. We implement two instantiations of harisa for this
protocol, one using SHA-256 for the hash-to-prime commitments
to the attributes (harisa-DIDsha), and one using Poseidon (harisa-
DIDpos); similarly we consider instantiations of the Merkle tree
solutionwith both SHA-256 (MT-DIDsha) and Poseidon (MT-DIDpos).

In Figure 6 we report the proving time of the solutions for
increasing batches of attributes. The accumulator contains a sets of
216 committed attributes.

We find that harisa-DIDposachieves the fastest proving time. For
realistic batch sizes (16 and 64 attributes) harisa-DIDposobtains a
speedup of 12.29–12.57x compared toMT-DIDpos. When using SHA-
256, the improvements for harisa-DIDshavs.MT-DIDsha

18 are 8.57–
9.26x. For larger sets we expect larger improvements, analogously
to Figure 5. The tradeoffs in verification time and proof size are the
same as those in fig. 5.

6.3 MultiSwap Benchmark

We evaluate our MultiSwap solution built on top of b-ins-arisa
(sec. 5.2) and compare it with that of [49] (OWWB) and with a
Merkle-tree based approach (Merkle-Swap). In all solutions we
instantiate the hash functionswith Poseidon. Our benchmark considers
a computation consisting only of swap operations; we vary the
number of swaps in 1–10, 000 and fix the set size to 220.

18Timings forMT-DIDsha for batch sizes larger than 1 are an extrapolated conservative
lower bound because very RAM/CPU-intensive.
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Proving costs. For this evaluation, we use a cost-model analysis using,
as metric, the number of constraints (see fig. 7). ForMerkle-Swap
the number of constraints is the only metric that conditions proving
time. For our (resp. [49]) MultiSwap, the proving cost is made of
the zkSNARK prover cost (which again depends on the number of
constraints reported in fig. 7) plus the cost of RSA group operations
to compute the accumulator acc′ after deleting elements and the
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Number of Constraints

System Per-operation cost Per-proof cost
Merkle-Swap 2(𝑐𝐻𝑒

+ log |𝑆 | · 𝑐𝐻 ) —
MultiSwap from [49] 2(𝑐𝐻𝑒

+ 𝑐𝐻𝑖𝑛
+ 𝑐split + 𝑐+ℓ (𝑓 ) + 𝑐×ℓ ) 4𝑐𝑒G?

( |ℓ |) + 2𝑐×G? + 𝑐𝐻𝑝
+ 𝑐modℓ (𝑏𝐻DI )

b-ins-arisa-MultiSwap 2(𝑐𝐻𝑒
+ 𝑐split + 𝑐+ℓ (𝑓 ) + 𝑐×ℓ ) 𝑐modℓ (𝑏𝐻DI )

_ security parameter (128)
|ℓ | prime challenge bits (256 in ours, 352 in [49])
𝑏𝐻DI output size of division-intractable hash 𝐻DI (2048)
𝑐𝐻 hash F2 → F (varies)
𝑐𝐻𝑒 set items hashing to F, used in 𝐻DI (varies)
𝑐𝐻𝑖𝑛

per-operation cost of full-input hash in [49] (varies)
𝑐𝐻𝑝 prime generation (217703)

𝑓 field elements size log2 |F | (255)
𝑐split strict bit split in F (388)
𝑐+ℓ (𝑏) addition mod ℓ of two inputs of 𝑏-bits (16 + 𝑏)
𝑐×ℓ multiplication mod ℓ (479)
𝑐𝑚𝑜𝑑ℓ (𝑏) reduction mod ℓ of 𝑏-bit input (16 + 𝑏)
𝑐×G?

multiplication in G? (7563)
𝑐𝑒G?
(𝑏) exponentiation in G? with 𝑏-bit exponent (7044𝑏)

Figure 7: Constraints count model for Merkle swaps, theMultiSwap of [49], and ourMultiSwap of section 5.2. The cost model

and its parameters are from [49]. The hash functions cost “varies” depending on the hash instantiation.
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PoKE (resp. PoE) proof. To estimate the latter costs, we extract an
equivalent measure in number of constraints based on [49, Sec. 4.4].

We report our results in fig. 8. Our MultiSwap solution has
proving cost larger than Merkle-Swap for small batches, but it
breaks even at ≈ 140 swaps. Also, it strictly improves over OWWB
[49] MultiSwap, which has a larger fixed cost, and a break-even
point w.r.t.Merkle-Swap at ≈ 1400 swaps.

Verification time and proof size. For this evaluation we consider an
instantiation of all solutions with LegoGroth16 as a CP-SNARK.
Similarly to the batch-membership case, our solution has slower
verification and larger proofs, which are still practical. OurMultiSwap
proof is 1.4 KB whereas proofs forMerkle-Swap and [49] are 288
bytes. Our verification time is ≈ 120ms and is about 4 times slower
than that ofMerkle-Swap and OWWB [49].

7 RELATEDWORK

Succinct proofs forRSAaccumulators.Theworks that are closest
to ours are those of Benarroch et al. [12] and Ozdemir et al. [49],

both concerning the efficient use of RSA accumulatorswith zkSNARKs.
Comparing to [12], we achieve constant-size proofs of membership
for batches of elements whereas [12] can only prove membership
of a single (committed) element. In particular, the technique of
[12] does not seem extendable to support batching with constant
size proofs: they mainly rely on a new sigma-protocol for proving
that two commitments, one in a prime order group and one in a
hidden-order group, open to the same integer value (the element
in the accumulated set), but the size of its proof is linear in the
integer’s size. This means that extending this protocol to batch
RSA witnesses would lead to linear-size proofs. Comparing to [49],
our protocol for batch insertions is similar but has the following
key differences. We employ a PoKE protocol instead of a proof-of-
exponentiation (PoE); this allows us to generate the PoKE random
oracle challenge based on the short and public verifier’s input as
opposed to the long and unknown exponent as in [49]. Thanks to
this we can avoid encoding in the SNARK an expensive and long
hashing along with a prime certification of its outputs. The second
major difference is that Ozdemir et al. technique is not ZK-friendly
and could not be used to do batch membership; to the best of our
knowledge, hiding the RSA accumulator witness would require
encoding an RSA group operation in the constraints.

Another work related to batch proofs is that of Boneh et al. [15]
who construct such proofs for RSA accumulators with an efficient
verification procedure. In their constructions, however, the verifier
knows the elements for which it is verifying (non)membership. In
contrast, our goal is to build proofs that can be verified by having
only a succinct commitment to the batch of elements, over which
one can also verify additional properties.

Verifiable computation with state. Verifiable computation and
zkSNARKs have a vast literature; a complete coverage goes beyond
the scope of this paper, e.g., see this recent survey [67] and references
therein. More relevant to our work are some works that address
the problem of verifiable computation (or zkSNARKs) with respect
to succinct digests. Pantry [17] use Merkle trees to model RAM
computations. Fiore et al. [38] propose hash&prove as well as
accumulate&prove protocols that avoid expensive hash encodings
in the circuit, but their solutions require the SNARK prover to
do work linear in the hashed/accumulated set, which limits their
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scalability to large sets. The same limitation applies to the efficient
commit-and-prove SNARKs [25, 32] as well as to the vSQL scheme
of Zhang et al. [69] and TRUESET by Kosba et al. [42]. Also, all
these schemes [25, 38, 69] require public parameters linear in the
largest set. ADSNARK [5] can generate proofs on authenticated
data; this setting is similar to accumulated sets except that inserting
data in the set requires a secret authentication key; proofs in [5] are
succinct only when verifiers know the secret authentication key.

Accumulators/vector commitments in stateless blockchains.

In addition to the already mentioned accumulators from hidden-
order groups and Merkle trees,19 other popular schemes rely on
bilinear pairings [20, 48]. Merkle trees actually generalize to vector
commitments [28], of which we also know realizations from hidden-
order groups and bilinear pairings. Recent works [15, 29, 39, 43, 60]
have extended these two primitives with additional functionalities,
including batch proofs, and shown applications to stateless blockchains.
In the latter approach, transactions need to be sent and known for
verification. Also, their use within zkSNARKs presents the same
efficiency challenges—their verification (including elliptic curve
operations and pairings) is considerably expensive when compiled
into constraints [32, 63]—in addition to the fact that they need
public parameters linear in the largest set to be accumulated.
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A MORE ON THE GENERATION AND

MAINTENANCE OF ACCUMULATOR

WITNESSES

The setting. When evaluating our proof system for batchmembership
we assume that the prover already has access to precomputed
witnesses of its singletons of elements (fig. 5); we do account for
witness generation in our MultiSwap benchmark (section 6.3).

There are different scenarios where it is plausible that users hold
precomputed witnesses for their set elements of interest. These
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scenarios include for example UTXO-like settings and whitelists
(where the elements represent respectively an unspent transaction
and an identity).

Aggregating witnesses for singletons. Consider a party holding
a “set of interest”𝑈 (the subset of accumulated elements in which
it has a stake to prove set membership). As mentioned above we
assume that each party holds an accumulator witness for each of
the elements in𝑈 . When requested to batch prove membership for
𝑢1, . . . , 𝑢𝑚 ∈ 𝑈 , the party can obtain a single witness for the whole
batch (like the one assumed as input in fig. 3) without recomputing
it from scratch. In RSA accumulators, we can in fact apply a process
of aggregation among the witnesses. Aggregation uses Shamir’s
trick [54]20 and proceeds in a tree-like fashion. For a batch of size𝑚
it consists of roughly𝑚 GCD computations, and a similar number
of products and RSA exponentiations with integer inputs of varying
size. As we observe in remark 5, aggregation does not significantly
impact overall proving time.

Witness generation andmaintenance. Herewe discuss howproving
parties can obtain and maintain witnesses for elements in their set
of interest21.

A straightforward way for a user to obtain a witness to their
elements of interest is to precompute it from scratch. For a single
witness, this involves performing roughly 𝑁 exponentiations with
exponents of 256 bits in an RSA group (where 𝑁 is the whole set
size). There are efficient ways to reuse work and distribute it in
parallel for subsets of elements. The naive approach to generate
a witness requires less than a minute on an ordinary laptop for
a set of size 216, but it can be costly for larger sets. In order to
mitigate this, there exist more sophisticated highly-parallelizable
approaches to generate witnesses. For example, those described
in Section 4.4 in [49]. As an alternative this can be delegated to a
service provider as described for updates in [15] (notice that the
witnesses from this service providers does not need to be trusted
and can be efficiently verified through the standard accumulator
verification algorithm).

Does a party need to recompute their witness from scratch if the
accumulator (and its underlying set) changes over time? Fortunately
not. A party observing updates to the accumulators can update their
witnesses cheaply. For example, appending an element 𝑥 to the set
requires updating the witness by simply exponentiating the old
witness to 𝑥 . Other types of updates (e.g., removal of an element)
can be handled through Shamir’s trick22

If a party cannot observe all updates or if the update process
is too demanding, this can be delegate to a (non trusted) service
provider as described in [15].

A note on storage: if storing all witnesses for singletons of
interests is too demanding, this can be mitigated through some
of the disaggregation & aggregation techniques described in [23]

20See page 12 in [24].
21Here we provide an overview of techniques that can be useful to make these issues
practical. Which approach is best is something highly sensitive to idiosyncratic aspects
of the domain and a full analysis is out of the scope of this paper.
22 These operations can be concretely inexpensive for meaningful sizes of the subset
of interest. For example, we measure the time required to update 64 witnesses after an
element is removed from the set to be around 0.3𝑠 on an ordinary laptop. Performing
a similar update in the event of an element being added to the set is even faster.

and storing only witnesses for “chunks” of elements of interest23.
A similar technique can also be useful to reduce the complexity of
handling updates.

B DEFERRED SECURITY PROOFS

B.1 Security of the construction of section 4

In fig. 9 we describe an interactive version of our construction.

Theorem B.1. Let cpΠmodarithm, cpΠbound be secure CP-SNARKs
then the construction in fig. 9 for the relation �̃�mem

ck is a secure CP-
NIZK: succinct, knowledge-sound under the adaptive root assumption
and zero-knowledge under the DDH-II assumption.

Proof. Succinctness: Comes from inspection and from the assumption
that cpΠmodarithm and cpΠbound are succinct.
(2, 𝑀)-Special Soundness: assume that we have a tree of (2, 𝑀)

successful transcripts, for𝑀 = poly(_) >
⌈
∥𝑝∗ ∥+∥𝑢∗ ∥+_

2_

⌉
, i.e.{(

�̂�®𝑢 , 𝑐𝑠,𝑟 , 𝑅
)
, ℎ, ℓ ( 𝑗) ,

(
𝑄 (𝑖) , res ( 𝑗)

)
, 𝜋
( 𝑗)
2 , 𝜋

( 𝑗)
3

}𝑀
𝑗=1

and {(
�̂�®𝑢 , 𝑐𝑠,𝑟 , 𝑅

)
, ℎ̃, ℓ̃ ′( 𝑗) ,

(
�̃� (𝑖) , ˜res ( 𝑗)

)
, �̃�
( 𝑗)
2 , �̃�

( 𝑗)
3

}𝑀
𝑗=1

We construct an extractor Ext that works as follows.
Ext uses the extractor of cpΠmodarithm to extract ®𝑢 ( 𝑗) , 𝑠 ( 𝑗) , 𝑟 ( 𝑗) ,

openings of 𝑐 ®𝑢 and 𝑐𝑠,𝑟 respectively, such that res ( 𝑗) = 𝑠 ( 𝑗)ℎ
∏

𝑖 𝑢
( 𝑗)
𝑖
+

𝑟 ( 𝑗) mod ℓ ( 𝑗) . From the binding of the commitments we get that
®𝑢 ( 𝑗) = ®𝑢 ( 𝑗 ′) , 𝑠 ( 𝑗) = 𝑠 ( 𝑗

′) , 𝑟 ( 𝑗) = 𝑟 ( 𝑗
′) for each transcript, since they

refer to the same commitments. So we denote the extracted values
as ®𝑢, 𝑠, 𝑟 and get:

𝑠ℎ
∏
𝑖

𝑢𝑖 + 𝑟 = res ( 𝑗) mod ℓ ( 𝑗) , for each 𝑗 ∈ [𝑀]

Using the Chinese Remainder Theorem we get a 𝑘 such that

𝑘 = 𝑠ℎ
∏
𝑖

𝑢𝑖 + 𝑟 mod ©«
𝑀∏
𝑗=1

ℓ ( 𝑗)ª®¬
𝑀 can be set sufficiently large (but still polynomial-sized) so that∏𝑀

𝑗=1 ℓ
( 𝑗) > 𝑠ℎ

∏
𝑖 𝑢𝑖 +𝑟 and thus 𝑘 = 𝑠ℎ

∏
𝑖 𝑢𝑖 +𝑟 over the integers.

Furthermore, 𝑘 = res ( 𝑗) mod ℓ ( 𝑗) for each 𝑗 ∈ [𝑀].
As shown in [15] the fact that for any accepting proof, (ℓ,𝑄, res),

it holds that 𝑄ℓ�̂� res
®𝑢 = accℎ𝑅 and 𝑘 = res mod ℓ (the latter in

our case is ensured by the SNARK) then under the adaptive root
assumption we get:

�̂� 𝑘
®𝑢 = ˆaccℎ𝑅

(we refer to [15] appendix C.2 for the formal reduction).
Then the extractor does the same for the second set of transcripts

to get �̃�, ®̃𝑢, 𝑠, 𝑟 such that �̂� �̃�

®̃𝑢
= ˆaccℎ̃𝑅 and �̃� = 𝑠ℎ̃

∏
𝑖 �̃�𝑖 + 𝑟 over the

integers. Now since ®̃𝑢, 𝑠, 𝑟 refer to the same commitment as ®𝑢, 𝑠, 𝑟
(recall that the commitment were sent a priori) from the binding
of the pedersen commitment we get that ®̃𝑢 = ®𝑢, 𝑠 = 𝑠, 𝑟 = 𝑟 , which
gives us that �̃� = 𝑠ℎ̃

∏
𝑖 𝑢𝑖 + 𝑟 .

23The concrete costs for aggregation and disaggregation correspond to the cost of
updating witnesses for respectively deletions and additions of elements since they use
the same techniques. See also numbers reported in footnote 22.
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From the abovewe have:�̂� 𝑘
®𝑢 = ˆaccℎ𝑅 and�̂� �̃�

®̃𝑢
= ˆaccℎ̃𝑅. Combining

the two we get that

�̂� 𝑘−�̃�
®𝑢 = ˆaccℎ−ℎ̃ ⇔

�̂�
𝑠ℎ

∏
𝑖 𝑢𝑖+𝑟−𝑠ℎ̃

∏
𝑖 𝑢𝑖−𝑟

®𝑢 = ˆaccℎ−ℎ̃ ⇔

�̂�
(𝑠∏𝑖 𝑢𝑖 ) (ℎ−ℎ̃)
®𝑢 = ˆaccℎ−ℎ̃

From the low order assumption (which is implied by the adaptive
root assumption) we get �̂� 𝑠

∏
𝑖 𝑢𝑖

®𝑢 = ˆacc.
Finally, the extractor runs once the extractor of cpΠbound to get

that 𝑢𝑖 > 2_.

Setup
(
1_, ck, ppAcc

)
:

crs2 ← cpΠarithm .Setup(1_, ck, �̃�arithm
ck )

crs3 ← cpΠbound .Setup(1_, ck, 𝑅bound)

return crs := (ck, ppAcc, crs2, crs3)

𝑃 (crs, ˆacc, 𝑐 ®𝑢 ;𝑊®𝑢 , ®𝑢,𝑜 ®𝑢 , 𝑆) 𝑉 (crs, ˆacc, 𝑐 ®𝑢 )

𝜋3 ← cpΠbound .Prv(crs3, 𝑐 ®𝑢 , 𝑝2_ ; ®𝑢,𝑜 ®𝑢 )

Sample 𝑏1, . . . , 𝑏2_ ←$ {0, 1}

let 𝑠 :=
∏

𝑝𝑖 ∈P2_

𝑝
𝑏𝑖
𝑖
, 𝑠 :=

∏
𝑝𝑖 ∈P2_

𝑝
1−𝑏𝑖
𝑖

�̂�®𝑢 ←𝑊 𝑠
®𝑢

Sample 𝑟 ←$ {0, 1}∥𝑝∗ ∥+∥𝑢∗ ∥+_

𝑐𝑠,𝑟 ← Commck (𝑠, 𝑟 ;𝑜𝑠,𝑟 )

𝑅 ← �̂� 𝑟
®𝑢

𝜋3,�̂�®𝑢 , 𝑐𝑠,𝑟 , 𝑅

ℎ ←$ {0, 1}_

ℎ

𝑘 ← 𝑟 + (𝑠
∏
𝑖

𝑢𝑖 )ℎ

ℓ ←$P22_

ℓ

𝑄 ← 𝐴

⌊
𝑘
ℓ

⌋
, res← 𝑘 mod ℓ

𝜋2 ← cpΠmodarithm .Prv(crs2, 𝑐 ®𝑢 , 𝑐𝑠,𝑟 , ℎ, ℓ, res)

(𝑄, res), 𝜋2

Accept if all are true:

•𝑄 ∈ G? and res ∈ [0, ℓ − 1]

•𝑄ℓ�̂� res
®𝑢 = ˆ𝑎𝑐𝑐ℎ𝑅 and

• cpΠmodarithm .Vfy(crs2, 𝑐 ®𝑢 , 𝑐𝑠,𝑟 , ℎ, ℓ, res, 𝜋2) = 1

• cpΠbound .Vfy(crsbound, 𝑐 ®𝑢 , 𝑝2_, 𝜋3) = 1

Figure 9: Interactive version of our protocol for batch membership.
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To conclude the proof, (2, 𝑀)-special soundness implies knowledge-
soundness [3].

Zero-Knowledge: It comes directly from the standard rewinding-
simulation Σ-method and the use of the simulators of cpΠmodarithm

and cpΠbound. □

B.2 Security of the construction of section 5

We give a formal statement of the security of the scheme and then
give an overview of the security proof. The proof can be seen as a
simplification of the proof of theorem B.1.

Theorem B.2. Let 𝐻prime a hash-to-prime function modeled as
a random oracle, 𝐻DI be a division-intractable hash function and
cpΠmodarithm, cpΠ𝐻DI be secure CP-SNARKs. The construction in
fig. 4 for the relation �̃�insck is a succinct and knowledge-sound, under
the adaptive root assumption, CP-SNARK.

Succinctness: is inherited from the succinctness of cpΠmodarithm,
cpΠ𝐻DI and PoKE.

Knowledge-Soundness intuition: the extractor proceeds similarly
to a PoKE extractor, it rewinds the prover until it gets𝑀 = poly(_)
proofs {𝑄 (𝑖) , res (𝑖) , 𝜋 (𝑖)2 }𝑖∈[𝑀 ] and ℓ

(𝑖) such that each proof verifies,
𝑄 (𝑖)ℓ

(𝑖 )
accres

(𝑖 )
= acc′. For each proof it runs the corresponding

extractor cpΠmodarithm and gets a (common) ®𝑢 such that𝑢∗ = res (𝑖)

mod ℓ (𝑖) for each 𝑖 ∈ [𝑀]. As argued in the proof of theorem B.1
for a sufficiently large𝑀 > ∥𝑢∗∥/∥ℓ ∥ we get that acc𝑢

∗
= acc′. This

by using the CRT and a reduction to the adaptive root assumption
from [15].

To conclude the extraction we additionally need a single 𝜋3 and
run the extractor of cpΠ𝐻DI to get that 𝑢𝑖 = 𝐻DI (𝑥𝑖 ).

For the non-interactive version, security come directly from
the (tight) security of the Fiat-Shamir transformation for constant-
round protocols [4], in the random oracle model.

C EXTENDING OUR CP-SNARK FOR BATCH

MEMBERSHIP

C.1 Dealing with sets of arbitrary elements

The scheme described in the section 4works for sets whose elements
are suitably large prime numbers. Working with primes can be a
limitation in practical applications. Here we describe how to get rid
of this limitation and can support sets of arbitrary elements, such
as binary strings. The idea is common in previous work and is to
use a suitable collision-resistant hash function that maps arbitrary
strings to prime numbers. What is a bit more complicated in our
setting is that in order to prove membership of an arbitrary element,
we need to prove the mapping to a prime.

Thanks to the commit-and-prove modularity of our protocol
we can do this extension easily. This is the same idea used in [12].
Say that the prover holds a commitment 𝑐 to a vector of binary
strings (𝑢1, . . . , 𝑢𝑚). To prove the mapping the prover creates a
commitment 𝑐 to the primes (𝑢1, . . . , 𝑢𝑚) such that𝑢𝑖 = 𝐻prime (𝑢𝑖 ),
runs our CP-SNARK with 𝑐 and adds a proof 𝜋𝐻prime showing that
𝑐, 𝑐 commit to elements such that ∀𝑖 : 𝑢𝑖 = 𝐻prime (𝑢𝑖 ). The latter
proof can be generated via a CP-SNARK for this hashing relation.
In particular, although a computation of 𝐻prime involves several
computations of a collision resistant hash function until reaching

a prime, for the sake of proving one can use nondeterminism and
prove a single hash evaluation (see [12] for details).

C.2 Succinct batch proofs of non-membership

We observe that by using a CP-SNARK for batch membership it is
also possible to prove batch non-membership, if one accumulates
sets using an interval-based encoding. The idea is that the elements
of the set 𝑆 = {𝑥𝑖 }𝑖 are ordered, 𝑥1 < 𝑥2 < · · · < 𝑥𝑛 , and the
accumulator actually contains hashes of consecutive pairs 𝑢𝑖 =

𝐻 (𝑥𝑖−1, 𝑥𝑖 ). This way, proving that 𝑥 ∉ 𝑆 translates into proving
that there is an element 𝑢 𝑗 = 𝐻 (𝑥 𝑗−1, 𝑥 𝑗 ) in the accumulator such
that 𝑥 𝑗−1 < 𝑥 < 𝑥 𝑗 . The idea of interval-based non-membership
proofs was introduced by Buldas et al. in the context of Merkle trees
[19]. The drawback of thismethod is that it needs some coordination
in order to add the data to the accumulator in this structured form
and has an additional cost to the prover to prove the range. As
an alternative, we can also extend our technique of this section to
generate succinct zero-knowledge batch membership proofs for
generic RSA accumulators. The idea is to build a randomization
method for the batch non-membership witnesses of [15, 44] and
add a similar combination of a sigma protocol for its verification
together with a PoKE proof. We leave the formalization of this
extension to the full version of the paper.

D DECENTRALIZED IDENTITY (DID)

IMPLEMENTATION

Wenowgive further details regarding our application toDecentralized
Identity. While we focus and implement the specific scenario of
cars insurance, we remark that the same approach can be applicable
in other DID scenarios, such as financial instruments subscription
and loans.

D.1 Scenario overview

We assume a car insurance scenario to show an example of how
our approach can be used in a DID scenario. In many cases, a
person who wants to take out car insurance has to submit her
sensitive information such as health record, income, or diploma
since the insurance company computes a premium through those
information. We propose a privacy-preserving solution based on
zero-knowledge and that does not require sending any data in the
clear. In the remainder, we will denote by “attribute” the bits of
information that can be useful for computing the premium and
by “holder” the customer of the insurance (the one interested in
preserving their information).

At the high level we store the attributes in a public accumulators.
For privacy, we do not let the attributes in plain be the elements of
the accumulators. Instead, the accumulated set consists of hiding
commitments to the attributes (this commitment can be realized
as a randomized hashing-to-prime). The idea is that the holder
can compute her premium herself without revealing her attributes.
The accumulator can be thought of as a portfolio of the (private)
attributes of the holder. It gets updated with new credentials by
authorized issuers and maintained publicly (through a consensus
or a smart contract). When adding a new credential, the issuer
broadcasts a signed transaction consisting of a hiding commitment
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to a valid attribute of the holder. The holder is given access to the
commitment together with its opening.

Whenever necessary, the holder can compute the premium with
the attributes using a public formula and show in zero-knowledge
that the premium is computed correctly (we provide an example in
appendix D.2. To do that, the holder does roughly the following: she
generates a fresh Pedersen commitment cmbatch to the attributes of
interest, then it produces a batch membership proof showing that
1) the freshly committed cmbatch actually contains members of the
accumulator, 2) the computed premium is correctly computed with
the attributes. At last, the verifier validates the batch membership
proof with the accumulator in the network. In the description
above we ignored for simplicity the fact that the elements in the
accumulators are actually commitments themselves. The Pedersen
commitment cmbatch should then actually be a commitment to
commitments. The proof system should then show, besidesmembership,
that the opening of these commitments (the elements in the set)
satisfy the required premium relation.We stress that our implementation
and evaluation do account for this.

D.2 Formula for computing insurance

premium

We assume that 16 attributes are required to compute a premium of
a single holder, and thus the holder has 16 commitments to these
credentials, one for each attribute. In our benchmark we consider
both 16 and 64 as the batch size. The former corresponds to the
case of a single holder making a proof for her own premium; the
latter corresponds to the case of a user generating a proof for 4
insurance premiums, a use case which plausibly applies to a family’s
or company’s group subscription. The 16 attributes (𝑎𝑖 ) and their
weight (𝑤𝑖 ) to compute the premium are as follows. Our attributes
are variations from real world settings [2].

Attributes:

• 𝑎0 : Driving history(date of license acquisition)
• 𝑎1 : Married or single
• 𝑎2 : Having a child or not
• 𝑎3 : Completing a safe driving education
• 𝑎4 : Driver’s age
• 𝑎5 : Driver’s diploma(engineer)
• 𝑎6 : Residential area
• 𝑎7 : Income
• 𝑎8 : Credit score
• 𝑎9 : Driving habit(average driving hour per day)
• 𝑎10 : 1-year recent accident record
• 𝑎11 : 1 ∼ 5 year recent accident record
• 𝑎12 : penalty point record
• 𝑎13 : Specialized job
• 𝑎14 : property
• 𝑎15 : Health record(number of family history like acute

myocardial infraction).
Weights (they are such that [𝑤𝑖 ]15

𝑖=0 = 0):
• 𝑤0 : if 𝑎0 < 3 , then 𝑤0 = 600, else if 3 ≤ 𝑎0 < 10, then

𝑤0 = 300, else if 𝑎0 ≥ 10, then𝑤0 = −200.
• 𝑤1 : if 𝑎1 = 1,(holder is married), then𝑤1 = −120.
• 𝑤2 : if 𝑎2 = 1, (holder has child), then𝑤2 = −120.

• 𝑤3 : if 𝑎3 = 1, (holder completed training), then𝑤3 = −200
• 𝑤4 : if 20 ≤ 𝑎4 < 30 or 50 ≤ 𝑎4 < 60, then𝑤4 = 0.02, else if

30 ≤ 𝑎4 < 40, then𝑤4 = 0, else if 𝑎4 ≥ 60, then𝑤4 = 0.05.
• 𝑤5 : if 𝑎5 = 1, (holder has engineer diploma) then 𝑤5 =

−150.
• 𝑤6 : if 𝑎6 = 0, (holder resides where the traffic accident

rate is low), then𝑤6 = −200, else if 𝑎6 = 1 (holder resides
where the traffic accident rate is high), then𝑤6 = 200.
• 𝑤7 : if 𝑎7 < 35000, then 𝑤7 = 350, else if 35000 ≤ 𝑎7 <

65000, then 𝑤7 = 200, else if 65000 ≤ 𝑎7 < 100000, then
𝑤7 = 100.
• 𝑤8 : if 𝑎8 = 1 (credit score is medium), then𝑤8 = 100, else

if 𝑎8 = 2 (credit score is low), then𝑤8 = 150.
• 𝑤9 : if 𝑎9 < 2, then𝑤9 = −200, 𝑎9 > 4, then𝑤9 = 150.
• 𝑤10 : if 𝑎10 = 0,𝑤10 = −150, else𝑤10 = 𝑎10 ∗ 0.01.
• 𝑤11 :𝑤11 = 𝑎11 ∗ 100.
• 𝑤12 :𝑤12 = 𝑎12 ∗ 10.
• 𝑤13 : if 𝑎13 = 1, then𝑤13 = −200.
• 𝑤14 : if 𝑎14 < 50000, then 𝑤14 = 500, if 50000 ≤ 𝑎14 <

100000, then 𝑤14 = 300, if 100000 ≤ 𝑎14 < 300000, then
𝑤14 = 200, and if 300000 ≤ 𝑎14 < 500000, then𝑤14 = 100.
• 𝑤15 :𝑤15 = 𝑎15 ∗ 500.

Formula to compute premium (Basic fee=1800 USD):
If𝑤10 = −150, then:

𝑝𝑟𝑒𝑚𝑖𝑢𝑚 = (1800 + Σ𝑖∈[0,16]−{4,10}𝑤𝑖 ) ∗ (1 +𝑤4 +𝑤10)
otherwise:

𝑝𝑟𝑒𝑚𝑖𝑢𝑚 = (1800 + Σ𝑖∈[0,16]−{4}𝑤𝑖 ) ∗ (1 +𝑤4).
Example Assume that the holder has the following attributes:
[𝑎0 = 20], [𝑎1 = 1], [𝑎2 = 1], [𝑎3 = 1], [𝑎4 = 49], [𝑎5 = 1], [𝑎6 = 0],
[𝑎7 = 70000], [𝑎8 = 0], [𝑎9 = 3], [𝑎10 = 1], [𝑎11 = 1], [𝑎12 = 0],

[𝑎13 = 0], [𝑎14 = 300000], [𝑎15 = 0].
Then, the premium must be 1121.1(USD) and the prover shows that
the formulas above lead to this premium.
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