
Degree-2 Secret Sharing and Conditional
Disclosure of Secrets?

Amos Beimel1, Hussien Othman1, and Naty Peter2

1 Ben-Gurion University of the Negev, Be’er-Sheva, Israel
{amos.beimel,hussien.othman}@gmail.com

2 Tel-Aviv University, Tel-Aviv, Israel
natypeter@mail.tau.ac.il

Abstract. There is a huge gap between the upper and lower bounds
on the share size of secret-sharing schemes for arbitrary n-party access
structures, and consistent with our current knowledge the optimal share
size can be anywhere between polynomial in n and exponential in n. For
linear secret-sharing schemes, we know that the share size for almost all
n-party access structures must be exponential in n. Furthermore, most
constructions of efficient secret-sharing schemes are linear. We would
like to study larger classes of secret-sharing schemes with two goals.
On one hand, we want to prove lower bounds for larger classes of secret-
sharing schemes, possibly shedding some light on the share size of general
secret-sharing schemes. On the other hand, we want to construct efficient
secret-sharing schemes for access structures that do not have efficient lin-
ear secret-sharing schemes. Given this motivation, Paskin-Cherniavsky
and Radune (ITC’20) defined and studied a new class of secret-sharing
schemes in which the shares are generated by applying (low-degree) poly-
nomials to the secret and some random field elements. The special case
d = 1 corresponds to linear and multi-linear secret sharing schemes.
We define and study two additional classes of polynomial secret-sharing
schemes: (1) schemes in which for every authorized set the reconstruc-
tion of the secret is done using polynomials and (2) schemes in which
both sharing and reconstruction are done by polynomials. For linear
secret-sharing schemes, schemes with linear sharing and schemes with
linear reconstruction are equivalent. We give evidence that for polyno-
mial secret-sharing schemes, schemes with polynomial sharing are proba-
bly stronger than schemes with polynomial reconstruction. We also prove
lower bounds on the share size for schemes with polynomial reconstruc-
tion. On the positive side, we provide constructions of secret-sharing
schemes and conditional disclosure of secrets (CDS) protocols with poly-
nomials of degree-2 sharing and reconstruction. We extend a construction
of Liu et al. (CRYPTO’17) and construct a degree-2 k-server CDS pro-
tocols for a function f : [N ]k → {0, 1} with message size O(N (k−1)/3).
We also show how to transform our degree-2 k-server CDS protocol to
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a robust CDS protocol, and use the robust CDS protocol to construct
degree-2 secret-sharing schemes for arbitrary access structures with share
size O(20.716n); this is better than the best known share size of O(20.762n)
for linear secret-sharing schemes and worse than the best known share
size of O(20.637n) for general secret-sharing schemes.

1 Introduction

A secret-sharing scheme is a cryptographic tool that enables a dealer holding a
secret to share it among a set of parties such that only some predefined subsets of
the parties (called authorized sets) can learn the secret and all the other subsets
cannot get any information about the secret. The collection of authorized sets is
called an access structure. These schemes were presented by Shamir [41], Blak-
ley [19], and Ito, Saito, and Nishizeky [29] for secure storage. Nowadays, secret-
sharing schemes are used in many cryptographic tasks, see, e.g., [12] for a list of
applications. There are many constructions of secret-sharing schemes for specific
families of access structures that have short shares, e.g., [29,17,21,30,18,15,42].
However, in the best known secret-sharing schemes for general n-party access
structures [33,5] the share size is exponential in n, resulting in impractical secret-
sharing schemes. In contrast, the best known lower bound on the share size for
some n-party access structure is Ω(n/ log n) [23,22]. There is a huge gap between
the upper bounds and lower bounds, and in spite of active research for more than
30 years, we lack understanding of the share size.

One of the directions to gain some understanding on the share size is to
study a sub-class of secret-sharing schemes. Specifically, the class of linear secret-
sharing schemes was studied in many papers, e.g., [21,30,14,11,10,25,26,39]. In
these schemes the sharing applies a linear mapping on the secret and some ran-
dom field elements to generate the shares. For linear secret-sharing schemes there
are strong lower bounds, i.e., in linear secret-sharing schemes almost all n-party
access structures require shares of size at least 20.5n−o(n) [10] and there exists an
explicit n-party access structures require shares of size at least 2Ω(n) [40,38,39]. It
is an important question to extend these lower bounds to other classes of secret-
sharing schemes. Furthermore, we would like to construct efficient secret-sharing
schemes (i.e., schemes with small share size) for a richer class of access struc-
tures than the access structures that have efficient linear secret-sharing schemes
(which by [30] coincide with the access structures that have a small monotone
span program). Currently, only few such constructions are known [15,42].3 Study-
ing broader classes of secret-sharing schemes will hopefully result in efficient
schemes for more access structures and will develop new techniques for construct-
ing non-linear secret-sharing schemes. In a recent work, Paskin-Cherniavsky and
Radune [36] perused these directions – they defined and studied a new class
of secret-sharing schemes, called polynomial secret-sharing schemes, in which
the sharing algorithm applies (low-degree) polynomials on the secret and some
random field elements to generate the shares.

3 In [42] they construct efficient secret-sharing schemes for access structures that cor-
respond to languages that have statistical zero-knowledge proofs with log-space ver-
ifiers and simulators.
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In this paper, we broaden the study of polynomial secret-sharing schemes and
define and study two additional classes of polynomial secret-sharing schemes –
(1) schemes in which the reconstruction algorithm, which computes the secret
from the shares of parties of an authorized set, is done by polynomials, and (2)
schemes in which both sharing and reconstruction algorithms are done by ap-
plying polynomials. We prove lower bounds for schemes of the first type (hence
also for schemes of the second type). We then focus on degree-2 secret-sharing
schemes (i.e., schemes in which the sharing and reconstruction are done by poly-
nomials of degree-2), and provide constructions of such schemes that are more
efficient than linear secret-sharing schemes. Thus, we show that considering the
wider class of polynomial secret-sharing schemes gives rise to better schemes
than linear schemes.

As part of our results , we construct conditional disclosure of secrets (CDS)
protocols, introduced in [28]. In a k-server CDS protocol for a Boolean function
f : [N ]k → {0, 1}, there is a set of k servers that holds a secret s and share a
common randomness. In addition, each server Qi holds a private input xi ∈ [N ].
Each server sends one message such that a referee, who knows their private inputs
but nothing more, learns the secret s if f(x1, . . . , xk) = 1 and learns nothing
otherwise. CDS protocols have been used recently in [33,4,5] to construct the
best known secret-sharing schemes for arbitrary access structures. Continuing
this line of research, we construct degree-2 k-server CDS protocols and use them
to construct degree-2 secret-sharing schemes for arbitrary access structures that
are more efficient than the best known linear secret-sharing schemes.

1.1 Our Contributions and Techniques

Polynomial Sharing vs. Polynomial Reconstruction. Our conceptional contribu-
tion is the distinction between three types of polynomial secret-sharing schemes:
schemes with polynomial sharing (defined in [36]), schemes with polynomial re-
construction, and schemes in which both sharing and reconstruction are done
by polynomials. For linear secret-sharing schemes (in which the secret contains
one field element) these notions are equivalent [30,11]. In Appendix B, we extend
this equivalence to multi-linear secret-sharing schemes (i.e., schemes in which the
secret can contain more than one filed element). In Section 3.1, we give evidence
that such equivalence does not hold for polynomial secret-sharing schemes. We
show that a small variation of a secret-sharing scheme of [15] for the quadratic
non-residuosity modulo a prime access structure has an efficient secret-sharing
scheme with degree-3 sharing.4 Following [15], we conjecture that the quadratic
non-residuosity modulo a prime is not in NC (the class of problems that have
a sequence of circuits of polynomial size and poly-logarithmic depth). By our
discussion in Remark 4.6, every sequence of access structures that has efficient
secret-sharing schemes with polynomial reconstruction is in NC. Thus, under
the conjecture about quadratic non-residuosity modulo a prime problem, we get
the desired separation.

4 We present it as a CDS protocol for the quadratic non-residuosity function. Using
known equivalence, this implies a secret-sharing scheme, as in [15].
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Lower bounds for Secret-Sharing Schemes with Degree-d Reconstruction. In Sec-
tion 4, we show lower bounds for secret-sharing schemes with degree-d recon-
struction. Using a result of [32], we show a lower bound of Ω(2n/(d+1)) for sharing
one-bit secrets. We also show that every secret-sharing scheme with degree-d re-
construction and share size c can be converted to a multi-linear secret-sharing
scheme with share size O(cd) (with the same domain of secrets). Using a lower
bound on the share size of linear secret-sharing schemes over any finite field
from [39], we obtain that there exists an explicit access structure such that for
every finite field F it requires shares of size 2Ω(n/d) log |F| in every secret-sharing
schemes over F with degree-d reconstruction. Furthermore, this transformation
implies that every sequence of access structures that have efficient secret-sharing
schemes with degree-d reconstruction for a constant d is in NC.

Degree-2 Multi-Server Conditional Disclosure of Secrets Protocols. Liu et al. [34]
constructed a degree-2 two-server CDS protocol for any function f : [N ]2 →
{0, 1} with message size O(N1/3). In Section 5, we construct degree-2 k-server

CDS protocols with message size O(N
k−1
3 ). By our lower bounds from Section 4,

this is the optimal message size for degree-2 CDS protocols. Our construction
uses the two-server CDS protocol of [34] (denoted PLVW) to construct the k-
server CDS protocol. Specifically, the k servers Q1, . . . , Qk simulate the 2 servers
in the CDS protocol PLVW, where Q1 simulates the first server in PLVW and
servers Q2, . . . , Qk simulate the second server in PLVW.

Degree-2 Multi-Server Robust Conditional Disclosure of Secrets Protocols. In a
t-robust CDS protocol (denoted t-RCDS protocol), each server can send up to t
messages for different t inputs using the same shared randomness such that the
security is not violated if the value of the function f is 0 for all combinations of
inputs. RCDS protocols were defined in [5] and were used to construct secret-
sharing schemes for arbitrary access structures. Applebaum et al. [5] showed
a general transformation from CDS protocol to RCDS protocol. Using their

transformation as is, we get an RCDS protocol with message size Õ(N
k−1
3 tk−1),

which is not useful for constructing improved secret-sharing schemes (compared
to the best known linear schemes). In Section 6, we show that with a careful
analysis that exploits the structure of our degree-2 k-server CDS protocol, we

can get an improved message size of Õ(N
k−1
3 t

2(k−1)
3 +1).

Degree-2 Secret-Sharing Schemes for Arbitrary Access Structures and Almost All
Access Structures. Applebaum et al. [5] showed a transformation from k-server
RCDS protocols to secret-sharing schemes for arbitrary access structures. Using
this transformation, they achieved a linear secret-sharing scheme for arbitrary
access structures with share size 20.762n+o(n). In Section 7, we plug our degree-2
k-server RCDS protocol in the transformation of [5] and get a degree-2 secret-
sharing scheme for arbitrary access structures with share size 20.716n+o(n). This
should be compared to the best known general secret-sharing scheme for arbi-
trary access structures, given in [5], that has share size 20.637n+o(n).

Beimel and Farràs [13] proved that for almost all access structures, there is a

secret-sharing scheme for one-bit secrets with shares of size 2Õ(
√
n) and a linear
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secret-sharing scheme with shares of size 2n/2+o(n). By a lower bound of [10] this
share size is tight for linear secret-sharing schemes. In Section 7, we follow the
construction of secret-sharing schemes for almost all access structures of [13].
Plugging our degree-2 k-server CDS protocol in the construction of [13], we get
that for almost all access structures there is a degree-2 secret-sharing scheme
for sharing one-bit secrets with shares of size 2n/3+o(n). This proves a separation
between degree-2 secret-sharing schemes and linear schemes for almost all access
structures.

Degree-2 Two-Server Robust CDS Protocols. Motivated by the interesting ap-
plication of RCDS protocols for constructing secret-sharing schemes, we inves-
tigate degree-2 two-server RCDS protocols. In Section 8, we show how to trans-
form the degree-2 two-server CDS protocol of [34] to an RCDS protocol that

is N1/3-robust for one server while maintaining the Õ(N1/3) message size. In
comparison, the degree-2 two-server N1/3-RCDS protocol of Section 6 has mes-
sage size Õ(N8/9), however, it is robust for both servers. This transformation
is non-black-box, and uses polynomials of degree t to mask messages, such that
the masks of every messages of t inputs are uniformly distributed.

1.2 Open Questions

Next, we mention a few open problems arising from this paper. We show non-
trivial lower bounds for secret-sharing schemes with degree-d reconstruction.
In [36], they ask the analogous question:

Question 1.1. Prove lower bounds on the share size of secret-sharing schemes
with degree-d sharing.

We show a construction with degree-3 sharing that under a plausible con-
jecture does not have degree-3 reconstruction. We would like to prove such a
separations without any assumptions.

Question 1.2. Prove (unconditionally) that there is some access structure that
has an efficient secret-sharing scheme with polynomial sharing but does not have
efficient secret-sharing scheme with polynomial reconstruction. Are there access
structures that have an efficient secret-sharing scheme with polynomial recon-
struction (of non-constant degree) but do not have an efficient secret-sharing
scheme with polynomial sharing?

We construct degree-2 CDS protocols and secret-sharing schemes for arbi-
trary access structures. For degree-2 CDS protocols we prove a matching lower
bound on the message size. However, for larger values of d, the lower bound on
the message size of degree-d CDS protocol is smaller.

Question 1.3. Are there degree-d CDS protocols with smaller message size than
the message size of degree-2 CDS protocols? Are there degree-d secret-sharing
schemes that are more efficient than degree-2 secret-sharing schemes?

Perhaps the most important question is to construct efficient secret-sharing
schemes for a wide class of access structures.
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Question 1.4. Construct efficient degree-d secret-sharing schemes for a larger
class of access structures than the access structures that have efficient linear
secret-sharing schemes.

1.3 Additional Related Works

Conditional Disclosure of Secrets (CDS) Protocols. Conditional disclosure of
secrets (CDS) protocols were first define by Gertner et al. [28]. The motiva-
tion for this definition was to construct private information retrieval proto-
cols. CDS protocols were used in many cryptographic applications, such as
attribute based encryption [27,9,43], priced oblivious transfer [1], and secret-
sharing schemes [33,16,4,5,13].

Liu et al. [34] showed two constructions of two-server CDS protocols. In their
first construction, which is most relevant to our work, they constructed a degree-
2 two-server CDS protocol for any Boolean function f : [N ]2 → {0, 1} with
message size O(N1/3). In their second construction, which is non-polynomial,

they constructed a two-server CDS protocol with message size 2O(
√
logN log logN).

Applebaum and Arkis [2] (improving on [3]) have shown that for long secrets, i.e.,

secrets of size Θ(2N
2

), there is a two-server CDS protocol (for such long secrets)
in which the message size is 3 times the size of the secret. There are also several
constructions of multi-server CDS protocols. Liu et al. [35] constructed a k-

server CDS protocol (for one-bit secrets) with message size 2Õ(
√
k logN). Beimel

and Peter [16] and Liu et al. [35] constructed a linear k-server CDS protocol

(for one-bit secrets) with message size O(N
k−1
2 ); by [16], this bound is optimal

(up to a factor of k). When we have long secrets, i.e., secrets of size Θ(2N
k

),
Applebaum and Arkis [2] showed that there is a k-server CDS protocol (for such
long secrets) in which the message size is 4 times the size of the secret. Gay
et al. [27] proved a lower bound of Ω(log logN) on the message size of two-
server CDS protocols and a lower bound of Ω(

√
logN) on the message size of

linear two-server CDS protocols. Applebaum et al. [3], Applebaum et al. [7], and
Applebaum and Vasudevan [8] proved a lower bound of Ω(logN) on the message
size of two-server CDS protocols.

Polynomial Secret-Sharing Schemes. Paskin-Cherniavsky and Radune [36] pre-
sented the model of secret-sharing schemes with polynomial sharing, in which
the sharing is a polynomial of low (constant) degree and the reconstruction can
be any function. They showed limitations of various sub-classes of secret-sharing
schemes with polynomial sharing. Specifically, they showed that the subclass of
schemes for which the sharing is linear in the randomness (and the secret can
be with any degree) is equivalent to multi-linear schemes up to a multiplication
factor of O(n) in the share size. This implies that schemes in this subclass cannot
significantly reduce the known share size of multi-linear schemes. In addition,
they showed that the subclass of schemes over finite fields with odd character-
istic, such that the degree of the randomness in the sharing function is exactly
2 or 0 in any monomial of the polynomial, can efficiently realize only access
structures whose all minimal authorized sets are singletons. They also studied
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the randomness complexity of schemes with polynomial sharing. They showed
an exponential upper bound on the randomness complexity (as a function of the
share size). This is in contrast to linear and multi-linear schemes, for which we
have a linear upper bound on the randomness complexity.

2 Preliminaries

In this section we define secret-sharing schemes, conditional disclosure of secrets,
and robust conditional disclosure of secrets.

Notations. We say that two probability distributions Y1,Y2 over domain X
are identical, and denote Y1 ≡ Y2, if Y1(x) = Y2(x) for every x ∈ X . We denote

by
(
N
[m]

)
the set of all subsets of N of size m. We denote by Õ the O notation

with ignoring poly-logarithmic factors.

Secret Sharing. We start by presenting the definition of secret-sharing schemes.

Definition 2.1 (Access Structures). Let P = {P1, . . . , Pn} be a set of par-
ties. A collection Γ ⊆ 2P is monotone if B ∈ Γ and B ⊆ C imply that C ∈ Γ .
An access structure is a monotone collection Γ ⊆ 2P of non-empty subsets of
P . Sets in Γ are called authorized, and sets not in Γ are called unauthorized.

Definition 2.2 (Secret-Sharing Schemes). A secret-sharing scheme Π with
domain of secrets S is a mapping from S ×R, where R is some finite set called
the set of random strings, to a set of n-tuples S1×S2×· · ·×Sn, where Sj is called
the domain of shares of Pj. A dealer distributes a secret s ∈ S according to Π
by first sampling a random string r ∈ R with uniform distribution, computing a
vector of shares Π(s, r) = (s1, . . . , sn), and privately communicating each share
sj to party Pj. For a set A ⊆ P , we denote ΠA(s, r) as the restriction of Π(s, r)
to its A-entries (i.e., the shares of the parties in A).

Given a secret-sharing scheme Π, define the size of the secret as log |S|, the
share size of party Pj as log |Sj | and the total share size as

∑n
j=1 log |Sj |.

Let S be a finite set of secrets, where |S| ≥ 2. A secret-sharing scheme Π
with domain of secrets S realizes an access structure Γ if the following two
requirements hold:
Correctness. The secret s can be reconstructed by any authorized set of par-
ties. That is, for any set B = {Pi1 , . . . , Pi|B|} ∈ Γ there exists a reconstruction
function ReconB : Si1 × · · · × Si|B| → S such that for every secret s ∈ S and

every random string r ∈ R, ReconB (ΠB(s, r)) = s.
Security. Every unauthorized set cannot learn anything about the secret from
its shares. Formally, for any set T = {Pi1 , . . . , Pi|T |} /∈ Γ , every pair of secrets

s, s′ ∈ S, and every vector of shares (si1 , . . . , si|T |) ∈ Si1 × · · · × Si|T | , it holds

that ΠT (s, r) ≡ ΠT (s′, r), where the probability distributions are over the choice
of r from R with uniform distribution.

The scheme Π is a linear secret-sharing scheme over a finite field F if S = F
and there are integers `, `r, `1, . . . , `n such that R = F`r , Si = F`i for i ∈ [n],
and the share generation function Π : F`r+1 → S1×· · ·×Sn is a linear mapping
over F.
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Linear-sharing secret-sharing schemes are equivalent to secret-sharing
schemes with linear reconstruction as shown by [30,11].

Claim 2.3 ([30,11]). A secret-sharing scheme Π is linear if and only if for
every authorized set B the reconstruction function ReconB is a linear mapping.

Definition 2.4 (Threshold Secret-Sharing Schemes). Let Π be a secret-
sharing scheme on a set of n parties P . We say that Π is a t-out-of-n secret-
sharing scheme if it realizes the access structure Γt,n = {A ⊆ P : |A| ≥ t}.

Conditional Disclosure of Secrets. Next, we define k-server conditional disclosure
of secrets (CDS) protocols, first presented in [28]. We consider a model where k
servers Q1, . . . , Qk hold a secret s and a common random string r; every server Qi
holds an input xi for some k-input function f . In addition, there is a referee that
holds x1, . . . , xk but does not know s and r. In a CDS protocol for f , for every
i ∈ [k], server Qi sends a message to the referee, based on r, s, and xi; the server
does not see neither the inputs of the other servers nor their messages when
computing its message. The requirements are that the referee can reconstruct
the secret s if f(x1, . . . , xk) = 1, and it cannot learn any information about the
secret s if f(x1, . . . , xk) = 0.

Definition 2.5 (Conditional disclosure of secrets protocols). Let f :
X1 × · · · × Xk → {0, 1} be a k-input function. A k-server CDS protocol P
for f , with domain of secrets S, domain of common random strings R, and
finite message domains M1, . . . ,Mk, consists of k message computation functions
Enc1, . . . ,Enck, where Enci : Xi×S ×R→Mi for every i ∈ [k]. For an input
x = (x1, . . . , xk) ∈ X1 × · · · × Xk, secret s ∈ S, and randomness r ∈ R, we
let Enc(x, s, r) = (Enc1(x1, s, r), . . . ,Enck(xk, s, r)). We say that a protocol P
is a CDS protocol for f if it satisfies the following properties: (1) Correctness:
There is a deterministic reconstruction function Dec : X1 × · · · × Xk ×M1 ×
· · · ×Mk → S such that for every input x = (x1, . . . , xk) ∈ X1 × · · · × Xk for
which f(x1, . . . , xk) = 1, every secret s ∈ S, and every common random string
r ∈ R, it holds that Dec(x,Enc(x, s, r)) = s. (2) Security: For every input
x = (x1, . . . , xk) ∈ X1 × · · · × Xk for which f(x1, . . . , xk) = 0 and every pair
of secrets s, s′ ∈ S it holds that Enc(x, s, r) ≡ Enc(x, s′, r), where r is
sampled uniformly from R.

The message size of a CDS protocol P is defined as the size of the largest
message sent by the servers, i.e., max1≤i≤k log |Mi|. A protocol P is a linear
CDS protocol over a finite field F if for some integers `, `1, . . . , `k ≥ 1, S =
F, R = F`, Mi = F`i for 1 ≤ ` ≤ k, and the message computation function
Enci : F`+1 → Mi is a linear function over F for every i ∈ [k]. In two-server
CDS protocols, we sometimes refer to the servers as Alice and Bob (instead of
Q1, Q2, respectively).

Definition 2.6 (The predicate INDEXk
N). We define the k-input function

INDEXk
N : {0, 1}Nk−1 × [N ]k−1 → {0, 1} where for every D ∈ {0, 1}Nk−1

(an N
dimensional array called the database) and every i2, . . . , ik ∈ [N ]k−1 (called the

index), INDEXk
N (D, i2, . . . , ik) = Di2,...,ik .
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Observation 2.7 ([27]). If there is a CDS protocol for INDEXk
N with mes-

sage size M , then for every f : [N ]k → {0, 1} there is a CDS protocol with
message size M . We obtain the CDS protocol for f in the following way: server
Q1 constructs a database Di2,...,ik = f(x1, i2, . . . , ik) and Q2, . . . , Qk−1 treat
their inputs i2, . . . , ik ∈ [N ]k−1 as the index, and execute the CDS protocol for

INDEXk
N (D, i2, . . . , ik) = f(x1, i2, . . . , ik).

Robust Conditional Disclosure of Secrets. In the definition of CDS protocols
(Definition 2.5), if a server sends messages of different inputs with the same
randomness, then the privacy is not guaranteed and the referee can possibly learn
information on the secret. In [5], the notion of robust CDS (RCDS) protocols
was presented. In RCDS protocols, the privacy is guaranteed even if the referee
receives messages of different inputs with the same randomness. Next we define
the notion of t-RCDS protocols.

Definition 2.8 (Zero sets). Let f : X1 ×X2 × · · · ×Xk → {0, 1} be a k-input
function. We say that a set of inputs Z ⊆ X1 × X2 · · · ×Xk is a zero set of f
if f(x) = 0 for every x ∈ Z. For sets Z1, . . . , Zk, we denote ENCi(Zi, s, r) ≡
(ENCi(xi, s, r))xi∈Zi and

ENC(Z1 × Z2 · · · × Zk, s, r) = (ENC1(Z1, s, r), . . . , ENCk(Zk, s, r)).

Definition 2.9 (t-RCDS protocols). Let P be a k-server CDS protocol for
a k-input function f : X1×X2×· · ·×Xk → {0, 1} and Z = Z1×Z2×· · ·×Zk ⊆
X1×X2×· · ·×Xk be a zero set of f . We say that P is robust for the set Z if for
every pair of secrets s, s′ ∈ S, it holds that ENC(Z, s, r) and ENC(Z, s′, r) are
identically distributed. Let t1, . . . , tk be integers. We say that P is a (t1, . . . , tk)-
RCDS protocol if it is robust for every zero set Z1 × Z2 × · · · × Zk such that
|Zi| ≤ ti for every i ∈ [k] and it is t-RCDS protocol if it is (t, . . . , t)-robust.

3 Degree-d Secret Sharing and CDS

In [36], polynomial secret-sharing schemes are defined as secret-sharing schemes
in which the sharing function can be computed by polynomial of low degree. In
this paper, we define secret-sharing schemes with polynomial reconstruction and
secret-sharing schemes with both polynomial sharing and reconstruction.

Definition 3.1 (Degree of polynomial). The degree of each multivariate
monomial is the sum of the degree of all its variables; the degree of a polynomial
is the maximal degree of its monomials.

Definition 3.2 (Degree-d mapping over F). A function f : F` → Fm
can be computed by degree-d polynomials over F if there are m polyno-
mials Q1, . . . , Qm : F` → F of degree at most d s.t. f(x1, . . . , x`) =
(Q1(x1, . . . , x`), . . . , Qm(x1, . . . , x`)) .

A secret-sharing scheme has a polynomial sharing if the mapping that the
dealer uses to generate the shares given to the parties can be computed by
polynomials, as we formalize at the following definition.
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Definition 3.3 (Secret-Sharing Schemes with Degree-d Sharing [36]).
Let Π be a secret-sharing scheme with domain of secrets S. We say that
the scheme Π has degree-d sharing over a finite field F if there are integers
`, `r, `1, . . . , `n such that S = F`, R = F`r , Si = F`i for i ∈ [n], and Π can be
computed by degree-d polynomials over F.

A secret-sharing scheme has a polynomial reconstruction if for every autho-
rized set the mapping that the set uses to reconstruct the secret from its shares
can be computed by polynomials.

Definition 3.4 (Secret-Sharing Schemes with Degree-d Reconstruc-
tion). Let Π be a secret-sharing scheme with domain of secrets S. We say
that the scheme Π has a degree-d reconstruction over a finite field F if if there
are integers `, `r, `1, . . . , `n such that S = F`, R = F`r , Si = F`i for i ∈ [n], and
the reconstruction function of the secret ReconB can be computed by degree-d
polynomials over F for every B ∈ Γ .

Definition 3.5 (Degree-d Secret-Sharing Scheme). A secret-secret sharing
scheme Π is degree-d secret-sharing scheme if it has degree-d sharing and degree-
d reconstruction over F.

Definition 3.6 (CDS protocol with Degree-d Encoding). A CDS protocol
P has a degree-d encoding over a finite field F if for some integers `, `1, . . . , `k ≥
1,S = F, R = F`,Mi = F`i for 1 ≤ i ≤ k and for every i ∈ [k] the function
Enci : F`+1 →Mi can be computed by degree-d polynomials over F.

Definition 3.7 (CDS protocol with Degree-d Decoding). A CDS protocol
P has a degree-d decoding over a finite field F if for some integers `, `1, . . . , `k ≥
1, S = F, R = F`, Mi = F`i for 1 ≤ ` ≤ k, and for every inputs x1, . . . , xk the
function Dec(x1, . . . , xk, ·, . . . , ·) can be computed by degree-d polynomials over
F in (Mi,j)1≤i≤k,1≤j≤`i .

Note that in Definition 3.7, the polynomials computing the decoding function
can be different for every input x.

Definition 3.8 (Degree-d CDS protocol). A CDS protocol P is a degree-d
CDS protocol if it is with degree-d encoding and degree-d decoding.

Let A = {An}n∈N be a family of access structures, where An is an n-party
access structure. We say informally that A can be realized by polynomial secret-
sharing schemes if it can be realized by degree-f(n) secret-sharing schemes where
f(n) is a constant or relatively small function, i.e., log n.

Remark 3.9. Observe that for every finite field, every function can be computed
by a polynomial (with high degree). Therefore, every access structure can be
realized by a secret-sharing scheme with polynomial reconstruction of high de-
gree. This is not true for sharing since we require that the polynomial sharing
uses uniformly distributed random elements of the field. However, by relaxing
correctness and security, we can also get statistical secret-sharing scheme with
polynomial sharing of high degree (by sampling many field elements and con-
structing a distribution that is close to uniform on the set R of random strings
of the secret-sharing scheme).
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By generalizing Claim 2.3, it is easy to prove that degree-1 (multi-linear)
secret-sharing schemes are equivalent to secret-sharing schemes with degree-1
reconstruction. See Appendix B.

3.1 CDS with Degree-3 Encoding for the Non-Quadratic Residues
Function

In this section we show an example of a function that can be realized by an
efficient CDS protocol with degree-3 encoding, but, under the assumption that
the quadratic residue modulo prime problem is not in NC, it does not have
an efficient CDS protocol with degree-d decoding (for any constant d). Our
construction is built upon [15] where they construct an efficient non-linear secret-
sharing scheme for an access structure that corresponds to the quadratic residue
function. In the construction of [15], the random string is not uniform distributed
in the field (as we require from CDS protocols with polynomial encoding). In
the following construction, in order to get a degree-d encoding, we choose the
random string uniformly, resulting in a small error in the correctness.

The quadratic residue modulo a prime problem. For a prime p, let QRp = {a ∈
{1, . . . , p− 1} : ∃b ∈ {1, . . . , p− 1} a ≡ b2 (mod p)}. The quadratic residue mod-
ulo a prime problem is given p, a, where p is a prime, and outputs 1 if and only
if a ∈ QRp. All the known algorithms for the quadratic residue modulo prime
problem are sequential and it is not not known if efficient parallel algorithms
for this problem exist. The known algorithms are of two types; the first type
requires computing a modular exponentiation and the second requires comput-
ing gcd. Therefore, the problem is related to modular exponentiation and gcd
problems, and thus according to the current state of the art, it is reasonable to
assume that the problem is not in NC (see [15] for more details).

We define, for a prime p and k = blog pc−1, the function fNQRPp : {0, 1}k →
{0, 1} such that fNQRPp(x1, . . . , xk) = 1 if (1 +

∑k
i=1 2ixi) mod p 6∈ QRp and

0 otherwise.5 The function fNQRPp is realized by the CDS protocol depicted
in Fig. 1. This protocol has perfect privacy, however, it has a one side error in
correctness of 1/p. Repeating this protocol t times will result in a protocol with
error O(1/pt).

Lemma 3.10. For every t, there is a k-server CDS protocol with degree-3 en-
coding over Fp for the function fNQRPp with an error in correctness of 1/pt and

message size of O(t log p).

Proof. We prove the correctness and security of the CDS protocol described in
Fig. 1.

5 We add 1 to the input to avoid the input 0, which is neither a quadratic residue nor
a quadratic non residue.
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Correctness. Assuming r 6= 0, then it is easy to observe that when s = 0 the
sum of the messages the referee gets is r2 mod p and when s = 1 the sum is

r2(1 +
∑k
i=1 2ixi) mod p. Therefore, when fNQRPp(x1, . . . , xk) = 1, s = 1 iff the

sum of the messages is not in QRp. The referee can reconstruct the secret when
the random element r is in Fp \ {0}, thus the referee can reconstruct the secret
with probability 1− 1/p. To amplify the correctness, we can repeat the protocol
t times and get correctness with probability of 1− 1/pt.

Security . We prove that every k-tuples of messages for input x1, . . . , xk such
that fNQRPp(x1, . . . , xk) = 0 can be generated by exactly one random string.
When r = 0 the messages are uniformly random elements whose sum is 0. Oth-
erwise, regardless of the secret, the sum of the messages is a uniformly random
distributed quadratic residue. For every secret, fix the choice of r according to
the sum of the messages. Then it is easy to see that for every secret we can
choose exactly one string z1, . . . , zk that is consistent with the messages.

Each message contains only one field element of size log p. As we repeat the
protocol t times, the message size is t log p. ut

CDS protocol for fNQRPp

– The secret: A bit s ∈ {0, 1}.
– Qi for 1 ≤ i ≤ k holds xi ∈ {0, 1}.
– Common randomness: r, z1, . . . , zk−1 ∈ Fp.
– The protocol
• Calculate zk = −

∑k−1
j=1 zj .

• Server Q1 sends (z1 + s · 21x1r
2 + r2) mod p.

• Server Qi for 2 ≤ i ≤ k sends (zi + s · 2ixir2) mod p.

Fig. 1. A k-server CDS protocol with Degree-3 Encoding for fNQRPp .

In Lemma 4.4 we show that for any constant d any CDS protocol with degree-
d decoding and message size M can be transformed to a linear CDS protocol
in which the message size is Md. Recall that any sequence of functions {fi}i∈N
that can be realized by a linear CDS protocol with polynomial message size (in
number of servers) is in NC, i.e., it has a family of circuits of poly-logarithmic
depth and polynomial size (see discussion in Remark 4.6). The above is true
even if there is an exponentially small error in the correctness (this follows from
Remark B.7). Thus, we obtain the following corollary.

Corollary 3.11. Under the assumption that {NQRPp}p:p is a prime 6∈ NC, there
is a sequence of functions that can be realized by an efficient CDS protocol with
degree-3 encoding but, for any constant d, cannot be realized by an efficient CDS
protocol with degree-d decoding.
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4 Lower Bounds for Secret Sharing with Degree-d
Reconstruction

In this section we show lower bounds for secret-sharing schemes with degree-d
reconstruction.

4.1 Lower Bounds for 1-Bit Secrets for Implicit Access Structures

The following theorem was showed in [32].

Theorem 4.1 (Implied by [32]). Let Frec be the family of possible recon-
struction functions, and c be the sum of the share sizes of all the parties (i.e.,
the total share size). Then, for every family FA of n-party access structures, for

all but at most
√
|FA| access structures Γ ∈ FA such that for any secret-sharing

scheme with domain of secrets {0, 1} and reconstruction function from Frec, it
holds that

log |Frec| · c = Ω(log |FA|).

We obtain the following two corollaries.

Corollary 4.2. For almost all n-party access structures, any secret-sharing
scheme realizing them over any finite field with domain of secrets {0, 1} and
degree-d reconstruction requires total share size of 2n/(d+1)−o(n).

Proof. Let FA be the family of all n-party access structures. Thus, |FA| =

2Θ(2n/
√
n). We next consider the family of degree-d polynomials as the family of

reconstruction functions.
Fix a finite field F, and consider shares of total size c, hence they contain v =

c/ log |F| field elements. In this case the reconstruction function is a polynomial
of degree ≤ d in v variables. There are at most (v+1)d monomials of degree ≤ d
(for each of the d variables we choose either an element from the v shares or 1 for

degree smaller than d), thus less than |F|(v+1)d = 2log |F|·(c/ log |F|+1)d ≤ 2(c+1)d

polynomials of degree ≤ d . If |F| > 22
n/(d+1)

, then the share size of every secret-
sharing scheme over F is > 2n/(d+1) (since log |F| ≥ 2n/(d+1)). Thus, we only need

to consider at most 22
n/(d+1)

fields, and consider Frec of size 22
n/(d+1) · 2(c+1)d .

Thus, by Theorem 4.1, (2n/(d+1) + (c+ 1)d) · c ≥ Ω(2n/
√
n), so cd+1 ≥ 2n−o(n)

and c ≥ 2n/(d+1)−o(n). ut

Corollary 4.3. For almost all k-input functions f : [N ]k → {0, 1}, the message
size in any degree-d CDS protocol for them over any finite field with domain of
secrets {0, 1} is Ω(N (k−1)/(d+1)/k).

Proof. CDS protocols are a special case of secret-sharing schemes, where for ev-
ery function f : [N ]k → {0, 1} there is a kN -party access structure containing all
the one-inputs of the function, and the share size of a party in the secret-sharing
scheme realizing this access structure is the message size of a CDS protocol for
the function (up to an additive logarithmic factor). Furthermore, the size of each
minimal authorized set in the access structure in k. Let α be the message size of
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each server in a CDS protocol and c be the total share size of the corresponding
secret-sharing schemes. Thus, since for each of the k servers of the CDS protocol
we have N parties in the secret-sharing scheme (for each possible input for the
server), we get c = αkN .

We take FA as the family of all possible functions f : [N ]k → {0, 1}, which

is of size 2N
k

. Over a field F, a minimal authorized set (which is of size k)
holds v = αk/ log |F| field elements. Similarly to the proof of Corollary 4.2,
the number of polynomials of degree ≤ d in v = αk/ log |F| variables over a

finite field F is less than |F|(v+1)d ≤ 2(αk+1)d . We take Frec as the family of all
polynomials of degree at most d in v variables over fields of size smaller than

2N
(k−1)/(d+1)

; the size of Frec is less than 2N
(k−1)/(d+1) ·2(αk+1)d . By Theorem 4.1,

(N (k−1)/(d+1)+(αk+1)d) ·c ≥ Ω(Nk) (where c = αkN), so (αk)d+1 ≥ Ω(Nk−1)
and α ≥ Ω(N (k−1)/(d+1)/k). ut

4.2 A Transformation from Secret Sharing with Degree-d
Reconstruction into a Linear Secret Sharing

We start with a transformation from secret-sharing schemes with polynomial
reconstruction to linear schemes. The idea of the transformation is to add to
the randomness of the original polynomial scheme random field elements and
generate new shares using these random elements, such that the reconstruction
of the secret in the resulting scheme is a linear combination of the elements
in the shares of the resulting scheme. In particular, for every monomial of size
at least two in the polynomial used for the reconstruction, we share the value
of the monomial among the parties that have elements in the monomial. As a
corollary, we obtain a lower bound on the share size for schemes with polynomial
reconstruction.

Lemma 4.4. Let Γ be an n-party access structure, and assume that there ex-
ists a secret-sharing scheme ΠP realizing Γ over F with `-elements secrets and
degree-d reconstruction, in which the shares contain together c field elements.
Then, there is a multi-linear secret-sharing scheme ΠL realizing Γ over F with
`-elements secrets, in which the share of each party contains O(cd) field elements.
In particular, if the secret in ΠP contains one field element then ΠL is a linear
scheme.

The construction. To construct the desired scheme ΠL, the dealer first shares the

secret according to scheme ΠP . Then, for every possible monomial x`1i1 · . . . · x
`d′
id′

in the reconstruction of some authorized set such that 2 ≤ d′ ≤ d, where xij is a
field element in the share of a party Pij for every j ∈ [d′], the dealer computes the
value v of the monomial (using the shares that it creates) and shares v using a
d′-out-of-d′ secret-sharing scheme among the parties Pi1 , . . . , Pid′ (i.e., we choose
d′ random field elements rvi1 , . . . , r

v
id′

such that v = rvi1 + · · ·+ rvid′ ).
6 Note that

6 If there is more than one element of some party in the monomial, we can share the
monomial among the parties that have elements in it, or give to such a party the
sum of the shares that corresponding to its elements.
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the randomness of scheme ΠL contains the random elements of scheme ΠP and

the random elements rvi1 , . . . , r
v
id′−1

for every possible monomial x`1i1 · . . . · x
`d′
id′

of

value v such that 2 ≤ d′ ≤ d as above (the dealer computes rvid′ = x`1i1 · . . . ·x
`d′
id′
−

rvi1 − · · · − r
v
id′−1

).

Proof (of Lemma 4.4). We prove that the construction of ΠL realizes Γ .
We show below that the scheme ΠL has linear reconstruction. By Corol-

lary B.10, it can be converted to a secret-sharing scheme with linear sharing. If
the secret contains one field element then scheme ΠL is linear.

We now prove the correctness of ΠL. For an authorized set B ∈ Γ , denote
SB as the field elements in the shares of B, and let

ReconB,j(SB) =
∑
xi∈SB

αxixi +
∑

xi1 ,...,xd′ i
d′
∈SB ,d′≤d,

`1+···+`d′≤d

α
x
`1
i1
,...,x

`
d′
i
d′
x`1i1 · . . . · x

`d′
id′

be the reconstruction function of B of the j-th element of the secret in scheme
ΠP . Then, the set B can reconstruct the secret in scheme ΠL by applying the
linear combination of the field elements in the shares of the parties as follows:

∑
xi∈SB

αxixi +
∑

xi1 ,...,xd′ i
d′
∈SB ,d′≤d,

`1+···+`d′≤d

α
x
`1
i1
,...,x

`
d′
i
d′

d′∑
j=1

rvij

=
∑
xi∈SB

αxixi +
∑

xi1 ,...,xd′ i
d′
∈SB ,d′≤d,

`1+···+`d′≤d

α
x
`1
i1
,...,x

`
d′
i
d′
x`1i1 · . . . · x

`d′
id′
.

For every authorized subset T ′ such that T ′ 6= T and T ′ ∩ T 6= ∅, the set
T misses at least one random field element rvij from any monomial for the set

T ′, so it cannot learn information on the value of these monomials, and hence
cannot learn information on the secret from these values. For an unauthorized
set T /∈ Γ , in scheme ΠL it can learn only its shares in scheme ΠP , and every
possible monomial of at most d variables that contains elements of those shares;
these additional values can be computed from the original shares of T . Thus, in
scheme ΠL, the set T learns only the information it can learn in scheme ΠP ,
and, hence, by the security of scheme ΠP , the set T cannot learn any information
about the secret.

Finally, in scheme ΠL, each party gets c field elements from the share of
scheme ΠP , and an element from the d′-out-of-d′ secret-sharing scheme, for

every monomial as above x`1i1 · . . . · x
`d′
id′

such that 2 ≤ d′ ≤ d. Overall, each party

gets c+
∑d
d′=2

(
c
d′

)
= O(

(
c
d

)
) = O(cd) field elements. ut

The above transformation gives us a lower bound on the share size of secret-
sharing schemes with polynomial reconstruction, using any lower bound on the
share size of (multi) linear secret-sharing schemes, as described next.
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Corollary 4.5. Assume that there exist an n-party access structure Γ such that
the share size of at least one party in every (multi) linear secret-sharing scheme
realizing Γ is c. Then, the share size of at least one party in every secret-sharing
scheme realizing Γ with degree-d reconstruction is Ω(c1/d).

Remark 4.6. Recall that the class NCi contains all Boolean functions (or prob-
lems) that can be computed by polynomial-size Boolean circuits with gates with

fan-in at at most two and depth O(logi n). Following the discussion on [15], the
class of access structures that have a linear secret-sharing scheme with polyno-
mial share size contains monotone NC1 and is contained in algebraic NC2 and in
NC3 for small enough fields (at most exponential in polynomial of the number
of parties n). Lemma 4.4 implies that the class of access structures that have
a secret-sharing scheme with with polynomial reconstruction and polynomial
share size is contained in NC3.

4.3 Lower Bounds for 1-Element Secrets for Explicit Access
Structures

Now, let us recall the explicit lower bound of Pitassi and Robere [39] on the
share size of linear secret-sharing schemes.

Theorem 4.7 ([39]). There is a constant β > 0 such that for every n,
there is an explicit n-party access structure Γ such that for every finite field
F, any linear secret-sharing scheme realizing Γ over F requires total share size
of Ω(2βn log |F|).

Therefore, the next explicit lower bound for secret-sharing schemes with poly-
nomial reconstruction and one-element secrets follows directly from Corollary 4.5
when using Theorem 4.7.

Corollary 4.8. There is a constant β > 0 such that for every n, there is an
explicit n-party access structure Γ such that for every d and every finite field F,
any secret-sharing scheme realizing Γ over F with degree-d reconstruction and
one-element secrets requires share size of Ω(2βn/d log |F|).

5 Degree-2 k-Server CDS Protocols

In this section, we construct a k-server CDS protocol. We start by describing
a degree-2 two-server CDS protocol (a variant of the degree-2 two-server CDS
protocol of [34]) and then construct a degree-2 k-server CDS protocol that “sim-
ulates” the two-server CDS protocol.

A Degree-2 Two-Server CDS Protocol. As a warm-up, we describe in Fig. 2 a
two-server CDS protocol in which the encoding and the decoding are computed
by polynomials of degree 2 over F2. This protocol is a variant of the protocol of
[34] using a different notation (i.e., using cubes instead of polynomials).
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Protocol Π2

– The secret: A bit s ∈ {0, 1}.
– Alice holds a database D ∈ {0, 1}N and Bob holds an index i ∈ [N ] viewed

as (i1, i2, i3) such that i1, i2, i3 ∈ [N1/3].
– Common randomness: S1, S2, S3 ⊆ [N1/3], r1, r2 ∈ {0, 1}, and
r1,j1 , r2,j2 , r3,j3 ∈ {0, 1} for every j1, j2, j3 ∈ [N1/3].

– The protocol
• Compute r3 = r1 ⊕ r2.
• Alice computes 3N1/3 bits:
∗ m1

j1 =
⊕

j2∈S2,j3∈S3
Dj1,j2,j3 ⊕ r1,j1 ⊕ r1 for every j1 ∈ [N1/3].

∗ m2
j2 =

⊕
j1∈S1,j3∈S3

Dj1,j2,j3 ⊕ r2,j2 ⊕ r2 for every j2 ∈ [N1/3] .

∗ m3
j3 =

⊕
j1∈S1,j2∈S2

Dj1,j2,j3 ⊕ r3,j3 ⊕ r3 for every j3 ∈ [N1/3].

• Alice sends (m1
j1)j1∈[N1/3], (m2

j2)j2∈[N1/3], (m3
j3)j3∈[N1/3] to the ref-

eree.
• Bob computes 3 strings Ah = (Ah[1], . . . , Ah[N1/3]) for h ∈ {1, 2, 3}

(each string of length N1/3), where
∗ Ah[jh] = Sh[jh] for every jh 6= ih.
∗ Ah[ih] = Sh[ih] ⊕ s (that is, if s = 0 then Ah = Sh, otherwise
Ah = Sh ⊕ {ih}).

• Bob sends r1,i1 , r2,i2 , r3,i3 , and A1, A2, A3 to the referee.
• The referee computes:
m1 =

⊕
j2∈A2,j3∈A3

Di1,j2,j3 , m2 =
⊕

j1∈A1,j3∈A3
Dj1,i2,j3 ,

m3 =
⊕

j1∈A1,j2∈A2
Dj1,j2,i3

and outputs

m1 ⊕m2 ⊕m3 ⊕m1
i1 ⊕ r1,i1 ⊕m

2
i2 ⊕ r2,i2 ⊕m

3
i3 ⊕ r3,i3 . (1)

Fig. 2. A degree-2 two-server CDS protocol Π2 for the INDEX2
N function.

Theorem 5.1. Protocol Π2, described in Fig. 2, is a degree-2 two-server CDS
protocol over F2 for the function INDEX2

N with message size O(N1/3).

Proof. We start with analyzing the value of the expression in (1). When s = 0,
Bob sends A1 = S1, A2 = S2, and A3 = S3 to the referee. Thus, when s = 0, we
get that m1

i1
= m1⊕ r1,i1 ⊕ r1, m2

i2
= m2⊕ r2,i2 ⊕ r2, and m3

i3
= m3⊕ r3,i3 ⊕ r3,

and the value of the expression in (1) is

m1 ⊕m2 ⊕m3 ⊕m1
i1 ⊕ r1,i1 ⊕m

2
i2 ⊕ r2,i2 ⊕m

3
i3 ⊕ r3,i3 = r1 ⊕ r2 ⊕ r3 = 0. (2)
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When s = 1, Bob sends A1 = S1 ⊕ {i1}, A2 = S2 ⊕ {i2}, and A3 = S3 ⊕ {i3} to
the referee. We observe the following:

m1 =

 ⊕
j2∈S2⊕{i2},j3∈S3⊕{i3}

Di1,j2,j3


=

 ⊕
j2∈S2,j3∈S3⊕{i3}

Di1,j2,j3

⊕
 ⊕
j3∈S3⊕{i3}

Di1,i2,j3


=

 ⊕
j2∈S2,j3∈S3

Di1,j2,j3

⊕
⊕
j2∈S2

Di1,j2,i3

⊕
⊕
j3∈S3

Di1,i2,j3

⊕Di1,i2,i3 .

(3)

Similarly,

m2 =

 ⊕
j1∈S1,j3∈S3

Dj1,i2,j3

⊕
⊕
j1∈S1

Dj1,i2,i3

⊕
⊕
j3∈S3

Di1,i2,j3

⊕Di1,i2,i3 .

m3 =

 ⊕
j1∈S1,j2∈S2

Dj1,j2,i3

⊕
⊕
j1∈S1

Dj1,i2,i3

⊕
⊕
j2∈S2

Di1,j2,i3

⊕Di1,i2,i3 .

Therefore,

m1 ⊕m2 ⊕m3 =

 ⊕
j2∈S2,j3∈S3

Di1,j2,j3

⊕
 ⊕
j1∈S1,j3∈S3

Dj1,i2,j3


⊕

 ⊕
j1∈S1,j2∈S2

Dj1,j2,i3

⊕Di1,i2,i3 .

Thus, when s = 1, the value of the expression in (1) is

m1⊕m2⊕m3⊕m1
i1⊕r1,i1⊕m

2
i2⊕r2,i2⊕m

3
i3⊕r3,i3⊕r1⊕r2⊕r3 = Di1,i2,i3 . (4)

Correctness. We next prove the correctness of the protocol, that is, when
Di1,i2,i3 = 1 the referee correctly reconstructs s. Recall that the output of the
referee is the expression in (1). As explained above, when s = 0 the referee
outputs 0 and when s = 1 the referee outputs Di1,i2,i3 = 1.

Security. Fix inputs D and i = (i1, i2, i3) such that Di1,i2,i3 = 0, a mes-
sage of Alice (m1

j1
)j1∈[N1/3], (m2

j2
)j2∈[N1/3], (m3

j3
)j3∈[N1/3], and a message of Bob

A1, A2, A3, r1,i1 , r2,i2 , r3,i3 such that⊕
j2∈A2,j3∈A3

Di1,j2,j3 ⊕
⊕

j1∈A1,j3∈A3

Dj1,i2,j3 ⊕
⊕

j1∈A1,j2∈A2

Dj1,j2,i3

⊕m1
i1 ⊕ r1,i1 ⊕m

2
i2 ⊕ r2,i2 ⊕m

3
i3 ⊕ r3,i3 = 0 (5)
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(no other restrictions are made on the messages). By (2) and (4), when Di1,i2,i3 =
0 only such messages are possible. We next argue that the referee cannot learn
any information about the secret given these inputs and messages, i.e., these
messages have the same probability when s = 0 and when s = 1. In particular,
we show for every secret s ∈ {0, 1} there is a unique common random string r
such that Alice and Bob send these messages with the secret s. We define the
common random string r as follows:

– For h ∈ {1, 2, 3}, define Sh = Ah if s = 0 and Sh = Ah ⊕ {ih} if s = 1.
These S1, S2, S3 are consistent with the message of Bob and s and are the
only consistent choice. For both when s = 0 and s = 1, as Di1,i2,i3 = 0, it
holds that⊕

j2∈A2,j3∈A3

Di1,j2,j3 ⊕
⊕

j1∈A1,j3∈A3

Dj1,i2,j3 ⊕
⊕

j1∈A1,j2∈A2

Dj1,j2,i3

=
⊕

j2∈S2,j3∈S3

Di1,j2,j3 ⊕
⊕

j1∈S1,j3∈S3

D`
j1,i2,j3 ⊕

⊕
j1∈S1,j2∈S2

Dj1,j2,i3 . (6)

This is true since when s = 0 the sets A1, A2, A3 are the same as the sets
S1, S2, S3, and when s = 1, by (4), the value of the expression equals to
Di1,i2,i3 which is 0.

– The message of Bob determines r1,i1 , r2,i2 , and r3,i3 .
– Define

r1 = m1
i1 ⊕

⊕
j2∈S2,j3∈S3

Di1,j2,j3 ⊕ r1,i1 (7)

r2 = m2
i2 ⊕

⊕
j1∈S1,j3∈S3

Dj1,i2,j3 ⊕ r2,i2 . (8)

Given the secret s, the inputs, and the messages of Alice and Bob, these
values are possible and unique.

– Define r3 = r1 ⊕ r2. By (5), (6), (7), and (8), this value is possible, i.e., it
satisfies

m3
i3 =

⊕
j1∈S1,j2∈S2

Dj1,j2,i3 ⊕ r3,i3 ⊕ r3.

– For every j1 6= i1, j2 6= i2, and j3 6= i3 define

r1,j1 = m1
j1 ⊕

⊕
j2∈S2,j3∈S3

Di1,j2,j3 ⊕ r1,

r2,j2 = m2
j2 ⊕

⊕
j1∈S1,j3∈S3

Dj1,i2,j3 ⊕ r2,

r3,j3 = m3
j3 ⊕

⊕
j1∈S1,j2∈S2

Dj1,j2,i3 ⊕ r3.

Given the secret s, the inputs, and the messages of Alice and Bob, these
values are possible and unique.
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Recall that the common random string is uniformly distributed (i.e., the prob-

ability of each such string is 1/26N
1/3+2, as it contains 6N1/3 + 2 bits). Since

for every pair of messages of Alice and Bob when Di1,i2,i3 = 0 we have that
every secret s has exactly one consistent random string, this pair has the same
probability when s = 0 and when s = 1 and the security follows.

Message size. Alice sends 3N1/3 bits and Bob sends 3 strings each of size
N1/3 and 3 random bits, so the message size is as in the claim.

Degree of the Protocol. The message of Alice contains XOR of bits of a
3-dimension cubes, where two dimensions are determined by the common ran-
domness (the sets S1, S2, S3). That is, when we represent a set S ⊆ [N1/3] by
N1/3 bits S = (S[1], . . . , S[N1/3]), then for every j1 ∈ [N1/3]

m1
j1 =

⊕
j2∈[N1/3],j3∈[N1/3]

S2[j2] · S3[j3] ·Dj1,j2,j3 ⊕ r1,j1 ⊕ r1.

Thus, m1
j1

, for every input D, is a polynomial of degree 2 over F2 whose variables

are the bits of the random string. Similarly, m2
j2

, m3
j3

are polynomials of degree
2 over F2. The message of Bob for every jh 6= ih contains a polynomial of degree
1 over F2, since it sends Sh[jh]. For the index ih ∈ [N1/3], Bob sends Sh[ih]⊕ s,
which is a polynomial of degree 1 over F2. The decoding is also a computation
of a 3-dimension cube such that only two dimensions are determined by the
common randomness, therefore the decoding function is a degree 2 polynomial
over F2. ut

An Auxiliary Protocol ΠXOR. In Fig. 4, we will describe a k-server CDS pro-
tocol, where servers Q2, . . . , Qk simulate Bob in the two-server CDS protocol.
To construct this protocol, we design a k-server protocol ΠXOR that simulates
Bob, i.e., sends a set A, where A = S if s = 0 and A = S ⊕ {i} if s = 1.
In ΠXOR, each server Q` holds an index i`, which together determine an index
i = (i1, i2, . . . , ik), and they need to send messages to the referee such that the
referee will learn A without learning any information on s. Let N1, . . . , Nk be
integers and N = N1 · . . . · Nk. We construct the following protocol in which
server Q1 holds a set S ⊆ [N ] represented by a k-dimensional Boolean ar-
ray (Sj1, . . . , jk)j1∈[N1],...,jk∈[Nk], the secret s, and an index i1 ∈ [N1]. Server
Q` for 2 ≤ ` ≤ k holds an index i` ∈ [N`]. If s = 1, the referee outputs
S⊕{(i1, i2, . . . , ik)} and if s = 0 it outputs S (without learning any information
on s). Define the function7

fXOR(S, s, i1, . . . , ik) =

{
i1, i2, . . . , ik, S If s = 0,
i1, i2, . . . , ik, S ⊕ {(i1, i2, . . . , ik)} If s = 1.

We next define when a protocol for fXOR is secure. This is a special case of
security of private simultaneous messages (PSM) protocols, that is, we require
that for every two inputs for which fXOR outputs the same value, the distribution
of messages is the same. Observe that every possible output of fXOR results from
exactly two inputs.

7 We include i1, . . . , ik in the output of fXOR to be consistent with PSM protocols, in
which the referee does not know the input.
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Definition 5.2. We say that a protocol for fXOR is secure if for every i1 ∈
[N1], . . . , ik ∈ [Nk], and every S, the distributions of messages of the protocol on
inputs S, s = 0, i1, . . . , ik and inputs S⊕{(i1, i2, . . . , ik)}, s = 1, i1, . . . , ik are the
same.

The protocolΠXOR is described in Fig. 3. Next we present a high level description
of the protocol. Server Q1 sends to the referee three arrays: A,A0, A1. The array
A contains all the indices for which Q1 knows that S and A are equal (i.e.,
indices j1, . . . , jk where j1 6= i1, so Aj1,...,jk = Sj1,...,jk), the array A0 enables
the referee to compute Ai1,j2,...,jk for all the indices for which there is at least
one j` 6= i` for some 2 ≤ ` ≤ k, and the array A1 enables the referee to compute
Ai1,...,ik .

The protocol ΠXOR

– Input: Q1 holds a set S = (Sj1,...,jk )j1∈[N1],...,jk∈[Nk], a bit s ∈ {0, 1}, and
i1 ∈ [N1], and server Q`, for every 2 ≤ ` ≤ k, holds an index i` ∈ [N`].
The referee holds i1, . . . , ik.

– Output: An array A = (Aj1,...,jk )j1∈[N1],...,jk∈[Nk] s.t. Aj1,...,jk = Sj1,...,jk
for every j1, . . . , jk 6= i1, . . . , ik and Ai1,...,ik = Si1,...,ik ⊕ s.

– Common randomness: rj2,...,jk,` for every j2 ∈ [N2], . . . , jk ∈ [Nk] and
every ` ∈ {1, . . . , k}.

– The protocol
• Q1 computes an (N1−1)×N2×. . .×Nk array A and two N2×. . .×Nk

arrays A0 and A1.
∗ Aj1,...,jk = Sj1,...,jk for every j1 ∈ [N1] \ {i1}, j2 ∈ [N2], . . . , jk ∈

[Nk].
∗ A0

i1,j2,...,jk
= Si1,j2,...,jk ⊕ rj2,...,jk,1 for every j2 ∈ [N2], . . . , jk ∈

[Nk].
∗ A1

i1,j2,...,jk
= Si1,j2,...,jk ⊕ rj2,...,jk,2⊕· · ·⊕ rj2,...,jk,k⊕ s for every

j2 ∈ [N2], . . . , jk ∈ [Nk].
• Q1 sends A,A0, A1.
• Q`, for every 2 ≤ ` ≤ k, sends rj2,...,jk,1 for every (j2, . . . , jk) ∈

[N2]×· · ·×[Nk] such that j` 6= i`, and rj2,...,jk,` for every (j2, . . . , jk) ∈
[N2]× · · · × [Nk] such that j` = i`.

• The referee completes A to an N1 ×N2 × . . .×Nk array as follows
∗ Ai1,i2,...,ik = A1

i1,i2,...,ik
⊕ ri2,...,ik,2 ⊕ · · · ⊕ ri2,...,ik,k.

∗ Ai1,j2,...,jk = A0
i1,j2,...,jk

⊕ rj2,...,jk,1 for every (j2, . . . , jk) 6=
(i2, . . . , ik).

• The referee returns A.

Fig. 3. The protocol ΠXOR for the function fXOR.

Lemma 5.3. Protocol ΠXOR is a correct and secure protocol for fXOR with
message size O(N1 · . . . ·Nk). The degree of the message generation and output
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reconstruction in the protocol (as a function of the randomness and the input S)
is 1 over F2.

Proof. For correctness of the protocol, observe that for every (j2, . . . , jk) 6=
(i2, . . . , ik) there is at least one j` 6= i`, and the referee can reconstruct
Ai1,j2,...,jk . In addition, since server Q`, for every 2 ≤ ` ≤ k, sends the bit
ri2,...,ik,` to the referee, the referee can reconstruct Ai1,...,ik . By the construction,
Ai1,...,ik = Si1,...,ik⊕s and Aj1,...,jk = Sj1,...,jk for every (j1, . . . , jk) 6= (i1, . . . , ik).
Thus, the correctness follows.

For the security of the protocol, fix inputs i1, . . . , ik and S, and denote
S′ as Boolean array that is identical to S except in index i1, . . . , ik, where
S′i1,...,ik = Si1,...,ik ⊕ 1. We show a bijection φ between the randomness of ΠXOR

and itself such that the messages of ΠXOR with S, s = 0, i1, . . . , ik and common
randomness r is the same as the inputs S′, s = 1, i1, . . . , ik and common ran-
domness r′ = φ(r). Since φ is a bijection, the security follows. Given randomness

r =
(
(rj2,...,jk,`)j2∈[N2],...,jk∈[Nk],`∈{1,...,,k}

)
,

define r′ = φ(r) as follows:

– r′j2,...,jk,1 = rj2,...,jk,1 for every (j2, . . . , jk) 6= (i2, . . . , ik),
– r′i2,...,ik,1 = ri2,...,ik,1 ⊕ 1,
– r′i2,...,i`−1,j`,...,jk,`

= ri2,...,i`−1,j`,...,jk,` ⊕ 1 for every ` ∈ {2, . . . , k}, every

j` 6= i`, and every j`+1, . . . , jk.
– r′i2,...,i`−1,j`,...,jk,`′

= ri2,...,i`−1,j`,...,jk,`′ for every ` ∈ {2, . . . , k}, `′ ∈
{2, . . . , k} \ {`}, every j` 6= i`, and every j`+1, . . . , jk.

– r′i2,...,ik,` = ri2,...,ik,` for every ` ∈ [k].

Notice that no server sends either r′i2,...,ik,1 or r′i2,...,i`−1,j`,...,jk,`
for j` 6= i`, so

servers Q2, . . . , Qk send the same messages on r and r′. We next prove that
server Q1 sends the same messages with S, s = 0, i1, r and with S′, s = 1, i1, r

′.

– The array A does not depend on the randomness or the bit in which S and
S′ differ, thus, the same array A is sent in both scenarios.

– For every (j2, . . . , jk) 6= (i2, . . . , ik), it holds that S′i1,j2,...,jk = Si1,j2,...,jk and

r′j2,...,jk,1 = rj2,...,jk,1, thus, the same bit A0
i1,j2,...,jk

is sent in both scenarios.
– For (i1, . . . , ik), it holds that S′i1,...,ik = Si1,...,ik⊕1 and r′i1,...,ik,1 = ri1,...,ik,1⊕

1, thus, the same bit A0
i1,i2,...,ik

is sent in both scenarios.

– We next argue that the array A1 sent in both scenarios is the same. Recall
that in the first scenario each bit in the array is Si1,j2,...,jk ⊕rj2,...,jk,2⊕· · ·⊕
rj2,...,jk,k, and the bit in the second scenario is S′i1,j2,...,jk ⊕ r

′
j2,...,jk,2

⊕ · · · ⊕
r′j2,...,jk,k ⊕ 1.

• For every (j2, . . . , jk) 6= (i2, . . . , ik), there is a unique ` such that
r′j2,...,jk,` = rj2,...,jk,` ⊕ 1 and S′i1,j2,...,jk = Si1,j2,...,jk , so

S′i1,j2,...,jk ⊕ r
′
j2,...,jk,2

⊕ · · · ⊕ r′j2,...,jk,k ⊕ 1

= Si1,j2,...,jk ⊕ rj2,...,jk,2 ⊕ · · · ⊕ rj2,...,jk,k ⊕ 0.

Thus, the same bit A1
i1,j2,...,jk

is sent in both scenarios.
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• For (i2, . . . , ik), it holds that r′i2,...,ik,` = ri2,...,ik.` for every ` ∈ [k] and

S′i1,i2,...,ik = Si1,i2,...,ik ⊕ 1, so

S′i1,i2,...,ik ⊕ r
′
i2,...,ik,2

⊕ · · · ⊕ r′i2,...,ik,k ⊕ 1

= Si1,i2,...,ik ⊕ ri2,...,ik,2 ⊕ · · · ⊕ ri2,...,ik,k ⊕ 0.

Thus, the same bit A1
i1,...,ik

is sent in both scenarios.

It is easy to see that the message size is O(N1 ·N2 · . . . ·Nk) and the degree of
the protocol is 1. ut

The k-Server CDS Protocol. In this section we present our k-server CDS protocol
for the function INDEXk

N , assuming that k ≡ 1 (mod 3). The case of k 6≡ 1
(mod 3) is somewhat more messy.

We next present an overview of our construction. The input i ∈ [N ]k−1

is viewed as (i1, i2, i3) where i1, i2, i3 ∈ [N
k−1
3 ]. Each index ih (for every

h ∈ {1, 2, 3}) is viewed as (x2+(h−1)(k−1)/3, . . . , x1+h(k−1)/3), where for every
j ∈ {2, . . . , k}, xj ∈ [N ] is the input of server Qj . The common randomness con-

tains three random subsets, one for each dimension, i.e., S1, S2, S3 ⊆ [N
k−1
3 ]. In

the protocol, we want that the referee will be able to compute S1⊕{i1}, S2⊕{i2},
and S3 ⊕ {i3} when s = 1, and S1, S2, S3 when s = 0 (as in the protocol
Π2 described in Fig. 2). For this task, we use the ΠXOR protocol. Servers
Q2, . . . , Q1+(k−1)/3 execute protocol ΠXOR in order to generate messages that
enable the referee to learn S1 ⊕ {i1} when s = 1 and S1 when s = 0. Simi-
larly, servers Q2+(k−1)/3, . . . , Q1+2(k−1)/3 and servers Q2+2(k−1)/3, . . . , Qk inde-
pendently execute protocol ΠXOR in order to generate messages that enable the
referee to learn S2⊕{i2} when s = 1 and S2 when s = 0 and S3⊕{i3} when s = 1
and S3 when s = 0, respectively. In addition, we want the referee to learn the
bits r1,i1 , r2,i2 , r3,i3 as in Π2. To achieve this goal, we define rh,j,1 . . . , rh,j,(k−1)/3

for every j ∈ [N
(k−1)

3 ] and h ∈ {1, 2, 3}, such that rh,j,1⊕· · ·⊕rh,j,(k−1)/3 = rh,j .
Our degree-2 k-server CDS protocol is presented in Fig. 4.

Theorem 5.4. Protocol Πk, described in Fig. 4, is a degree-2 k-server CDS

protocol over F2 for the function INDEXk
N with message size O(N

k−1
3 ).

Proof. We prove the correctness and the security of protocol Πk, and analyze
its degree (both of the encoding and the decoding) and its message size.

Correctness. In order to prove correctness, we show that the referee gets
the messages sent in Π2. That is, we show that the k servers simulate Alice and
Bob in Π2. First, Q1 sends the messages of Alice. We show that Q2, . . . , Qk send
the message of Bob, namely, A1, A2, A3 and r1,i1 , r2,i2 , r3,i3 . By the correctness
of ΠXOR (Lemma 5.3), the referee receives Sh⊕ ih if s = 1 and Sh if s = 0. Next
we show that the referee receives rh,ih,1, . . . , rh,ih,(k−1)/3 for every h ∈ {1, 2, 3}.
This is true since for ih = (i1h, i

2
h, . . . , i

(k−1)/3
h ), for every α ∈ [(k − 1)/3] server

Q` for ` = α + 1 + (h − 1)(k − 1)/3 sends rh,ih,α, thus the referee gets all bits
rh,ih,1, . . . , rh,ih,(k−1)/3 and he computes rh,ih = rh,ih,1 ⊕ · · · ⊕ rh,ih,(k−1)/3.
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Security. In order to prove security, fix inputs D and i = (i1, i2, i3) such
that Di1,i2,i3 = 0, a message of server Q1, i.e., (m1

j1
)
j1∈[N

k−1
3 ]

, (m2
j2

)
j2∈[N

k−1
3 ]

,

(m3
j3

)
j3∈[N

k−1
3 ]

, and a message of server Q` for ` = α + 1 + (h − 1)(k − 1)/3

for every h ∈ {1, 2, 3} and α ∈ [(k − 1)/3], i.e., mh
xor,α and rh,j,α for every

j = (j1, . . . , j(k−1)/3) ∈ [N
k−1
3 ] such that jα = iαh . Let Ah be the information

that the referee can learn from the messages mh
xor,1, . . . ,m

h
xor,(k−1)/3. Note that

when s = 0 then Ah = Sh, and when s = 1 then Ah = Sh ⊕ {ih}, thus, we
are in the same situation as in Π2. These messages must satisfy (5). We next
argue that the referee cannot learn any information about the secret given these
inputs and messages, i.e., these messages have the same probability when s = 0
and when s = 1. That is, for every s ∈ {0, 1}, we show that there is the same
number of common random strings r as follows:

– For every h ∈ {1, 2, 3}, define Sh = Ah if s = 0 and Sh = Ah⊕{ih} if s = 1.
These S1, S2, S3 are consistent with the messages of servers Q1, . . . , Qk and
are the only consistent choice. For both when s = 0 and when s = 1, (6)
holds.

– By the security of ΠXOR (Lemma 5.3), the messages mh
xor,1, . . . ,m

h
xor,(k−1)/3

determine the common random string of ΠXOR and there is the same number
of such random strings for s = 0 and s = 1.

– The messages of Q`, for every 2 + (h − 1)(k − 1)/3 ≤ ` ≤ 1 + h(k − 1)/3,
determine rh,ih,1, . . . , rh,ih,(k−1)/3.

– Define rh,ih = rh,ih,1 ⊕ · · · ⊕ rh,ih,(k−1)/3.
– Define

r1 = m1
i1 ⊕

⊕
j2∈S2,j3∈S3

Di1,j2,j3 ⊕ r1,i1 (9)

and
r2 = m2

i2 ⊕
⊕

j1∈S1,j3∈S3

Dj1,i2,j3 ⊕ r2,i2 . (10)

Given the secret s, the inputs, and the messages of Q1, . . . , Qk, these values
are possible and unique.

– Define r3 = r1 ⊕ r2. By (5), (6), (9), and (10), this value is possible, i.e., it
satisfies

m3
i3 =

⊕
j1∈S1,j2∈S2

Dj1,j2,i3 ⊕ r3,i3 ⊕ r3.

– For every j1 6= i1, j2 6= i2, and j3 6= i3, define

r1,j1,1 ⊕ · · · ⊕ r1,j1,(k−1)/3 = m1
j1 ⊕

⊕
j2∈S2,j3∈S3

Di1,j2,j3 ⊕ r1,

r2,j2,1 ⊕ · · · ⊕ r2,j2,(k−1)/3 = m2
j2 ⊕

⊕
j1∈S1,j3∈S3

Dj1,i2,j3 ⊕ r2,

and

r3,j3,1 ⊕ · · · ⊕ r3,j3,(k−1)/3 = m3
j3 ⊕

⊕
j1∈S1,j2∈S2

Dj1,j2,i3 ⊕ r3.
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Given the secret s, the inputs, and the messages of Q1, . . . , Qk, these
values are possible and unique. Note that the number of options for
rh,jh,1, . . . , rh,jh,(k−1)/3 is the same when the XOR is 1 or 0. Therefore, there
is the same number of common random strings for each secret.

Degree of Encoding and Decoding. The message of server Q1 is simply
the message of Alice in Π2 thus it is can be computed by degree-2 polynomials
over F2. The messages of the other servers are the messages in the protocol
ΠXOR, thus can be computed by degree-1 polynomials over F2. The decoding is
degree-2 over F2 since it is the same function as in Π2, but using the decoding
function of ΠXOR which is of degree-1 over F2.

Message Size. Server Q1 sends 3N
k−1
3 bits. Server Q`, for every 2 ≤ ` ≤

k, sends its message from the protocol ΠXOR, which is of size O(N
k−1
3 ), and

additional O(N
k−1
3 ) random bits. ut

Corollary 5.5. Every function f : [N ]k → {0, 1} has a degree-2 k-server CDS

protocol over F2 with message size O(N
k−1
3 ).

6 A Degree-2 k-Server RCDS Protocol

In this section we construct a degree-2 k-server t-RCDS protocol.

6.1 Improved Analysis of the Transformation of [5]

In this section we show an improved analysis of the transformation fro t′-RCDS
protocols to t-RCDS protocols of [5] for t′ < t; in particular (for t′ = 1) from
CDS protocols to t-RCDS protocols. In the transformation of [5], the servers
independently execute O(tk−1) copies of the underlying RCDS protocol for f :
[N ]k → {0, 1}. This is done in a way that ensures that even if a server sends
messages of many inputs, in at least some of the executions of the underlying
RCDS protocol the referee gets messages of few inputs. We observe that the
input domain in each execution of the underling RCDS is [N/t] (as opposed to
[N ]), and this will reduce the total message size. In Lemma 6.2, we present the
improved analysis.

We start with an overview of the ideas behind our analysis. Following the
construction of the linear two-server RCDS protocol in [6] (the full version of [5]),
when making a server Qi robust, we divide the domain of inputs of Qi using a
hash function h : [N ] → [v] (actually we do this for several hash functions, as
will be explained later); for every ` ∈ [v], the servers execute the underlying
CDS protocol where the input of Qi is restricted to the inputs {xi : h(xi) = v}.
We next define families of hash functions that we use in the transformation.

Definition 6.1 (Families of m′-collision-free hash functions). A set of
functions HN,m,m′,v = {hd : [N ] → [v] : d ∈ [`]} (where ` is the number of
functions in the family) is a family of m′-collision-free hash functions if for

every set T ∈
(
N
[m]

)
there exists at least one function h ∈ HN,m,m′,v for which for
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The protocol Πk

– The secret: A bit s ∈ {0, 1}.
– Q1 holds a database D ∈ {0, 1}N

k−1

, Q2, . . . , Qk hold x2, x3, . . . , xk ∈ [N ],
respectively.

– Common randomness: S1, S2, S3 ⊆ [N
k−1
3 ], r1, r2 ∈ {0, 1},

rh,j,1, . . . , rh,j,(k−1)/3 ∈ {0, 1} for every h ∈ {1, 2, 3} and every j ∈ [N
k−1
3 ],

and the common randomness of three independent executions of ΠXOR.
– The protocol
• Let:
∗ i`h = x1+(h−1)(k−1)+` for every h ∈ {1, 2, 3} and every 1 ≤ ` ≤

(k − 1)/3.
∗ r3 = r2 ⊕ r1.

• Q1 computes 3N
k−1
3 bits:

∗ m1
j1 =

⊕
j2∈S2,j3∈S3

Dj1,j2,j3 ⊕ r1,j1,1⊕ · · ·⊕ r1,j1,(k−1)/3⊕ r1 for

every j1 ∈ [N
k−1
3 ].

∗ m2
j2 =

⊕
j1∈S1,j3∈S3

Dj1,j2,j3 ⊕ r2,j2,1⊕ · · ·⊕ r2,j2,(k−1)/3⊕ r2 for

every j2 ∈ [N
k−1
3 ].

∗ m3
j3 =

⊕
j1∈S1,j2∈S2

Dj1,j2,j3 ⊕ r3,j3,1⊕ · · ·⊕ r3,j3,(k−1)/3⊕ r3 for

every j3 ∈ [N
k−1
3 ].

• Q1 sends (m1
j1)

j1∈[N
k−1
3 ]

, (m2
j2)

j2∈[N
k−1
3 ]

, (m3
j3)

j3∈[N
k−1
3 ]

to the ref-

eree.
• Q2+(h−1)(k−1)/3, . . . , Q1+h(k−1)/3, for every h ∈ {1, 2, 3}, execute

ΠXOR with the set Sh held by Q2+(h−1)(k−1)/3, the secret s, and i`h
held by Q1+(h−1)(k−1)/3+`. Let mh

xor,1, . . . ,m
h
xor,(k−1)/3 be the mes-

sages sent in this execution of ΠXOR.
• Q`, for every 2 ≤ ` ≤ k:
∗ Computes h = b3`/(k − 1)c and α = `− 1− (h− 1)(k − 1)/3.

∗ Sends mh
xor,α, and for every j = (j1, . . . , j(k−1)/3) ∈ [N

k−1
3 ] such

that jα = iαh , sends rh,j,α.
• The referee computes:
∗ Ah, for every h ∈ {1, 2, 3}, from the messages
mh

xor,1, . . . ,m
h
xor,(k−1)/3 of ΠXOR.

∗ rh,ih = rh,ih,1 ⊕ rh,ih,2 ⊕ · · · ⊕ rh,ih,(k−1)/3.
∗ m1 =

⊕
j2∈A2,j3∈A3

Di1,j2,j3 , m2 =
⊕

j1∈A1,j3∈A3
Dj1,i2,j3 ,

m3 =
⊕

j1∈A1,j2∈A2
Dj1,j2,i3

and outputs

m1 ⊕m2 ⊕m3 ⊕m1
i1 ⊕ r1,i1 ⊕m

2
i2 ⊕ r2,i2 ⊕m

3
i3 ⊕ r3,i3 . (11)

Fig. 4. A degree-2 k-server CDS protocol Πk for the function INDEXk
N .

every b ∈ [v] it holds that |{x ∈ T : h(x) = b}| ≤ m′, that is, h restricted to T
is at most m′-to-one. A family of HN,m,1,v is a family of perfect hash functions
if it is a family of 1-collision-free hash functions. A family HN,m,m′,v is output
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balanced if {x ∈ [N ] : h(x) = a}| ≤ dN/ve for every a ∈ [v] and h ∈ HN,m,m′,v,
i.e., each h divides [N ] to v sets of almost the same size.

Lemma 6.2. Let f : [N ]k → {0, 1} be a k-input function and t and t′ be integers
such that t′ < t ≤ N . Assume there is a k-server t′-RCDS protocol P ′ for f , in
which for every N ′ ≤ N and for every restriction of f with input domain [N ′]
for each server the message size is c(N ′). In addition, assume that there is a
family of an output-balanced t′-collision-free hash functions HN,kt,t′,v of size `.
Then, there is a k-server t-RCDS protocol P for f in which the message size is
O(`vk−1 · c(N/v)). This transformation preserves the degree of the encoding and
the decoding of the underlying RCDS protocol.

Proof. The desired protocol P is described in Fig. 5. Observe that this is actually
the transformation of [5] with the following difference. Instead of executing P ′
with domain of inputs of size N per server, we execute it with a restriction of f
with domain of inputs of size dN/ve per server.8 The correctness and robustness
of the protocol follows from the proof of the transformation of [5].

Next we analyze the message size. Observe that for each h ∈ HN,kt,t′,v, each
server sends messages in vk−1 copies of P ′, where each copy is for a restriction
of f with input of size maxa∈[v] |Sa| per server. By the assumption, it holds that

maxa∈[v] |Sa| ≤ dN/ve and |HN,kt,t′,v| = `, thus the message size is O(`vk−1 ·
c (dN/ve). We next argue that the degree of the encoding and decoding in the
transformation does not change when S is the additive group of the field in the
protocol P ′. In encoding, the servers execute a linear operation on the secret
and the random bits s1, . . . , s`−1 in order to generate s`. Then, they encode
each sd by executing the underlying RCDS protocol. That is, the encoding is
computed by the set of degree-d polynomials that compute the encoding in the
underlying RCDS protocol for the different copies. For the decoding, the referee
first executes the decoding procedure of the underlying RCDS protocol in order
to learn s1, . . . , s` and then by summing them up he learns the secret. That is,
the decoding is actually summing up the degree-d polynomials that compute
that decoding of the ` copies of the underlying RCDS protocol. Therefore, the
degree of the encoding and the decoding of the transformation are the same as
for the underlying RCDS protocol. ut

6.2 A Degree-2 k-Server t-RCDS Protocol

In this section we construct a degree-2 k-server t-RCDS protocol. Our construc-
tion uses the improved analysis in Lemma 6.2 of the transformation of [5] for
converting a t′-RCDS protocol into a t-RCDS protocol for t′ < t. Applying the
transformation of [5] without our improved analysis starting from our degree-2
k-server CDS protocol in Theorem 5.4 will result in a degree-2 k-server t-RCDS

protocol with message size Õ(N
k−1
3 tk−1). Using our improved analysis, we get

better message size of Õ(N
k−1
3 t

2(k−1)
3 +1).

8 in [5], they do not deal with restrictions of the domain of inputs as it does not
improve the asymptotic message size of their protocols.
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A t-RCDS protocol

The secret: s ∈ S where,w.l.o.g., S is a group (e.g., S = Zm for some m).
The protocol

– Choose `−1 random elements s1, . . . , s`−1 ∈ S and let s` = s− (s1 + · · ·+
s`−1) (addition is in the group).

– For every d ∈ [`]:
• Let Sa = {x ∈ [N ] : hd(x) = a} for every a ∈ [v].
• For every a1, . . . , ak ∈ [v], independently execute the k-server t′-RCDS

protocol P ′ for the restriction of f to Sa1 × · · · × Sak with the secret
sd, that is, for every i ∈ [k], server Qi with input xi sends a message
for the restriction of f to Sa1×· · ·×Sai−1×Shd(xi)×Sai+1×· · ·×Sak
for every a1, . . . , ai−1, ai+1, . . . , ak ∈ [v].

Fig. 5. A transformation of a t′-RCDS protocol to a t-RCDS protocol.

We start by quoting the following two lemmas that we use in order to instan-
tiate Lemma 6.2. Both lemmas can be proved by a simple probabilistic argument.
The proofs can be found in [37].

Lemma 6.3. Let N be an integer and m ∈ [
√
N ]. Then, there exists an output-

balanced family of perfect hash functions HN,m,1,m2 = {hi : [N ]→ [m2] : i ∈ [`]},
where ` = 16m lnN , such that for every subset T ∈

(
N
[m]

)
there are at least `/4

functions h ∈ HN,m,1,m2 for which |h(T )| = |T |.

Lemma 6.4. Let N be an integer and m ∈ {15, . . . , N/2}. Then, there exists
an output-balanced family of logm-collision-free hash functions HN,m,logm,2m =
{hi : [N ] → [2m] : i ∈ [`]}, where ` = 16m lnN , such that for every subset

T ∈
(
N
[m]

)
there are at least `/4 functions h ∈ HN,m,logm,2m such that for every

b ∈ [2m] it holds that |{a ∈ T : h(a) = b}| < logm.

Theorem 6.5. Let t < min
{
N/2k, 2

√
N/k

}
. Then, there is a degree-2 k-server

t-RCDS protocol over F2 with message size

N
k−1
3 t

2(k−1)
3 +1 ·O(k2k)) · log2N · log

4k−1
3 t = Õ(N

k−1
3 t

2(k−1)
3 +1kO(k)).

Proof. Similarly to [5], we construct the protocol in two stages. In the first stage
we transform our degree-2 k-server CDS protocol from Fig. 4 into a degree-2
k-server log t-RCDS protocol, and then, in the second stage, we transform this
protocol into a degree-2 k-server t-RCDS protocol.

For the first stage, we use the output-balanced family HN,k log t,1,k2 log2 t

of perfect hash functions with O(k log t logN) hash functions promised by
Lemma 6.3. Applying the transformation of Lemma 6.2 with HN,k log t,1,k2 log2 t

and our degree-2 (non-robust) k-server CDS protocol described in Theorem 5.4

as the underlying protocol (this protocol has message size O(N
k−1
3 )) results in
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a degree-2 k-server log t-RCDS protocol, which we denote by P ′, with message

size c′(N) = N
k−1
3 ·O((k log t)

(4k−1)
3 ) logN .

For the second stage, we apply Lemma 6.2 with the log t-RCDS protocol P ′
and the output-balanced family of (log t)-collision-free hash functions, denoted
byHN,kt,log t,2kt with O(kt logN) hash functions, promised by Lemma 6.4; there-
fore we get message size of

kt logN · (2kt)k−1 · c′(N/2kt) = N
k−1
3 t

2(k−1)
3 +1 ·O(k2k) · log2N · log

4k−1
3 t.

ut

7 A Degree-2 Secret Sharing for General Access
Structures

In this section we use our results described in Section 5 and Section 6.2 to con-
struct improved degree-2 secret-sharing schemes. Our upper bounds are better
than the best known upper bounds for linear schemes. In addition, our upper
bounds imply a separation between degree-2 and linear secret-sharing schemes
for almost all access structures.

A Construction for All Access Structures. Next we use our degree-2 k-server
RCDS protocol in the construction of general secret sharing of [5].

Theorem 7.1 (Implied by [5]). Let N = 2
√
n. For every constant 0 <

δ < 1/6, if there is an
√
n-server t-RCDS protocol with message size ct(N)

for t = 2(0.5+δ)H2(
0.5−δ
0.5+δ )

√
n for every function f : [N ]k → {0, 1}, then there

is a secret-sharing scheme realizing an arbitrary n-party access structure with

share size max{ct(N)2o(n), 2(H2(0.5−δ)−(0.5−δ) log 0.5+δ
0.5−δ )n}. Furthermore, the de-

gree of sharing and reconstruction of this secret-sharing scheme is the degree of
encoding and decoding respectively of the underlying RCDS protocol.

In the construction of [5], they require the t-RCDS protocol to be robust for
some of the subsets of size t (rather than all subsets). In our construction, we
require the t-RCDS protocol to be robust agianst all subsets of size at most t
and this is enough for our use.9

Theorem 7.2. Every n-party access structure can be realized by a degree-2
secret-sharing scheme over F2 with share size O(20.716n).

Proof (of Theorem 7.2). The theorem follows from Theorem 7.1 using our degree-

2 t-RCDS protocol with message size Õ(N
k−1
3 t2(k−1)/3) from Theorem 6.5 (since

k =
√
n and t < 2

√
n, we ignore the other expressions in the complexity as they

are 2o(n)). We get the share size is

max{2n/3+2/3(0.5+δ)H2(
0.5−δ
0.5+δ )n+o(n), 2(H2(0.5−δ)−(0.5−δ) log 0.5+δ

0.5−δ )n}. Thus, for
δ ≈ 0.109 we get the share size in the theorem. ut
9 If we make each server robust by independent stage as in Theorem 4.5 in [5] then

the more complex condition is required. However, if we make each server robust
simultaneously, as it is done in Appendix D in [6] (the full version of [5]) and as we
do in Lemma 6.2, the simpler condition is sufficient.
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In comparison, there are in [5] a construction of linear secret-sharing scheme over
F2 with share size O(20.76n) and a construction of non-polynomial secret-sharing
scheme with share size O(20.637n).

A Construction for Almost All Access Structures. It was shown in [13] that
almost all access structures are realized by a general secret-sharing scheme with
shares of size O(2o(n)) and by a linear secret-sharing scheme with share size
O(2n/2+o(n)). Furthermore, it was shown in [10] that almost all access structures
require share size Ω(2n/2−o(n)) in any linear secret-sharing scheme with a 1-bit
secret over any finite field Fq. Following [13], we show that almost all access
structures can be realized by degree-2 secret-sharing scheme with a 1-bit secret
over F2 with share size O(2n/3+o(n)), proving a separation between degree-2 and
linear schemes for almost all access structures.

Theorem 7.3. Almost all access structures can be realized by a degree-2 secret-
sharing scheme with a 1-bit secret over F2 and with share size O(2n/3+o(n)).

Proof. Let P = {p1, . . . , pn} a set of parties. We say that Γ is an [a, b]-slice
access structure if for every A ⊆ P it holds that if |A| < a, then A 6∈ Γ and if
|A| > b, then A ∈ Γ .

By [13] (which uses [31]), constructing secret-sharing schemes for [n/2 −
1, n/2 + 2]-slice access structure suffices for constructing secret-sharing schemes
for almost all access structures. Let c(N) be the message size in a degree-
2 k-server protocol for any function f : [N ]k → {0, 1}. By [33], for every k
there is a secret-sharing scheme for [a, b]-slice access structure with share size
c(N)2(b−a+1)n/kO(n)

(
n
a

)(
n/k
a/k

) such that N =
(
n/k
a/k

)
. In our case, a = bn/2c − 1 and

b = bn/2c + 2, and by taking k =
√
n/ log n we get share size c(N)2O(

√
n logn).

Using our degree-2 k-server CDS protocol described in Theorem 5.4 with

c(N) = N
k−1
3 and N =

(
n/k
a/k

)
< 2n/k, the share size is O(2n/3+o(n)). ut

8 Improved Degree-2 Two-Server RCDS Protocols

In this section we construct degree-2 two-server RCDS protocols that for some
parameters are better than the protocols constructed in Section 6. We use specific
properties of the degree-2 two-server CDS protocol of [34] to construct these
RCDS protocols (unlike the construction in Section 6 that uses the CDS protocol
in a blackbox manner).

A Degree-2 Two-Server (t, 1)-RCDS Protocol. We next construct a degree-2 two-
server RCDS protocol that is robust for the first server. That is, the protocol is
secure when the referee receives messages of at most t inputs from the first server
and a message of one input from the second server. The protocol, denoted by
Πrobust

2 , is described in Fig. 6. Next we overview the ideas in the protocol. Our
protocol is built on the CDS protocol Π2. In protocol Π2 (described in Fig. 2),
the message of Alice for each input is masked with the same random bits. When
the referee gets one message from Alice, this mask prevents it from learning
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information. However, if the referee gets messages from Alice for two inputs, the
same mask is used and the referee can learn the secret. In order to overcome this
vulnerable point, in Πrobust

2 , Alice uses different random bits to mask messages
of different inputs. To get good message size, we cannot use independent masks
for each input; we only need the masks of every t inputs to be independent.
Thus, we use t-wise independent random variables. This is achieved by having
univariate polynomial Q of degree t− 1 in the common randomness of Alice and
Bob and Alice uses the mask Q(x) for the message generated for the input x.
The protocol uses many polynomials over F2dlogMe , denoted by Qh,j for every

h ∈ {1, 2, 3} and j ∈ [N1/3]. Alice masks her messages with LSB(Qh,j(x)) (that
is, least significant bit of the polynomial Qh,j evaluated at x) and Bob sends
the coefficients of only the 3 polynomials that correspond to his input, namely,
Q1,i1 , Q2,i2,, Q3,i3 . The security follows from a similar argument as in the protocol
of Π2 and the fact that t points determine a unique polynomial of degree t− 1
and less than t points give no information on the polynomial of degree t. In the
protocol we consider a function f : [M ]× [N ]→ {0, 1}. The message size in the
protocol only depends on the logarithm of the size of the input domain of Alice
(i.e., on logM).

Theorem 8.1. Protocol Πrobust
2 described in Fig. 6 is a degree-2 two-server

(t, 1)-RCDS protocol over F2 for a function f : [M ]× [N ]→ {0, 1} with message
size of Alice and Bob are O(N1/3) and O(t logM +N1/3), respectively.

Proof. We next prove the correctness and robustness of the protocol described
in Fig. 6. Similarly to the proof of Theorem 5.1, when s = 0 the output of the
protocol (i.e., the value of the expression in (18)) is

m1 ⊕m2 ⊕m2 ⊕m1
i1 ⊕ LSB(Q1,i1(x))⊕m2

i2 ⊕ LSB(Q2,i2(x))⊕m3
i3⊕

LSB(Q3,i3(x)) = r1 ⊕ r2 ⊕ r3 = 0, (12)

and when s = 1, the output (i.e., the value of the expression in (18)) is

m1 ⊕m2 ⊕m3 ⊕m1
i1 ⊕ LSB(Q1,i1(x))⊕m2

i2 ⊕ LSB(Q2,i2(x))⊕m3
i3

⊕ LSB(Q3,i3(x)) = Di1,i2,i3 . (13)

When f(x, (i1, i2, i3)) = Di1,i2,i3 = 1, the correctness follows directly from (12)
and (13).

Next we prove the robustness of the scheme. Fix inputs x1, . . . , xt and their
corresponding databases D1, . . . , Dt, respectively, and i = (i1, i2, i3) such that
f(x`, (i1, i2, i3)) = D`

i1,i2,i3
= 0 for every 1 ≤ ` ≤ t. Furthermore, fix the t

messages of Alice (m1,`
j1

)j1∈[N1/3], (m2,`
j2

)j2∈[N1/3], (m3,`
j3

)j3∈[N1/3] for 1 ≤ ` ≤ t
and the message of Bob A1, A2, A3, Q1,i1 , Q2,i2 , Q3,i3 such that for every 1 ≤ ` ≤
t ⊕

j2∈A2,j3∈A3

D`
i1,j2,j3 ⊕

⊕
j1∈A1,j3∈A3

D`
j1,i2,j3 ⊕

⊕
j1∈A1,j2∈A2

D`
j1,j2,i3 ⊕m

1,`
i1

⊕ LSB(Q1,i1(x`))⊕m2,`
i2
⊕ LSB(Q2,i2(x`))⊕m3,`

i3
⊕ LSB(Q3,i3(x`)) = 0. (14)
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By (12) and (13), when D`
i1,i2,i3

= 0 only such messages are possible (no
other restrictions are made on the messages). We next argue that the referee
cannot learn any information about the secret given these inputs and messages.
We show that these messages have the same probability given s = 0 and s = 1.
That is, we show that for every s ∈ {0, 1} there is the same number of common
random strings r such that Alice and Bob send these messages with the secret
s. We characterize the common random strings r that are consistent with these
messages and a secret s as follows:

– For h ∈ {1, 2, 3}, define Sh = Ah if s = 0 and Sh = Ah⊕{ih} if s = 1. These
S1, S2, S3 are consistent with the messages of Bob and s and are the only
consistent choice. For both when s = 0 and s = 1, as D`

i1,i2,i3
= 0, it holds

that for every 1 ≤ ` ≤ t⊕
j2∈A2,j3∈A3

D`
i1,j2,j3 ⊕

⊕
j1∈A1,j3∈A3

D`
j1,i2,j3 ⊕

⊕
j1∈A1,j2∈A2

D`
j1,j2,i3

=
⊕

j2∈S2,j3∈S3

D`
i1,j2,j3 ⊕

⊕
j1∈S1,j3∈S3

D`
j1,i2,j3 ⊕

⊕
j1∈S1,j2∈S2

D`
j1,j2,i3 . (15)

This is true since when s = 0, the sets A1, A2, A3 are the same as S1, S2, S3,
and when s = 1, by (4), the value of the expression for every 1 ≤ ` ≤ t is
D`
i1,i2,i3

which is 0.
– The message of Bob determines Q1,i1 , Q2,i2 , and Q3,i3 .
– Define for 1 ≤ ` ≤ t

r1,x` = m1,`
i1
⊕

⊕
j2∈S2,j3∈S3

D`
i1,j2,j3 ⊕ LSB(Q1,i1(x`)), (16)

and

r2,x` = m2,`
i2
⊕

⊕
j1∈S1,j3∈S3

D`
j1,i2,j3 ⊕ LSB(Q2,i2(x`)). (17)

Given the secret s, the inputs, and the messages of Alice and Bob, these
values are possible and unique.

– Define r3,x` = r1,x`⊕r2,x` . By (14), (15),(16), and (17), this value is possible,
i.e., it satisfies

m3,`
i3

=
⊕

j1∈S1,j2∈S2

D`
j1,j2,i3 ⊕ LSB(Q3,i3(x`))⊕ r3,x` .

– Let j1 6= i1, j2 6= i2, and j3 6= i3. Furthermore, let y1h, y
2
h, . . . , y

t
h for h ∈

{1, 2, 3} be any elements in F2dlogMe s.t. for every 1 ≤ ` ≤ t:

LSB(y`1) = m1,`
j1
⊕

⊕
j2∈S2,j3∈S3

D`
j1,j2,j3 ⊕ r1,x` ,

LSB(y`2) = m2
j2,` ⊕

⊕
j1∈S1,j3∈S3

D`
j1,j2,j3 ⊕ r2,x` ,
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and
LSB(y`3) = m3,`

j3
⊕

⊕
j1∈S1,j2∈S2

D`
j1,j2,j3 ⊕ r3,x` .

Let Qh,jh for h ∈ {1, 2, 3} be the unique polynomial such that Qh,jh(x`) = y`h
for every 1 ≤ ` ≤ t. Given the secret s, the inputs, and the messages of Alice
and Bob, the values LSB(y1h), . . . ,LSB(yth) for h ∈ {1, 2, 3} are possible and
unique. Therefore, only such y1h, . . . , y

t
h can define the polynomial Qh,jh and

thus these are the only options for Qhjh . Since the polynomials are over a
finite field with characteristic 2, the LSB is uniformly distributed, therefore
the number of options of y1h, . . . , y

t
h is the same for s = 0 and s = 1. Hence,

we get that the number of possible polynomials of Qh,jh is the same for
s = 0 and s = 1. Observe that this also holds if Alice sends less than t
messages as less than t points cannot determine any coefficient of any of
the polynomials and thus the polynomials given the messages will remain
uniformly distributed.

Recall that the common random string is uniformly distributed. Since for
every pair of messages of Alice and Bob when Di1,i2,i3 = 0 for every secret s has
the same number of consistent random strings, these messages have the same
probability when s = 0 and when s = 1 and the security follows.

The message of Bob contains coefficients of three polynomials over F2dlogMe

of degree t − 1. Thus, since each polynomial has t coefficients in F2dlogMe , the
size of the message of Bob is O(t logM +N1/3). The message of Alice contains
N1/3 bits as in Π2.

For the degree of the protocol, observe that addition and multiplication of
field element with a constant in F2dlogMe can be computed as degree-1 polynomi-
als over F2 with the same degree (see Appendix A). Therefore, LSB(Q(x)) can
be computed by degree-1 polynomials over F2 (since we use only addition and
multiplication with constant). Hence, by the same argument in Π2, the degree
of the encoding and decoding is 2 over F2. ut

Remark 8.2. We construct the protocol in Fig. 6 for an arbitrary function. This is
in contrast to the protocols in previous sections, where we constructed protocols
for INDEX and from it we got a protocol for every function. The problem in
constructing this protocol for INDEX is that there are 2N possible databases
and for each database we need to evaluate Q on a different field element, thus
the polynomials should be over F2N . Hence, the message size of Bob would be
O(tN) which is inefficient (compared to the trivial protocol with message size
O(N)).

Comparison to the linear protocols. By [16], we know that for almost all functions
f : [N ]2 → {0, 1} every linear two-server CDS protocol requires messages of size

at least Ω(
√
N) (and by [27] all functions f : [N ]2 → {0, 1} have such protocol).

Therefore, our protocol is more efficient than any possible linear two-server (t, 1)-

RCDS protocol (e.g., [27,16]) for every t <
√
N . However, as proved in [5], the

linear CDS protocol of [16], with message size Θ(
√
N), is also a linear two-server

(t, 1)-RCDS protocol for every t. Thus, for t >
√
N the linear RCDS protocol

of [16] is better than our protocol.
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Protocol Πrobust
2

– The secret: A bit s ∈ {0, 1}.
– Alice holds x ∈ [M ] and Bob holds i = (i1, i2, i3) ∈ [N ] such that i1, i2, i3 ∈

[N1/3].
– Common randomness: S1, S2, S3 ⊆ [N1/3], r1,x, r2,x ∈ {0, 1} for every
x ∈ [M ], and polynomials Q1,j1 , Q2,j2 , Q3,j3 over F2dlogMe of degree t− 1

for every j1, j2, j3 ∈ [N1/3].
– The protocol
• Alice and the referee compute a database D ∈ {0, 1}N where D` =
f(x, `) for 1 ≤ ` ≤ N .

• Alice computes r3,x = r1,x ⊕ r2,x.
• Alice computes 3N1/3 bits:
∗ m1

j1 =
⊕

j2∈S2,j3∈S3
Dj1,j2,j3 ⊕ LSB(Q1,j1(x)) ⊕ r1,x for every

j1 ∈ [N1/3].
∗ m2

j2 =
⊕

j1∈S1,j3∈S3
Dj1,j2,j3 ⊕ LSB(Q2,j2(x)) ⊕ r2,x for every

j2 ∈ [N1/3] .
∗ m3

j3 =
⊕

j1∈S1,j2∈S2
Dj1,j2,j3 ⊕ LSB(Q3,j3(x)) ⊕ r3,x for every

j3 ∈ [N1/3].
• Alice sends (m1

j1)j1∈[N1/3], (m2
j2)j2∈[N1/3], (m3

j3)j3∈[N1/3] to the ref-
eree.

• Bob computes 3 strings Ah = (Ah[1], . . . , Ah[N1/3]) for h ∈ {1, 2, 3}
(each string of length N1/3).
∗ Ah[jh] = Sh[jh] for every jh 6= ih.
∗ Ah[ih] = Sh[ih] ⊕ s (that is, if s = 0 then Ah = Sh, otherwise
Ah = Sh ⊕ {ih}).

• Bob sends the t coefficients of Q1,i1 , Q2,i2 , Q3,i3 , and A1, A2, A3 to
the referee.

• The referee computes:
m1 =

⊕
j2∈A2,j3∈A3

Di1,j2,j3 , m2 =
⊕

j1∈A1,j3∈A3
Dj1,i2,j3 ,

m3 =
⊕

j1∈A1,j2∈A2
Dj1,j2,i3

and outputs

m1 ⊕m2 ⊕m3 ⊕m1
i1 ⊕ LSB(Q1,i1(x))⊕m2

i2

⊕LSB(Q2,i2(x))⊕m3
i3 ⊕ LSB(Q3,i3(x)). (18)

Fig. 6. A degree-2 two-server (t, 1)-RCDS protocol Πrobust
2 for an arbitrary function

f : [M ]× [N ]→ {0, 1}.

A Degree-2 Two-Server (t1, t2)-RCDS Protocol for Long Secrets. In Theorem 8.3
we construct a degree-2 two-server (t1, t2)-robust CDS protocol for secrets of
size O(t2 logN log t2). The construction follows the transformation described
in Lemma 6.2. However, instead of sharing the secret by an `-out-of-` threshold
scheme (i.e., generate ` random bits s1, . . . , s` such that s = ⊕`i=1si), we share
it by a ramp scheme ([20]), following [6]. In addition, starting from a scheme
that is (t1, 1)-robust, we only need to immunize Bob, i.e., enable him to send
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messages of t2 inputs such that the referee will not learn the secret from theses
messages and t1 messages of Alice (provided that the messages correspond to a
zero-set of inputs).

Theorem 8.3. There is a degree-2 two-server (t1, t2)-RCDS protocol over F2

for any function f : [M ] × [N ] → {0, 1}, with secrets of size O(t2 logN log t2)

bits, such that the message size of Alice is Õ(N1/3t
5/3
2 ) and the message size of

Bob is Õ(t1t2 +N1/3t
2/3
2 ), that is, Alice and Bob send Õ(N1/3t

2/3
2 ) and Õ(t1 +

N1/3/t
1/3
2 ) bits per bit of secret, respectively.

We start by defining ramp secret-sharing schemes.

Definition 8.4 (Ramp secret-sharing scheme [20]). In a (b, g, n)-ramp
secret-sharing scheme, for any subset A of parties if |A| ≥ g then A should
reconstruct the secret and if |A| ≤ b then A should learn no information about
the secret. In contrast to Definition 2.4, there are no requirements on subsets A
such that b < |A| < g.

Proof (of Theorem 8.3). Starting from a scheme that is (t1, 1)-robust, we only
need to immunize Bob, i.e., enable him to send messages of t2 inputs such that
the referee will not learn the secret from these messages and t1 messages of Alice
(provided that the messages correspond to a zero-set of inputs). In Fig. 7, we
describe the transformation that we use in order to immunize Bob. As in previous
protocols, we will use this transformation twice. Next we prove the correctness
and the robustness of the transformation.

For the correctness of the transformation, let x ∈ [M ], y ∈ [N ] such that
f(x, y) = 1. For every i ∈ [`], both Alice and Bob send their message in the
copy of P with the secret si, where the input is restricted to [M ]×Bhi(x). Since
x ∈ [M ] and y ∈ Bhi(x), the referee can reconstruct si from the messages in
this copy of P for inputs x and y for every i ∈ [`]. Hence, by the correctness of
Πramp, the referee reconstructs the secret s.

For the robustness, we assume that P is a (t1, t
′
2)-RCDS protocol and prove

that the resulting protocol is a (t1, t2)-RCDS protocol. Let (Z1, Z2) be a zero-
set of f such that |Z1| ≤ t1 and |Z2| ≤ t2. Using the family of hash functions
in Lemma 6.3 and Lemma 6.4, there are at least `/4 hash functions h ∈ HN,t2,t′2,v
such that h(Z2) is at most t′2-to-one. Let hi be a t′2-to-one hash function on Z2.
Thus, each t′2 inputs of Z2 are in a different subset Bj in the partition induced
by hi. Therefore, the referee gets at most t′2 messages of Bob in each copy of P,
and since P is a (t1, t

′
2)-RCDS protocol, the referee cannot learn any information

about si from any copy of P for the restriction of f to [M ]×Bj with secret si,
for every j ∈ [v]. As each copy is executed with independent randomness, the
referee cannot learn any information about si. Since this holds for at least `/4
hash functions, the referee does not get any information on at least `/4 shares
of the ramp scheme, and, hence, by the security of the (3`/4, `, `)-ramp scheme,
the referee cannot learn any information about the secret.

Next we construct the degree-2 two-server (t1, t2)-RCDS protocol. Observe
that we use a linear (3`/4, `, `)-ramp secret-sharing scheme over F2dlog `e . This
linear ramp scheme can be obtained from the threshold secret-sharing scheme of
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A (t1, t2)-RCDS protocol

– Denote by P the underlying 2-server (t1, t
′
2)-RCDS protocol.

– Let HN,t2,t′2,v = {h1, . . . , h`} be a set of hash function.

– Let F be a finite field and Πramp be a (3`/4, `, `)-ramp secret-sharing
scheme over F.

– The secret: A vector s = (s′1, . . . , s
′
`/4) ∈ F`/4.

– The protocol
• Let s1, . . . , s` ∈ F be the shares of the (3`/4, `, `)-ramp secret-sharing

scheme Πramp for the secret s. Let |si| be the size of si and denote
si = (si,1, . . . , si,|si|) for every i ∈ [`].

• For every i ∈ [`] do:
∗ Let Bj = {y ∈ [N ] : hi(y) = j} for every j ∈ [v].
∗ For every j ∈ [v], k ∈ [|si|], independently execute protocol P for

the restriction of f to [M ]×Bj with the secret si,k. That is, Alice
with input x sends a message for the restriction of f to [M ]×Bj
with secret si,k for every j ∈ [v] and k ∈ [|si|], and Bob with input
y sends message only for the restriction of f to [M ]×Bhi(x) with
secret si,k for every k ∈ [|si|].

Fig. 7. A two-server (t1, t2)-RCDS protocol from a two-server (t1, t
′
2)-RCDS protocol

for a function f : [M ]× [N ]→ {0, 1}.

Shamir by fixing the last `/4 coefficients to be the secret. The share size in this
scheme is one field element, that is, the size of si for i ∈ [`] is log `.

Similarly to Theorem 6.5, we construct the protocol in two stages. For the
first stage, we use the output-balanced family HN,log t2,1,log2 t2 of perfect hash
functions with ` = O(log t2 logN) hash functions promised by Lemma 6.3. Ap-
plying the transformation in Fig. 7 with HN,log t2,1,log2 t2 and our degree-2 two-
server (t1, 1)-RCDS protocol of Theorem 8.1 as the underlying protocol, results
in a degree-2 two-server (t1, log t2)-RCDS protocol, denoted by P, in which the

message size of Alice is Õ(N1/3) and the message size of Bob is Õ(N1/3 + t1).

For the second stage, we apply the transformation of Fig. 7 with the
(t1, log t2)-RCDS protocol P and the output-balanced family of (log t2)-collision-
free hash functions, denoted by HN,t2,log t2,2t2 , with ` = O(t2 logN) hash func-
tions, promised by Lemma 6.4. Therefore, since the input domain of Bob in
each copy of the underlying RCDS protocol is of size N/t2, the message size

of Alice is Õ(t22(N/t2)1/3) = Õ(N1/3t
5/3
2 ) and the message size of Bob is

Õ(t2((N/t2)1/3 + t1)) = Õ(N1/3t
2/3
2 + t1t2).

For the degree of the protocol, we use a linear (3`/4, `, `)-ramp secret-sharing
scheme over a field F2dlog `e . Since operations (addition and multiplication) in
F2dlog `e can be implemented as operations in F2 with the same degree (see Ap-
pendix A), the ramp scheme we have is over F2. Therefore, using our degree-2
two-server (t1, 1)-RCDS protocol over F2 of Theorem 8.1, and with a similar
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argument as in Lemma 6.2, the degree of the protocol is 2 for encoding and
decoding. ut

Comparison to linear protocols. The linear two-server (t1, t2)-RCDS protocol
(which is also an (M, t2)-RCDS protocol) with secrets of size O(t2 logN log t2)

of [6] requires message size of Õ(t2+
√
N) per bit of secret. Therefore, the message

size per bit of secret of our protocol for both Alice and Bob is better than the
linear protocol when t1 <

√
N and t2 < N1/4.
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A Operations in F2d

Let d be an integer and consider addition and multiplication in F2d . These op-
erations can be implemented as operations in F2 with the same degree. Recall
that an element in F2d can be represented as a polynomial of degree d− 1 over

F2. We represent it as d elements in F2. Let R(σ) =
∑d−1
k=0 ekσ

k + σd (where
e0, . . . , ed−1 ∈ {0, 1}) be an irreducible polynomial over F2 that generates F2d .

Let
∑d−1
k=0 akσ

k and
∑d−1
k=0 bkσ

k (where a0, . . . , ad−1, b0, . . . , bd−1 ∈ {0, 1}) be two
elements in F2d . Then, it is easy to observe that the sum of the two elements
is represented by summing their coefficients in F2. Furthermore, the multipli-
cation of two elements is done by multiplying the two polynomials and then

reducing the result modulo R(σ). Let
∑2d−2
k=0 ckσ

k (where c0, . . . , c2d−2 ∈ {0, 1})
be the resulting polynomial of multiplying the two polynomials. Observe that
each polynomial σk equals to a constant polynomial modulo R(σ). Thus, let
P1, . . . , P2d−2 be constant polynomials such that Pk = σk mod R(σ). Then,

(

2d−2∑
k=0

ckσ
k) mod R(σ) =

2d−2∑
k=0

ckPk.

Therefore, the degree of the multiplication is the same as the degree of computing
c0, . . . , c2d−2, i.e., the degree of multiplying the two elements in F2d .

B Sharing and Reconstruction for Multi-Linear Secret
Sharing

Beimel [11] showed that linear sharing and linear reconstruction are equivalent
for one-element secrets. In this section we show that this holds also for multi-
linear schemes, that is, we show that linear sharing and linear reconstruction are
equivalent for multi-element secrets. Our proof generalizes the proof of [11].

B.1 From Linear Sharing to Linear Reconstruction

We start by showing that that every secret-sharing scheme with linear sharing
has also linear reconstruction. This generalizes the ideas of [30].

Lemma B.1. Let Γ be an n-party access structure and Π be a secret-sharing
scheme with linear sharing realizing Γ . Then, Π is a secret-sharing scheme with
linear reconstruction.

Proof. Denote the secret by s = (s1, . . . , s`), and let B ∈ Γ be an authorized
set. Each coordinate of each share of the parties in B is a linear combination
of the random elements and s1, . . . , s`. As in [11], we can present these linear
combinations as a system of linear equations in which the variables are the
random elements and s1, . . . , s`. Since B is an authorized set that can reconstruct
the secret, for every i ∈ [`], there is only one element si,0 such that there exists a
solution to the system in which the i-th elements of the secret equals to si,0. Thus,
for every i ∈ [`], the equation si = si,0 is a linear combination of the equations
in the system, and the i-th element of the secret is a linear combination of the
coordinates of the shares of the parties in B. ut
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B.2 From Linear Reconstruction to Linear Sharing

Next, we show that for any secret-sharing scheme with linear reconstruction there
is an equivalent secret-sharing scheme with linear sharing. We first prove that
for any secret-sharing scheme with linear reconstruction there is a multi-target
monotone span program (defined in Definition B.2) for the dual access structure
that has the same size. Then, we use a claim from [12]), which shows that for
any multi-target monotone span program there is a secret-sharing scheme with
linear sharing and linear reconstruction for the same access structure that has
the same size. We apply the same transformation again to get a secret-sharing
scheme with linear sharing for the dual of the dual access structure, i.e., for the
original access structure. The construction of the dual multi-target monotone
span program borrows ideas from the construction of the dual span program of
Fehr [24].

We start by quoting a definition from [12] of a generalization of mono-
tone span programs, called multi-target monotone span programs. Multi-linear
schemes are based on this generalization.

Definition B.2 (Multi-Target Monotone Span Programs [12]). A multi-

target monotone span program is a quadruple M̂ = 〈F,M, δ, V 〉, where F is a
finite field, M is an a× b matrix over F, δ : {1, . . . , a} → P (where P is a set of
parties) is a mapping labeling each row of M by a party, and V = {v1, . . . ,v`}
is a set of independent non-zero vectors in Fb, for some 1 ≤ ` < b, such that for
every A ⊂ P one of the following holds:

1. The rows of MA span each vector in V . In this case, we say that M̂ accepts
A.

2. The rows of MA span no non-zero vector in the linear space spanned by the
vectors in V .

The size of M̂ is the number of rows of M (i.e., a). We say that M̂ accepts an

access structure Γ where M̂ accepts a set A if and only if A ∈ Γ .

Note that we need to construct M̂ such that there are no subsets A such
that MA does not satisfy items 1 and 2 in Definition B.2. By applying a linear
transformation to the rows of M , the set of vectors can be changed to any set

of independent non-zero vectors without changing the size of M̂ .
Now, we prove that for every secret-sharing scheme with linear reconstruction

realizing some access structure, there is a multi-target monotone span program
accepting its dual access structure. Recall that for linear reconstruction we have a
reconstruction vector for every (minimal) authorized subset A and every element
of the secret si, which is the coefficients of the linear combination of the shares
of A that recover si. That is, the size of any reconstruction vector for A is
the number of elements in the shares and it is non-zero only in coordinates
correspond to shares of parties in A.

Definition B.3 (Dual Access Structure). For an access structure Γ ⊆ 2P ,
its dual access structure Γ⊥ ⊆ 2P is defined as

Γ⊥ = {B ⊆ P : P \B /∈ Γ}.
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Construction B.4 (Dual Multi-Target Monotone Span Program). Let
Π be a secret-sharing scheme with linear reconstruction realizing Γ over F, where
the secret contains ` field elements. Construct a multi-target monotone span

program M̂⊥ = 〈F,M⊥, δ, V 〉 for Π such that:

– the number of rows of M⊥ is the number of elements c in the shares generated
by the dealer in Π,

– the label of a row j, i.e., δ(j), is the party that gets the j-th element in the
shares for every j ∈ [c],

– for every minimal authorized set A ∈ Γ and every i ∈ [`] there is a column
(rA,i)

T in M⊥, where rA,i is a reconstruction vector of the i-th element in
the secret for A in Π, and these columns are ordered according to i ∈ [`]
(i.e., we first have block of columns for i = 1, and then block of columns for
i = 2, etc). and

– V = {v1, . . . ,v`}, where vi consist of ` blocks of coordinates, the size of
each of them is the number of minimal authorized sets of Γ , and all of them
contain only zero’s except for the i-th block, which contains only one’s, for
every i ∈ [`].

The multi-target monotone span program M̂⊥ is called the dual multi-target
monotone span program of Π.

Example B.5. Let P = {P1, P2, P3, P4}, Γ = {{P1, P2}, {P2, P3}, {P3, P4}}, and
Π be a secret-sharing scheme realizing Γ with linear reconstruction (and linear
sharing) for two-bit secrets (s1, s2) and 4 random bits r1, r2, r3, r4 such that the
share of P1 is (r1, r3 ⊕ s2), the share of P2 is (r1 ⊕ s1, r3, r4), the share of P3 is
(r1, r2, r4 ⊕ s2), and the share of P4 is (r2 ⊕ s1, r4).

Then, the multi-target monotone span program M̂⊥ = 〈F,M⊥, δ, V 〉 for Π
will contain an 10 × 6 binary matrix M⊥ for which the first 2 rows labeled by
P1, the next 3 rows labeled by P2, the next 3 rows labeled by P3, and the last 2
rows labeled by P4. For example, the first column is the reconstruction vector of
s1 for {P1, P2}, i.e., (1, 0, 1, 0, . . . , 0)T , and the last column is the reconstruction
vector of s2 for {P3, P4}, i.e., (0, . . . , 0, 1, 0, 1)T ,

Claim B.6. Let Π be a secret-sharing scheme realizing Γ with linear recon-
struction over F, where the secret contains ` field elements. The dual multi-target

monotone span program M̂⊥ of Π, as defined in Construction B.4, is a multi-
target monotone span program accepting the dual access structure Γ⊥. Moreover,

the size of M̂⊥ is the number of elements in the shares of Π.

Proof. We begin by proving that for every authorized set A ∈ Γ , the set B =

P \ A is rejected by M̂⊥. It suffices to consider only minimal authorized sets
A ∈ Γ . For every i ∈ [`], the reconstruction vector rA,i of the i-th secret element
for A in Π is a column of M⊥, and has non-zero entries only in rows labeled by
A, i.e., it has zero entries in all rows labeled by B. Thus, for every i ∈ [`], the
rows labeled by B = P \A cannot span vi, since in the column (rA,i)

T , which is
on the i-th block of columns of M⊥, all entries labeled by B are zero. Moreover,
by the structure of the target vectors, every non-zero combination of the target
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vector contains non-zero entries in some block i ∈ [`]. Thus, the rows labeled by
B = P \ A cannot span any non-zero vector in the linear space spanned by the
vectors in V = {v1, . . . ,v`}.

Now, assume thatA /∈ Γ . We prove that the rows ofM⊥ labeled byB = P\A,
denoted by M⊥B , linearly span all the target vectors of V , that is, the rows of
M⊥B span the vectors vi for every i ∈ [`]. Assume by contradiction that there is
a target vector vj that is not spanned by the rows of M⊥B for some j ∈ [`]. Then,
by orthogonality arguments, there is a column vector u such that vj ·u = 1 and
M⊥B · u = 0. Denote the secret for scheme Π by s = (s1, . . . , s1) and let Πs be
the elements in the shares of Π for the secret s. Thus, since the i-th block of
columns contains only reconstruction vectors for si in Π for every i ∈ [`], we
have that

Πs · (M⊥ · u) = (Πs ·M⊥) · u = (s1, . . . , s1, . . . , s`, . . . , s`) · u

=
∑̀
i=1

(si · vi) · u =
∑̀
i=1

si · (vi · u).
(19)

Moreover, since M⊥B · u = 0, then M⊥ · u is non-zero only in rows labeled by
A, so by the above computation the parties of A can compute Πs · (M⊥ · u) =∑`
i=1 si · (vi ·u), which is a non-trivial linear combination of the elements of the

secret, since vj · u 6= 0, contradiction to the fact that A /∈ Γ . ut

Remark B.7. We say that a secret-sharing scheme Π realizing an n-party ac-
cess structure Γ has an error of ε in the reconstruction if the correctness re-
quirement is relaxed to the following one: The secret s can be reconstructed
by any authorized set of parties with probability at least 1 − ε. That is,
for any set B = {Pi1 , . . . , Pi|B|} ∈ Γ there exists a reconstruction function
ReconB : Si1 × · · · × Si|B| → S such that for every secret s ∈ S,

Pr [ ReconB (ΠB(s, r)) = s ] ≥ 1− ε,

where the probability is over the choice of r from R with uniform distribution.
Then, when Π is a secret-sharing scheme with linear reconstruction over F

with an error of at most 2−(n+1) in the reconstruction of the elements of the secret
(i.e., all the elements of the secret are reconstructed correctly with probability
1 − 2−(n+1)), then Construction B.4 together with Lemma B.8 imply a dual
secret-sharing scheme Π⊥ realizing the dual access structure Γ⊥ with linear
sharing and linear reconstruction over F without an error in the reconstruction
and with the same share size as the share size of Π.

This follows since if there is an error of 2−(n+1) in the reconstruction of
the secret for some authorized set, then by the union bound the probability that
there is an error for some authorized set is less than 2−(n+1) times the number of
authorized sets, which is less than 1/2. Then, following the proof of Claim B.6,
for every vector of shares Πs for the secret s for which the reconstruction is
correct for all authorized sets, equation (19) holds. Thus, with probability more
than 1/2, if the contradicting assumption was true than the set A can reconstruct
a non-trivial linear combination of the elements of the secret, contradiction to
the fact that A /∈ Γ .
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Lemma B.8 ([12]). Let Γ be an n-party access structure and M̂ = 〈F,M, δ, V 〉
be a multi-target monotone span program of size c with ` target vectors in V that
accepts Γ . Then, there is a secret-sharing scheme Π realizing Γ with linear
sharing and linear reconstruction over F, in which the shares contain c field
elements and the secret contains ` field elements.

Using two applications of Construction B.4 and by Claim B.6
and Lemma B.8, we get the result below.

Corollary B.9. Let Γ be an n-party access structure and Π be a secret-sharing
scheme realizing Γ with linear reconstruction over F, in which the shares contain
c field elements and the secret contains ` field elements. Then, there is a secret-
sharing scheme realizing Γ with linear sharing and linear reconstruction over
F, in which the shares contain c field elements and the secret contains ` field
elements.

Proof. Given the secret-sharing scheme Π realizing Γ , we use Construction B.4

to get a multi-target monotone span program M̂⊥ = 〈F,M⊥, δ, V 〉 of size c with

` target vectors in V . By Claim B.6, M̂⊥ accepts the dual access structure Γ⊥.
Then, by Lemma B.8, there is a secret-sharing scheme Π⊥ with linear sharing
and linear reconstruction over F realizing Γ⊥, in which the shares contain c field
elements and the secret contains ` field elements.

Next, we again use Construction B.4 on the scheme Π⊥ to get a multi-

target monotone span program M̂ = 〈F,M, δ, V 〉 of size c with ` target vectors

in V . Again by Claim B.6, we get that M̂ accepts the dual access structure
of Γ⊥, which is Γ , since the dual of a dual access structure is the original
access structure, that is, (Γ⊥)⊥ = Γ . Finally, again by Lemma B.8, we get
the desired secret-sharing scheme with linear sharing and linear reconstruction
over F realizing Γ⊥, in which the shares contain c field elements and the secret
contains ` field elements. ut

Combining Lemma B.1 and Corollary B.9, we obtain the following corollary.

Corollary B.10. Let Γ be an access structure and F be a finite field. Then,
there is a secret-sharing scheme realizing Γ with linear reconstruction over F, in
which the shares contain c field elements and the secret contains ` field elements,
if and only if there is a secret-sharing scheme realizing Γ with linear sharing (and
linear reconstruction) over F, in which the shares contain c field elements and
the secret contains ` field elements. In that case, we say that the later scheme is
a multi-linear secret-sharing scheme.
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