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#### Abstract

Side channel attacks are serious concern for implementation of cryptosystems. Masking is an effective countermeasure against them and masked implementation of block ciphers has been attracting active research. It is an obstacle to efficient masked implementation that the complexity of an evaluation of multiplication is quadratic in the order of masking. A direct approach to this problem is to explore methods to reduce the number of multiplications required to represent an S-box. An alternative approach proposed by Carlet et al. in 2015 is to represent an S-box as composition of polynomials with low algebraic degrees. We follow the latter approach and propose to use a special type of polynomials with a low algebraic degree as components, which we call generalized multiplication (GM) polynomials. The masking scheme for multiplication can be applied to a GM polynomial, which is more efficient than the masking scheme for a polynomial with a low algebraic degree. Our experimental results show that, for $4-/ 6-/ 8$-bit permutations, the proposed decomposition method is more efficient than the method by Carlet et al. in most cases in terms of the number of evaluations of low-algebraicdegree polynomials required by masking.


Keywords: Algebraic decomposition • Boolean function • masking • Sbox

## 1 Introduction

Background. Side channel attacks introduced by Kocher [11] are serious concern for implementation of cryptosystems. Chari et al. [5] proposed a sound approach based on secret sharing $[2,15]$ against a class of side-channel attacks analyzing power consumption [12]. It is usually called masking [13] in this context. The $d$-th order masking splits each internal variable into $(d+1)$ shares so that any information of the internal variable cannot be recovered from at most $d$ shares. The complexity of a successful side channel attack against a masked implementation was shown to be exponential in the masking order $d[5]$.

Masked implementation has often been discussed for block ciphers. A block cipher can be manipulated as a function over the finite field $\mathbb{F}_{2}$ or its extension. For a scalar multiplication or an addition, the number of operations to compute shares of the result from the shares of an input is $O(d)$. For a square, it is also
$O(d)$. For a multiplication, on the other hand, it is $O\left(d^{2}\right)$. Thus, a multiplication is especially called a nonlinear multiplication to refer to the difference from a square.

For efficient masked implementation of block ciphers, it has been actively studied to reduce the number of nonlinear multiplications required to compute an S-box. A similar but different approach is to represent an S-box as composition of polynomials with low algebraic degrees [4].

Our Contribution. We present a method for algebraic decomposition inspired by the method of Carlet et al. [4] and the method to reduce the number of nonlinear multiplications of Goudarzi et al. [8]. The proposed method can be applied to any function from $\{0,1\}^{n}$ to $\{0,1\}^{n}$ for even $n$. It regards a given function $h(x)$ as a pair of bivariate polynomials $\left(h_{0}\left(x_{0}, x_{1}\right), h_{1}\left(x_{0}, x_{1}\right)\right)$, where $h_{b}: \mathbb{F}_{2^{n / 2}} \times \mathbb{F}_{2^{n / 2}} \rightarrow \mathbb{F}_{2^{n / 2}}$ for $b \in\{0,1\}$. Then, it represents $h$ as composition of pairs of linear combinations of $x_{0}^{2_{0} 0} x_{1}^{2_{1}}$, where $0 \leq i_{b} \leq n / 2-1$ for $b \in\{0,1\}$. We call such a pair of linear combinations a generalized multiplication (GM) polynomial. The difference of our proposed method from the method of Carlet et al. [4] is that the former uses GM polynomials instead of polynomials of low algebraic degrees such as 2 or 3 . To a GM polynomial, the masking scheme for a multiplication can be applied, which is more efficient than the masking scheme for a polynomial of low algebraic degree presented by Carlet et al. [4]. Due to this property, for masked implementation, in terms of the number of evaluations of nonlinear functions (GM polynomials, polynomials of low algebraic degree or multiplications), the proposed decomposition method is more efficient than the method by Goudarzi et al. [8] for $n=4,6,8$ and than the method by Carlet et al. [4] for $n=4,6$ and for $n=8$ if the masking order is higher than 1 .

Related Work. Ishai, Sahai and Wagner presented a higher-order masking method for multiplication over $\mathbb{F}_{2}$ in their seminal paper [9]. Rivain and Prouff [14] generalized the method of Ishai et al. [9] to any finite field multiplication and applied it to the AES S-box. Carlet et al. [3] extended the method of Rivain and Prouff [14] and proposed a generic method for masking any S-box based on cyclotomic classes and the Knuth-Eve polynomial evaluation algorithm [7, 10]. Coron, Roy and Vivek [6] improved the method of Carlet et al. [3] and presented a heuristic but generic method for masking any S-box. Goudarzi et al. [8] generalized the approach of Coron, Roy and Vivek [6] and proposed a method to treat any S-box from $\{0,1\}^{w_{i} \nu}$ to $\{0,1\}^{w_{o} \nu}$ as a tuple of polynomials over $\mathbb{F}_{2^{\nu}}$.

Inspired by the work of Coron, Roy and Vivek [6], Carlet et al. [4] introduced a new approach to decompose any S-box using polynomials having low algebraic degrees. They also presented masking methods for polynomials having low algebraic degrees.

Organization. Section 2 introduces some notations and definitions necessary for the discussions. Section 3 presents the proposed algebraic decomposition method using GM polynomials and its experimental results. Section 4 discusses
application of the proposed decomposition to masking. Section 5 gives a brief concluding remark.

## 2 Preliminaries

Let $\nu$ be a positive integer. Let $\mathbb{F}_{2^{\nu}}$ be the finite field with $2^{\nu}$ elements.

### 2.1 Functions over Finite Fields

A function $h: \mathbb{F}_{2^{\nu}}^{w_{i}} \rightarrow \mathbb{F}_{2^{\nu}}^{w_{o}}$ is a tuple of functions $\left(h_{0}, h_{1}, \ldots, h_{w_{\mathrm{o}}-1}\right)$, where $h_{j}: \mathbb{F}_{2^{\nu}}^{w_{i}} \rightarrow \mathbb{F}_{2^{\nu}}$ for $0 \leq j \leq w_{\mathrm{o}}-1 . h_{j}$ can be represented as

$$
h_{j}\left(x_{0}, x_{1}, \ldots, x_{w_{\mathrm{i}}-1}\right)=\sum_{k_{0}=0}^{2^{\nu}-1} \cdots \sum_{k_{w_{\mathrm{i}}-1}=0}^{2^{\nu}-1} \alpha_{j, k_{0}, \ldots, k_{w_{\mathrm{i}}-1}} x_{0}^{k_{0}} \cdots x_{w_{\mathrm{i}-1}}^{k_{w_{\mathrm{i}}-1}}
$$

where $\alpha_{j, k_{0}, \ldots, k_{w_{\mathrm{i}}-1}} \in \mathbb{F}_{2^{\nu}}$. We only refer to the cases that $\left(w_{\mathrm{i}}, w_{\mathrm{o}}\right) \in\{(1,1),(2,1)$, $(2,2)\}$ in the remaining parts.

Definition 1 (Algebraic degree). For a function $h: \mathbb{F}_{2^{\nu}} \rightarrow \mathbb{F}_{2^{\nu}}$ such that

$$
h(x)=\sum_{k=0}^{2^{\nu}-1} \alpha_{k} x^{k}
$$

its algebraic degree is the maximum of $\mathrm{HW}(k)$ such that $\alpha_{k} \neq 0$ for $0 \leq k \leq$ $2^{\nu}-1$, where $\mathrm{HW}(k)$ is the Hamming weight of the binary representation of $k$.

Definition 2 (Linearized polynomial). A function $\ell: \mathbb{F}_{2^{\nu}} \rightarrow \mathbb{F}_{2^{\nu}}$ is called a linearized polynomial if it can be represented as

$$
\ell(x)=\sum_{k=0}^{\nu-1} \alpha_{k} x^{2^{k}}
$$

where $\alpha_{k} \in \mathbb{F}_{2^{\nu}}$.
For any linearized polynomial $\ell(x)$, its algebraic degree is 1 , and it holds that

$$
\begin{equation*}
\ell\left(\sum_{i=0}^{d} x_{i}\right)=\sum_{i=0}^{d} \ell\left(x_{i}\right) \tag{1}
\end{equation*}
$$

We introduce generalized multiplication polynomials, which are used in our proposed decomposition method:

Definition 3 (Generalized multiplication polynomial). We call a function $m: \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}} \rightarrow \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}}$ a generalized multiplication (GM) polynomial if it
can be represented as $m(x)=\left(m_{0}(x), m_{1}(x)\right)$ such that, for $b \in\{0,1\}, m_{b}$ : $\mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}} \rightarrow \mathbb{F}_{2^{\nu}}$ and

$$
m_{b}(x)=\sum_{k=0}^{\nu-1} \sum_{l=0}^{\nu-1} \alpha_{b, k, l} x_{0}^{2^{k}} x_{1}^{2^{l}}
$$

where $x=\left(x_{0}, x_{1}\right) \in \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}}$ and $\alpha_{b, k, l} \in \mathbb{F}_{2^{\nu}}$.
For any GM polynomial $m\left(x_{0}, x_{1}\right)$, it holds that

$$
\begin{equation*}
m\left(\sum_{i=0}^{d} x_{0, i}, \sum_{j=0}^{d} x_{1, j}\right)=\sum_{i=0}^{d} \sum_{j=0}^{d} m\left(x_{0, i}, x_{1, j}\right) \tag{2}
\end{equation*}
$$

since

$$
\begin{equation*}
\left(\sum_{i=0}^{d} x_{0, i}\right)^{2^{k}}\left(\sum_{j=0}^{d} x_{1, j}\right)^{2^{l}}=\left(\sum_{i=0}^{d} x_{0, i}^{2^{k}}\right)\left(\sum_{j=0}^{d} x_{1, j}^{2^{l}}\right)=\sum_{i=0}^{d} \sum_{j=0}^{d} x_{0, i}^{2^{k}} x_{1, j}^{2^{l}} \tag{3}
\end{equation*}
$$

For Eq. (3), multiplication is the case that $k=l=0$.

## 3 Algebraic Decomposition

In the remaining parts of the paper, $\nu$ is a positive integer and $n=2 \nu$.

### 3.1 Algebraic decomposition using GM polynomials

Let $h:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$. Then, $h$ can be seen as $h(x)=\left(h_{0}\left(x_{0}, x_{1}\right), h_{1}\left(x_{0}, x_{1}\right)\right)$, where $x=\left(x_{0}, x_{1}\right)$ and $h_{b}: \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}} \rightarrow \mathbb{F}_{2^{\nu}}$ for $b \in\{0,1\}$. The decomposition of $h$ proceeds as follows:

1. For $1 \leq i \leq r$, let $f_{i}: \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}} \rightarrow \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}}$ is a GM polynomial chosen uniformly at random.
2. For $1 \leq i \leq r, g_{i}: \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}} \rightarrow \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}}$ is defined as follows:

$$
\begin{gathered}
g_{1}(x)=f_{1}(x) \\
g_{2}(x)=f_{2}\left(g_{1}(x)+\left(\ell_{0,0}\left(x_{0}\right)+\ell_{0,1}\left(x_{1}\right), \ell_{1,0}\left(x_{0}\right)+\ell_{1,1}\left(x_{1}\right)\right)\right)
\end{gathered}
$$

where $\ell_{0,0}, \ell_{0,1}, \ell_{1,0}$ and $\ell_{1,1}$ are linearized polynomials over $\mathbb{F}_{2^{\nu}}$ chosen uniformly at random, and, for $3 \leq i \leq r$,

$$
g_{i}(x)=f_{i}\left(g_{i-1}(x)\right) .
$$

3. For $1 \leq j \leq t, q_{j}: \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}} \rightarrow \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}}$ is defined as follows:

$$
q_{j}(x)=\left(q_{j, 0}(x), q_{j, 1}(x)\right)
$$

where, for $b \in\{0,1\}$,

$$
\begin{equation*}
q_{j, b}(x)=\sum_{i=1}^{r} \ell_{j, i, b}\left(g_{i, b}(x)\right)+\ell_{j, 0, b, 0}\left(x_{0}\right)+\ell_{j, 0, b, 1}\left(x_{1}\right), \tag{4}
\end{equation*}
$$

and $\ell_{j, i, b}, \ell_{j, 0, b, 0}$ and $\ell_{j, 0, b, 1}$ are linearized polynomials over $\mathbb{F}_{2^{\nu}}$ chosen uniformly at random.
4. For $b \in\{0,1\}$, search GM polynomials $\mu_{1}, \ldots, \mu_{t}$ over $\mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}}$, linearized polynomials $\lambda_{0, b, 0}, \lambda_{0, b, 1}, \ldots, \lambda_{r, b, 0}, \lambda_{r, b, 1}$ over $\mathbb{F}_{2^{\nu}}$ and a constant $\delta_{b} \in \mathbb{F}_{2^{\nu}}$ satisfying

$$
\begin{gather*}
h_{b}(x)=\sum_{j=1}^{t} \mu_{j, b}\left(q_{j}(x)\right)+\sum_{i=1}^{r}\left(\lambda_{i, b, 0}\left(g_{i, 0}(x)\right)+\lambda_{i, b, 1}\left(g_{i, 1}(x)\right)\right) \\
+\lambda_{0, b, 0}\left(x_{0}\right)+\lambda_{0, b, 1}\left(x_{1}\right)+\delta_{b} . \tag{5}
\end{gather*}
$$

If the search fails, then return to the first step.
The amount of computation for an evaluation of $h$ based on the decomposition is summarized in Table 1.

Table 1. The amount of computation based on the proposed decomposition. Both the linearized polynomials and the additions are over $\mathbb{F}_{\nu}$.

$$
\begin{array}{l|l}
\hline \text { The number of evaluations of GM polynomials } & r+t \\
\hline \text { The number of evaluations of linearized polynomials } & 2(r+2)(t+2) \\
\hline \text { The number of evaluations of additions } & 2(r+2)(t+2) \\
\hline
\end{array}
$$

Similar to the decomposition in [4], the search in the 4th step above can be done by solving a system of linear equations over $\mathbb{F}_{2^{\nu}}$ :

$$
\begin{equation*}
A \cdot \boldsymbol{v}_{b}=\boldsymbol{c}_{b} \tag{6}
\end{equation*}
$$

for $b \in\{0,1\} . \boldsymbol{c}_{b}$ is a $2^{n}$-dimensional vector over $\mathbb{F}_{2^{\nu}}$ such that

$$
\boldsymbol{c}_{b}=\left(h_{b}\left(e_{1}\right), h_{b}\left(e_{2}\right), \ldots, h_{b}\left(e_{2^{n}}\right)\right)^{\mathrm{T}}
$$

where $e_{i}=\left(e_{i, 0}, e_{i, 1}\right) \in \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}}$ and $e_{i_{1}} \neq e_{i_{2}}$ if $i_{1} \neq i_{2} . \boldsymbol{v}_{b}$ is the vector of unknowns representing the coefficients of GM polynomials $\mu_{1, b}, \ldots, \mu_{t, b}$, linearized polynomials $\lambda_{0, b, 0}, \lambda_{0, b, 1}, \ldots, \lambda_{r, b, 0}, \lambda_{r, b, 1}$ and $\delta_{b}$. The matrix $A$, which does not depend on the value of $b$, is defined as follows:

$$
\begin{aligned}
& A=\left(A_{q_{1}} A_{q_{2}} \cdots A_{q_{t}} A_{g_{1,0}} \cdots A_{g_{r, 0}} A_{g_{1,1}} \cdots A_{g_{r, 1}} A_{e_{*, 0}} A_{e_{*, 1}} \mathbf{1}\right) .
\end{aligned}
$$

is a $2^{n} \times \nu^{2}$ matrix, where $Q_{j, i}^{(k, l)}=q_{j, 0}\left(e_{i}\right)^{2^{k}} q_{j, 1}\left(e_{i}\right)^{2^{l}}$ for $1 \leq i \leq 2^{n}, 1 \leq k \leq \nu-1$ and $1 \leq l \leq \nu-1$.

$$
A_{g_{i, b^{\prime}}}=\left(\begin{array}{cccc}
g_{i, b^{\prime}}\left(e_{1}\right)^{2^{0}} & g_{i, b^{\prime}}\left(e_{1}\right)^{2^{1}} & \cdots & g_{i, b^{\prime}}\left(e_{1}\right)^{2^{\nu-1}} \\
g_{i, b^{\prime}}\left(e_{2}\right)^{2^{0}} & g_{i, b^{\prime}}\left(e_{2}\right)^{2^{1}} & \cdots & g_{i, b^{\prime}}\left(e_{2}\right)^{2^{\nu-1}} \\
& \cdots & & \\
g_{i, b^{\prime}}\left(e_{2^{n}}\right)^{2^{0}} & g_{i, b^{\prime}}\left(e_{2^{n}}\right)^{2^{1}} & \cdots & g_{i, b^{\prime}}\left(e_{2^{n}}\right)^{2^{\nu-1}}
\end{array}\right)
$$

is a $2^{n} \times \nu$ matrix for $1 \leq i \leq r$ and $b^{\prime} \in\{0,1\}$.

$$
A_{e_{*, b^{\prime}}}=\left(\begin{array}{cccc}
e_{1, b^{\prime}}^{2^{0}} & e_{1, b^{\prime}}^{2^{1}} & \cdots & e_{1, b^{\prime}}^{2^{\nu-1}} \\
e_{2, b^{\prime}}^{2^{\prime}} & e_{2, b^{\prime}}^{2^{1}} & \cdots & e_{2, b^{\prime}}^{\nu^{\prime}} \\
& \cdots & & \\
e_{2^{n}, b^{\prime}}^{2^{0}} & e_{2^{n}, b^{\prime}}^{2^{1}} & \cdots & e_{2^{n}, b^{\prime}}^{2^{\nu-1}}
\end{array}\right)
$$

is a $2^{n} \times \nu$ matrix. 1 is the column vector whose $2^{n}$ coordinates equal 1 .
The matrix $A$ has $2^{n}$ rows and $t \cdot \nu^{2}+2(r+1) \nu+1$ columns. In order for the system of linear equations Eq.(6) to have a solution for any $\boldsymbol{c}_{b}$, the rank of $A$ must be $2^{n}$ and it is required that

$$
\begin{equation*}
t \cdot n^{2} / 4+(r+1) n+1 \geq 2^{n} \tag{7}
\end{equation*}
$$

It is also required that the algebraic degree of the polynomial in the right side of Eq.(5) is $n / 2$ with respect to each of $x_{0}$ and $x_{1}$. Thus,

$$
\begin{equation*}
2^{r} \geq n / 2 \tag{8}
\end{equation*}
$$

Once we obtain a matrix $A$ with its rank $2^{n}$ from some $g_{1}, \ldots, g_{r}$ and $q_{1}, \ldots, q_{t}$, we can use it to decompose any function $h:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$.

### 3.2 Experimental Result

Table 2 shows the values of parameters of successful decomposition minimizing the number of GM polynomials, that is, $r+t$. For $n=4,6$, all optimal values satisfying inequalities (7) and (8) and minimizing $r+t$ are achieved. For $n=8$, optimal values are also achieved. On the other hand, though $(r, t)=(2,15)$ are also optimal, they cannot be achieved with one hundred trials. For $n=10$, all optimal values $(r, t)=(3,40),(4,39)$ as well as $(r, t)=(3,41),(4,40)$ cannot be achieved with one hundred trials.

In Table 2 , for $n=4$ and $(r, t)=(1,2)$, four linearized polynomials used to compose $g_{2}$ is not necessary for the proposed algebraic decomposition algorithm in Sect. 3.

As an example, a decomposition of the 4-bit S-box of the tweakable block cipher SKINNY is presented in Appendix B.

Table 3 shows the smallest number of nonlinear functions achieved by our decomposition and the decomposition methods by Carlet et al. [4] and by Goudarzi

Table 2. Achievable parameters minimizing $r+t$. \#GMP represents the number of GM polynomials. \#LinP represents the number of linearized polynomials. \#Add represents the number of additions.

| $n$ | $(r, t)$ | \#GMP | \#LinP | \#Add |
| ---: | ---: | ---: | ---: | ---: |
| 4 | $(1,2)$ | 3 | 20 | 20 |
|  | $(2,1)$ | 3 | 24 | 24 |
| 6 | $(2,5)$ | 7 | 56 | 56 |
| 8 | $(3,14)$ | 17 | 160 | 160 |
| 10 | $(5,39)$ | 44 | 574 | 574 |

et al. [8]. For algebraic decomposition by Carlet et al., methods using polynomials of algebraic degrees 2 and/or 3 were presented, and the most efficient method was shown to be the method using only quadratic polynomials (polynomials of algebraic degree 2), which is mentioned in Table 3. The decomposition method to reduce the number of multiplications by Goudarzi et al. [8] is able to process any function over $\{0,1\}^{n}$ by regarding it as a function over $\mathbb{F}_{\xi}^{n / \xi}$ for any $\xi$ such that $\xi \mid n$. Table 3 mentions only the case that $\xi=n / 2$.

In terms of the number of multiplications or GM polynomials, our decomposition is slightly more efficient than the decomposition by Goudarzi et al. [8]. On the other hand, if implementaion adopts table lookup for evaluation of multiplications or GM polynomials, then our decomposition needs a lookup table for each GM polynomial, while the decomposition by Goudarzi et al. needs just a single lookup table for multiplication. Thus, the total table size for our decomposition is $2(r+t)$ times as large as that for the decomposition by Goudarzi et al. For example, for $n=8$, the total table size of GM polynomials for our decomposition is $4352(=17 \times 256)$ Bytes.

In terms of the number of quadratic polynomials or GM polynomials, our decomposition does not seem so good as decomposition by Carlet et al. [4] apparently. We will see in the next section, however, our decomposition is more effective than the decomposition by Carlet et al. [4] for masked implementation.

Table 3. Comparison of best achievable parameters

|  | $n=4$ | $n=6$ | $n=8$ |
| :--- | ---: | ---: | ---: |
| \# quadratic polynomials [4] | 3 | 5 | 11 |
| \# multiplications [8] | 4 | 9 | 18 |
| \# GM polynomials (Ours) | 3 | 7 | 17 |

## 4 Application to Masking

Algorithm 1 presents an algorithm of $d$-th order masking for a GM polynomial. Due to the property of GM polynomials shown by Eq.(3), it is similar to $d$ th order masking for multiplication. For reference, the algorithm of $d$-th order masking for a quadratic polynomial [4] is shown in Appendix A.

```
Algorithm 1: \(d\)-th order masking for a GM polynomial \(m: \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}} \rightarrow\)
\(\mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}}\), where \(\nu=n / 2\)
    input : Shares \(\left(a_{0}, a_{1}, \ldots, a_{d}\right)\) of \(a\) and \(\left(b_{0}, b_{1}, \ldots, b_{d}\right)\) of \(b\)
    output: Shares \(\left(c_{0}, c_{1}, \ldots, c_{d}\right)\) of \(c=m(a, b)\)
    for \(i=0\) to \(d\) do
        for \(j=i+1\) to \(d\) do
            \(r_{i, j} \nleftarrow \mathbb{F}_{2^{\nu}} \times \mathbb{F}_{2^{\nu}} ;\)
            \(r_{j, i} \leftarrow\left(r_{i, j}+m\left(a_{i}, b_{j}\right)\right)+m\left(a_{j}, b_{i}\right) ;\)
    for \(i=0\) to \(d\) do
        \(c_{i} \leftarrow m\left(a_{i}, b_{i}\right) ;\)
        for \(j=0\) to \(d\) do
            if \(j \neq i\) then
                \(c_{i} \leftarrow c_{i}+r_{i, j} ;\)
    return \(\left(c_{0}, c_{1}, \ldots, c_{d}\right)\)
```

Table 4 shows complexity of $d$-th order masking for an evaluation of a quadratic polynomial or a GM polynomial. Roughly, $d$-th order masking for a GM polynomial is twice as efficient as that for a quadratic polynomial. From Tables 3 and 4, in terms of the number of evaluations of nonlinear functions (quadratic polynomials or GM polynomials), the proposed decomposition yields more efficient masking for $n$-bit S-boxes than the decomposition using quadratic polynomials by Carlet et al. [4] for $n=4,6$, and for $n=8$ if $d \geq 2$.

Table 4. Complexity of $d$-th order masking. "\# eval," "\# rand" and "\# add," represent the required number of evaluations of a nonlinear function (a quadratic polynomial or a GM polynomial), random sequences and additions, respectively.

|  | \# eval | \# rand | \# add |
| :--- | :---: | :---: | :---: |
| Quadratic poly. eval. | $(d+1)(2 d+1)$ | $d(d+1)$ | $9 d(d+1) / 2+1$ |
| GP poly. eval. (Algorithm 1$)$ | $(d+1)^{2}$ | $d(d+1) / 2$ | $2 d(d+1)$ |

## 5 Conclusion

We have presented an algebraic decomposition method for masked implementation of any S-box. Essentially, our proposal is to use GM polynomials instead of polynomials with low algebraic degrees for decomposition. Future work is performance evaluation of masked implementaion of S-boxes using the proposed decomposition method.
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## A Masking for Quadratic Polynomial

Algorithm 2 presents an algorithm of $d$-th order masking for a quadratic polynomial [4].

```
Algorithm 2: \(d\)-th order masking for a quadratic polynomial \(f: \mathbb{F}_{2^{n}} \rightarrow\)
\(\mathbb{F}_{2^{n}}\)
    input : Shares \(\left(a_{0}, a_{1}, \ldots, a_{d}\right)\) of \(a\)
    output: Shares \(\left(b_{0}, b_{1}, \ldots, b_{d}\right)\) of \(b=f(a)\)
    for \(i=0\) to \(d\) do
            for \(j=i+1\) to \(d\) do
                \(r_{i, j} \nleftarrow \mathbb{F}_{2^{n}} ; r_{i, j}^{\prime} \nleftarrow \mathbb{F}_{2^{n}} ;\)
                \(r_{j, i} \leftarrow r_{i, j}+f\left(a_{i}+r_{i, j}^{\prime}\right)+f\left(a_{j}+r_{i, j}^{\prime}\right)+f\left(\left(a_{i}+r_{i, j}^{\prime}\right)+a_{j}\right)+f\left(r_{i, j}^{\prime}\right) ;\)
    for \(i=0\) to \(d\) do
            \(b_{i} \leftarrow f\left(a_{i}\right) ;\)
            for \(j=0\) to \(d\) do
            if \(j \neq i\) then
                \(b_{i} \leftarrow b_{i}+r_{i, j} ;\)
    if \(d\) is odd then
            \(b_{1} \leftarrow b_{1}+f(0) ;\)
    return \(\left(b_{0}, b_{1}, \ldots, b_{d}\right)\)
```


## B Decomposition of SKINNY 4-Bit S-box

A decomposition of the 4-bit S-box of the tweakable block cipher SKINNY [1], which is given in Table 5, is presented.

Table 5. The 4-bit S-box of SKINNY

$$
\begin{array}{l|l}
\hline \text { input } & 0123456789 \text { abcdef} \\
\hline \text { output } & \text { c } 6901 \text { a } 2 \mathrm{~b} 385 \mathrm{~d} 4 \mathrm{e} 7 \mathrm{f} \\
\hline
\end{array}
$$

For the algebraic decomposition algorithm in Sect. 3, let $(r, t)=(1,2)$. For $f_{1}\left(x_{0}, x_{1}\right)=\left(f_{1,0}\left(x_{0}, x_{1}\right), f_{1,1}\left(x_{0}, x_{1}\right)\right)$,

$$
\begin{aligned}
& f_{1,0}\left(x_{0}, x_{1}\right)=0 x_{0} x_{1}+2 x_{0} x_{1}^{2}+0 x_{0}^{2} x_{1}+3 x_{0}^{2} x_{1}^{2} \\
& f_{1,1}\left(x_{0}, x_{1}\right)=0 x_{0} x_{1}+1 x_{0} x_{1}^{2}+2 x_{0}^{2} x_{1}+3 x_{0}^{2} x_{1}^{2}
\end{aligned}
$$

For Eq.(4),

$$
\begin{aligned}
& q_{1, b}\left(x_{0}, x_{1}\right)=\ell_{1,1, b}\left(g_{1, b}\left(x_{0}, x_{1}\right)\right)+\ell_{1,0, b, 0}\left(x_{0}\right)+\ell_{1,0, b, 1}\left(x_{1}\right) \\
& q_{2, b}\left(x_{0}, x_{1}\right)=\ell_{2,1, b}\left(g_{1, b}\left(x_{0}, x_{1}\right)\right)+\ell_{2,0, b, 0}\left(x_{0}\right)+\ell_{2,0, b, 1}\left(x_{1}\right)
\end{aligned}
$$

where

$$
\begin{array}{ll}
\ell_{1,1,0}(z)=0 z+1 z^{2} & \ell_{1,0,0,0}\left(x_{0}\right)=3 x_{0}+0 x_{0}^{2}
\end{array} \quad \ell_{1,0,0,1}\left(x_{1}\right)=0 x_{1}+1 x_{1}^{2}, ~ 子, ~ \ell_{1,0,1,0}\left(x_{0}\right)=0 x_{0}+2 x_{0}^{2} \quad \ell_{1,0,1,1}\left(x_{1}\right)=0 x_{1}+1 x_{1}^{2},
$$

and

$$
\begin{array}{lll}
\ell_{2,1,0}(z)=2 z+2 z^{2} & \ell_{2,0,0,0}\left(x_{0}\right)=1 x_{0}+3 x_{0}^{2} & \ell_{2,0,0,1}\left(x_{1}\right)=3 x_{1}+3 x_{1}^{2} \\
\ell_{2,1,1}(z)=2 z+1 z^{2} & \ell_{2,0,1,0}\left(x_{0}\right)=1 x_{0}+3 x_{0}^{2} & \ell_{2,0,1,1}\left(x_{1}\right)=2 x_{1}+0 x_{1}^{2}
\end{array}
$$

For Eq. (5),

$$
\begin{aligned}
h_{b}(x)= & \mu_{1, b}\left(q_{1}(x)\right)+\mu_{2, b}\left(q_{2}(x)\right)+\lambda_{1, b, 0}\left(g_{1,0}(x)\right)+\lambda_{1, b, 1}\left(g_{1,1}(x)\right) \\
& +\lambda_{0, b, 0}\left(x_{0}\right)+\lambda_{0, b, 1}\left(x_{1}\right)+\delta_{b}
\end{aligned}
$$

where

$$
\begin{aligned}
& \mu_{1,0}\left(x_{0}, x_{1}\right)=0 x_{0} x_{1}+0 x_{0} x_{1}^{2}+1 x_{0}^{2} x_{1}+2 x_{0}^{2} x_{1}^{2} \\
& \mu_{1,1}\left(x_{0}, x_{1}\right)=0 x_{0} x_{1}+0 x_{0} x_{1}^{2}+1 x_{0}^{2} x_{1}+2 x_{0}^{2} x_{1}^{2} \\
& \mu_{2,0}\left(x_{0}, x_{1}\right)=2 x_{0} x_{1}+2 x_{0} x_{1}^{2}+3 x_{0}^{2} x_{1}+0 x_{0}^{2} x_{1}^{2} \\
& \mu_{2,1}\left(x_{0}, x_{1}\right)=2 x_{0} x_{1}+1 x_{0} x_{1}^{2}+3 x_{0}^{2} x_{1}+0 x_{0}^{2} x_{1}^{2}
\end{aligned}
$$

$$
\begin{array}{ll}
\lambda_{1,0,0}(z)=3 z+3 z^{2} & \lambda_{1,1,0}(z)=0 z+0 z^{2} \\
\lambda_{1,0,1}(z)=0 z+0 z^{2} & \lambda_{1,1,1}(z)=1 z+0 z^{2}
\end{array}
$$

$$
\begin{array}{ll}
\lambda_{0,0,0}\left(x_{0}\right)=0 z+0 z^{2} & \lambda_{0,1,0}\left(x_{0}\right)=3 x_{0}+2 x_{0}^{2} \\
\lambda_{001}\left(x_{1}\right)=2 z+3 z^{2} & \lambda_{011}\left(x_{1}\right)=1 x_{0}+0 x_{0}^{2}
\end{array}
$$

$\delta_{0}=3$ and $\delta_{1}=0$.
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