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Abstract. Harvey butterflies and their variants are core primitives in
many optimized number-theoretic transform (NTT) implementations,
such as those used by the HElib and SEAL homomorphic encryption li-
braries. However, these butterflies are not constant-time algorithms and
may leak secret data when incorrectly implemented. Luckily for SEAL
and HElib, the compilers optimize the code to run in constant-time.
We claim that relying on the compiler is risky and demonstrate how a
simple code modification can cause leakage, which can reduce the hard-
ness of the ring learning with errors (R-LWE) instances used by these
libraries, for example, from 2128 to 2104,
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1 Introduction

Constant-time implementations are today considered a requirement for crypto-
graphic libraries that provide production-level code. Commonly, an implementa-
tion is considered “constant-time” if code branches and memory access patterns
are independent of secret information. Efficiently achieving this property is not
always easy, and the literature is full of examples that exploit optimized code
that does not run in constant-time, for example, [12, 14, 22].

The number-theoretic transform (NTT) algorithm is used by many crypto-
graphic implementations to achieve fast polynomial multiplications. Some ex-
amples include post-quantum schemes such as Kyber [24], NTTRU [21], and
Dilithium [11], or homomorphic encryption (HE) libraries such as SEAL [18],
HELib [15], Palisade [27], and HEAAN [7]. Despite the performance benefits
provided by NTT, it is still the bottleneck in many of these implementations,
which makes it an ideal target for optimization. The list of works that deal with
NTT optimizations in hardware and software is large. In this work, we analyze
the constant-time property in the optimizations of [16,19] that are also used by
SEAL, HElib, and other software [3,16, 17| and hardware [10, 23] implementa-
tions. Specifically, we consider Harvey butterflies [16] that involve branches for
performing fast modular reduction and therefore are not considered constant-
time algorithms. Nevertheless, some constant-time implementations for them
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exist, such as the implementation of [19] [Section 5] and the vectorized imple-
mentations of [3].

SEAL uses the following C macro to perform the modular reduction branch
of Harvey’s butterfly:

1| #define SEAL_COND_SELECT (cond,if_true,if_false) (cond ? if_true:if_false)

and states that “This is a temporary solution that generates constant-time code
with all compilers on all platforms.” We tested this claim on Linux for all the
supported compilers “Clang++ (> 5.0) or GNU G++ (> 6.0)” and observed that
the Assembly code generated by the compiler indeed always used a conditional
move (CMOV) instruction.

The same ternary pattern used in SEAL_COND_SELECT is used in NTL [26],
an optimized mathematical library that HElib uses for its NTT implementation.
However, unlike SEAL, NTL also includes a branch-less implementation that
is controlled by the flag NTL_AVOID_BRANCHING. The reason for including the
flag seems to be related to performance and not to security. This is indicated in
the code comment:

“On some modern machines, this is usually faster and NTL uses this
non-branching strategy. However, on other machines (modern x86’s are
an example of this), conditional move instructions can be used in place
of branching, and this code can be faster than the non-branching code.
NTL’s performance-tuning script will figure out the best way
to do this.”

or in the comment

“With this option, branches are replaced at several key points with equiv-
alent code using shifts and masks. It may speed things up on machines
with deep pipelines and high branch penalties.”

As a final example, we consider the Palisade code [27], which does not seem to
implement Harvey’s butterflies but still uses a simple if-else code.

Despite requests (e.g., [5]) to include a built-in directive-API in GCC that
will force compilers to use a conditional move, it does not yet exist. Conse-
quently, SEAL’s assumption could be wrong in new compilers and OSs. With-
out continuous integration tests to test this assumption, secret information
can be leaked. In fact, this may already happen today. The SEAL function
multiply_plain_normal performs multiplication of plaintext by HE cipher-
text, with cases where the plaintext is a secret as indicated therein: “Optimiza-
tions for constant/monomial multiplication can lead to the presence of a timing
side-channel in use-cases where the plaintext data should also be kept private”.
This function uses the macro SEAL_COND_SELECT, but its translation to As-
sembly involves branches, which contradicts the original comment.

A side-channel analysis of the NTT algorithm in the context of ring learning
with errors (R-LWE) was presented, for example, by [22]. Specifically, this attack



relies on a Hamming-weight leakage model, where the data for the model was col-
lected from real traces using electromagnetic (EM) measurements. In contrast,
our attack targets high-end CPUs (e.g., x86-64), where collecting EM data is
rarely possible. Instead, we rely only on timing differences and specifically the
binary knowledge of whether a branch was taken or not. This knowledge can be
collected for example when the code is called from within Intel® SGX®by using
the SGX-step framework [25]. Another difference between our work and [22] is
that our attack focuses on NTT implementations with Harvey butterflies, as
in the case for SEAL and HElib code. The work of [22] assumed the following

modular reduction operation a (mod ¢) =a—gq {%J , which allowed them to col-

lect leakage information from the variable-time DIV instruction on Cortex-M4F.
This knowledge allowed them to report a full key recovery attack on NTT. In
contrast, we are restricted to a smaller leakage and therefore report only partial
key extraction. Still, this partial key extraction can lead to a reduction in the
hardness of the R-LWE instances and should be taken into account by security
researchers who evaluate potential risks for using a certain implementation.

Our contribution. This work identifies places in the code of SEAL, HEIlib and
other HE libraries that depend on the compiler for generating a constant-time
code. We show why this assumption is risky and analyze the security loss caused
by the potential leakage in the key generation code of SEAL, which uses NTT
with Harvey butterflies. Our analysis shows that if the generated Assembly is
not a constant-time code, we can extract more than 9% of the secret key, which
reduces the hardness of the R-LWE instance by more than 10%. For example,
from 2128 to 2194 security estimation.

Organization. The document is organized as follows. Section 2 provides some
background and describes our notation. We describe the risk of depending on
the compiler in Section 3. Section 4 analyzes the leaked data in the case of a
sparse secret and reports our results. We conclude in Section 6.

2 Background and notation

Let F; be a finite field of characteristic ¢ with residue classes represented as
elements from Z N [0,q). The elements in the polynomial quotient ring R, =
F,[X]/(X~ +1) are polynomials of a degree at most N—1 with integer coefficients
in F,, where ¢ = 1 (mod 2N) and N is a power of two. We may refer to a
polynomial a = 3~ ;2% by its coefficients i.e., a = (ag, . ..,an_1). For a specific
platform, we denote its word-size with 3. For example, for typical CPUs 3 = 232
or 3 =254 We use A to denote logical-and.

2.1 Distribution of an HE secret key

Modern HE schemes rely on the R-LWE assumption [20]. The plaintext, key,
and error domains are the polynomials ring R,, where the keys and errors are



randomly derived from the xjey, Xerr distributions, respectively. Let R C R,
be the set of all polynomials from R, with coefficients in {0,4+1}", then the
commonly used options for xje, are the

1. uniform distribution over Ry

2. uniform distribution over R with Hamming weight h, for a positive integer
h

3. distribution over R, where each coefficient has a probability §, 5,1 — a of
being +1, —1, 0, respectively

The xepr distribution is commonly a Gaussian distribution. We target the residue
number system (RNS) variant of CKKS [6] and its key generation method, where
a secret key s is sampled from xjey. The original CKKS variant [6] sets Xkey
according to option #2 with A = 64. In contrast, SEAL implements option
#1 and HEIlib implements option #3 with a = 0.5. In SEAL, the function
generate_sk calls the function sample poly_ternary and in HElib, the
function SecKey: : GenSecKey calls sampleSmallBounded. We demonstrate
the potential leakage on SEAL and set xpey according to option #1, which
simplifies the attack computations. We conjecture that similar exploits can be
generated for the other distributions. After generating the secret key s, the
SEAL generate_sk function invokes the NTT algorithm on s. This behavior
is common to other libraries as well.

2.2 NTT

The NTT algorithm is a variant of the fast Fourier transform (FFT) algorithm
over Ry. It receives a polynomial a = (ag,...,an—1) € Rq and a fixed N’s
primitive root of unity w as inputs; it outputs @ = (do,...,an—-1) € Ry, where
a; = Z;-V:_Ol ajwij . The inverse function a = InvNTT,(a) is given by a; =
+ Z;V:_Ol ajw~%. The powers of w are called twiddles.

Appendix A presents one variant of the NTT and inverse-NTT (InvNTT)
algorithms as specified in [19]. These algorithms are implemented in different
libraries such as SEAL. Variants of these algorithms are available in NTL and
inherently in HEIlib. The main bottleneck of these algorithms is the Cooley-
Tukey (CT) [8] and Gentleman-Sande (GS) [13] butterflies, respectively. These
are implemented in SEAL using Harvey butterflies [16], which we present in

Algorithm 1. For brevity, we use ShoupModMul (¢, w,w’,q) = wt — ¢ L%J to
denote Shoup’s multiplication [16], which performs a lazy reduction and leaves
the output in the range [0,2¢ — 1]. Here, § is a fixed global parameter, and

w = V—(I’BJ is a precomputed value.

3 Compiler optimizations

The compiler’s decision to use a conditional move or branch depends on the
penalty that the compiler believes a program hits when it executes the specific



Algorithm 1 Harvey’s Butterflies [16]

Global parameters: A word-size 3, a modulus ¢ < g; weF,; W = {“’TBJ <pB

Input: 0 <=z,y < 4q
Output: z =z +wy, y =z —wy (mod 4q)
procedure HARVEYFWDBUTTERFLY (7, y, w,w’, q, §)
if x > 2q then z =z — 2¢
t =ShoupModMul(y,w,w’, q)
return (z +¢,  — t + 2q)

Input: 0 < z,y < 2¢
Output: z =z 4y, y =w(z —y) (mod 2q)

y" =ShoupModMul (¢, w,w’, q)
return z’,y’

1: procedure HARVEYINVBUTTERFLY (z, y, w,w’, q, B)
2: 2 =z+y

3: if 2’ > 2¢ then 2/ =2’ — 2¢

4: t=x—y+2q

5:

6:

branch. Controlling this penalty and observing the changes in the compiler out-
put is possible using the compiler’s target flag -mbranch_cost=xz, where x is
in {0,...,5}. Indeed, when setting < 2 and compiling the SEAL code, the
output Assembly does not include conditional moves.

The reasons that led the compiler to add conditional moves to begin with,
are performance-related and not security-related. Thus, other flags may affect
its decision. For example, the following GCC optimization flags —00, —fno-if-
conversion, ~-fno-if-conversion2, -fno-tree-loop-if-convert,
and —-fno-tree-loop-if-convert-stores may turn off this optimization.

Someone may inadvertently compile a cryptographic library using the above
flags, for example in debug mode. It can also be the case that an adversary
intentionally injects these compilation flags in order to convert the code be non
constant-time. Putting these two options aside, it is still interesting to explore
some examples where the compiler simply does not know how to compute the
branch penalty and thus even when using the default optimization mode, it uses
branches because this is its default behavior. Consider the next example:

1| uint64_t foo(uint32_t *a) {

2 uint64_t i = 0;

3 while (i < 5) {

4 i = (i >= alil) ? i+2 : i;
5 }

6

7 return ij;

8|}

Here, the compiler does not know the content and size of a and thus the
generated Assembly (using Clang-10) is



1 0 31 cO xor heax ,%eax

2 2: eb 12 jmp 16 <foo+0x16>

3 4: 66 2e 0f 1f 84 00 00 nopw %hcs:0x0 (%rax,%rax,1)
4 b: 00 00 00

5 e: 66 90 xchg %hax ,hax

6 10: 48 83 f8 05 cmp $0x5 ,%rax

7 14: 73 Oe jae 24 <foo+0x24>

8 16: 8b Oc 87 mov (%rdi,%rax,4) ,%ecx
9 19: 48 39 c8 cmp hrex ,hrax

10 il@s 72 f2 jb 10 <foo+0x10>

11 le: 48 83 c0 02 add $0x2 ,%rax

12 22: eb ec jmp 10 <foo+0x10>

13 24: c3 retq

which involves the jb branch on line 10, instead of a conditional move. An-
other, perhaps simpler example, is the function

-

uint64_t foo2(uint32_t a, uint32_t b) {
2 return (a > b ? a : b);

3}

which when compiled with GCC-9 uses conditional moves (cmovb).

1 44: 39 fe cmp %edi ,hesi
2 46: of 42 £7 cmovb %edi,%esi
3 49 89 fO mov hesi,%heax
4 4b: c3 retq

However, once we perform a simple modification to it

1| uint64_t foo3(uint32_t a, uint32_t b) {

2 if (b < 100000) return b;

3 return (a > b ? a : (a < 2%b ? b : a));

4]}

the output assembler involves branches.

1 54: 39 f7 cmp hesi ,%hedi

2 561: 77 10 ja 68 <foo3+0x18>

3 58: 8d 04 36 lea (%rsi,%rsi,1) ,lheax
4 5b: 39 f8 cmp hedi ,%heax

5 5d: 76 09 jbe 68 <fo0o3+0x18>

6 5f: 89 fO0 mov hesi ,%heax

7 61: c8 retq

8 62: 66 0Of 1f 44 00 00 nopw 0x0 (%rax ,%rax,1)
9 68: 89 f8 mov fhedi,%eax
10 6a: c3 retq

Note that the logic in foo3 is the same logic as in foo2. The false condition
of the first ternary operator should be considered only when a < b; in which
case it also follows that a < 2b. In this example, for the logic to stay the same,
it is important that the 2 - b operation does not result in an integer overflow.
To accommodate this, we added the first if statement to bound b. Another
example involves lookup tables where the key is a secret, as in [9].

The above examples show that even a small code modification may break
SEAL’s assumption as already happened for the function multiply_plain
_normal. Therefore, even if a code is currently compiled with a conditional



move, it is important to understand the consequences of a compilation mistake
that leads to leaking secret information.

4 Exploiting NTT over secret keys

We already saw how a simple code modification or a simple malicious injection
of a compilation flag can result in a variable time implementation that may
leak secret information. In this section, we provide an example that exploits a
faulty NTT implementation. Specifically, we target the NTT transformation that
SEAL applies to every secret key. We focus on this scenario for two reasons. First,
the distribution of the key is over polynomials with small coefficients, hereafter
denoted sparse polynomials. Second, this example uses the forward NTT of [19],
which involves a smaller number of twiddles in its first few iterations. This is in
contrast to analyzing the inverse NTT of [19], which is more complex since it
involves a different twiddle for every butterfly.

Although we focus on the SEAL code, the methods we apply here should
work with minor modifications on other key distributions, butterflies, or NTT
implementations. For example, we could have performed the same analysis to
extract data on the encryption error, which is derived from a somewhat wider
distribution.

Iter 1 Iter 2 Iter3 lIter4 Ilter 4 Iter 3 Iter2 Iter 1
(a) NTT (b) InvNTT

Fig.1: The first few iterations of the NTT (panel a) and invNTT (panel b)
algorithms over polynomials of degree N = 16. Yellow circles (z) demonstrate
values that will go through the branch z > 2¢ ? z : z — 2q in a subsequent
iteration.



In this demonstration, we analyze, measure, and accumulate the leakage
knowledge after every NTT iteration. We use analytical methods for the first
and second iterations and empirical methods for the other iterations, in which
the number of options to analyze grows exponentially. Figure 3 shows the first
few iterations of the NTT and InvNTT algorithms over polynomials of degree
N = 16. The yellow circles (z) demonstrate values that go through the branch
r>2q ? x : x— 2q from which we attempt to extract information.

Observation 1 For a sparse polynomial input, no information is leaked from
the branches of the first NTT iteration.

Proof. The NTT inputs are always in {0,1,¢ — 1} < 2g. O
Second iteration. For the second iteration, we first define the variable s =ShoupModMul(q — 1,w,w’, q)

and observe some of its properties in Lemmas 1, 2. Note that s # 0, ¢ by defini-
tion.

Lemma 1. For a given set of parameters B,w, q of the NTT algorithm (Alg. 3).
When

wp  (mod q) <
s < q otherwise g < s < 2q.

Proof. First, we compute

G-vw @02 e |2

g B B g
_ wB — (wB (mod q)) wpf—(wf (mod gq))
B Bq
o {wﬁ+ (¢—1)(wB (mod Q))} e
Bq

and observe that [(Q_TS)W/J =w — 1 when 0 <7 <1 as in our assumption,

(Bg = pw) _ (g —-w)
@7 med @) < TG T T e

We obtain the first claim by

s = ShoupModMul(q — 1,w,w’,q) = w(qg—1) — q L

w'(g—1)
]
=w(@—1)—qw-1)=q¢-w<ygq

(g=Dw’
B

When1<n<2wehavet J:waandqgs:quw<2q.N0tethat

n < 2; otherwise s > 2¢, which contradicts Harvey’s proof [16][Theorem 1]. O



Lemma 2. For a positive integer v, when q < g and w < %q + %, it follows
that s < gq.

Proof. Lemma 1 states that s < ¢ when

wB (mod q) < (f]_w)ﬂ (1)

but wfB (mod ¢) < ¢, which implies that s < ¢ at least for ¢ < ((Z:f))ﬁ. Because

q< %, the previous equations holds when

B (¢—w)

< B
v o (g—=1)
which after rearrangement becomes
—1 1
b= 1
gl v

O
Ezample 1. For HarveyFwdButterfly, g < g. Thus, w < 0.75g + 0.25 = s < gq.
Example 2. For B = 254 and ¢ < 232, it holds that w < %q + 2% =s5<gq.

The last example emphasizes that in SEAL, where the implementation uses
64-bit scalars (8 = 254), for primes that are orders of magnitude smaller than
264 we will rarely encounter the g < s < 2q case.

Algorithm 2 Second iteration exploit

Input: s (see text), branches parameters bry, bry ym—1.
Output: Possible input pairs for the coefficients at position k and k 4+ 2™~!
procedure SECONDITEREXPLOIT(s, brg, bry om—1):
out ={0,1,¢g—1} x {0,1,¢ — 1}
if bry is taken: then
return {(¢ —1,¢— 1)}

1:
2
3
4
5: if bry om—1 is taken then
6: out = {(0,0),(1,0),(¢ —1,0),(¢ — 1,1)}
7
8

if s < ¢ then
out =outU{(¢g—1,¢—1)}
9: if bryom—1 is not-taken then
10: out = {(0,1),(0,¢ —1),(1,1), (1, — 1)}
11: if s > ¢ and bry is unknown then
12: out =outU{(g—1,¢g—1)}
13: return out




Theorem 1. Given the NTT parameters q,w,w’, 3 and N = 2™, and k < 2™,
for the input variable s =ShoupModMul(q—1,w,w’, q) and the branches bry, and
brypom-1, Algorithm 2 returns a list of the possible coefficients at position k and
k4 2™ after applying HarveyFwdButterfly on a sparse polynomial.

Proof. Let x, 2 1om-1 be the inputs to HarveyFwdButterfly and denote by

T}, Ty om-1 its output. Table 1 shows the possible outputs of the HarveyFwdButterfly
after the first NTT iteration.

Table 1: Possible xj, (left) and zj_ ., 1 (right) values.

Tk Tk
Tppom-1|0 1 qg—1 Tppom—1 0 1 qg—1
0 0 1 g—1 0 2q 2q+1 2¢q+qg—1
1 w w4+l w4+g-—-1 1 2q—w 2q—w+1 2q—w+qg—1
g—1 |s s+1 s+qg-—1 g—1 |2¢g—s 2¢g—s+1 2g—s+q—1

First, recall that w ¢ {1,q — 1} as there are no primitive roots of unity
for primes bigger than 3 and that 0 < w,s < 2¢q. Then, by looking at the
table, we see that the only case for by to be taken (z) > 2¢, Step 3) is when
(g, Xpyom—1) = (¢—1,q—1) and ¢ < s < 2¢q. We continue the analysis assuming
that bry is not taken or is unknown. Here,

(Ika "Ek+2m*1) € {(070)’ (170)7 (q - 17 O)a (q - la 1)} = (x;c+2m—1 > 2Q)
= bpjpom-1 is taken
(2, Tpyom—1) € {(0,1),(0,-1),(1,1),(1,=1)} = (@} 1om1 < 2q)
= bpiom-1 is not taken
(@5 5 2m1) = (= L, g— 1)) A (5 < )
= bpjom-1 is taken
(g, Tpyom—) = (g—1,¢— 1)) A (g < s < 2q)
= (b yom-1 is not taken) A (by is unknown)

The correctness of the algorithm follows. O

4.1 Extracted leakage after the second iteration

Algorithm 2 provides us with a way to reduce the number of options for the
inputs z, and zp,om-1 of the NTT algorithm. Theorem 2 summarizes the ex-
pected leakage and Figure 2 illustrates it. The theorem uses the following four

intervals Iy = [0, %), I = [{, §), I, = [§,3N), I; = [3¥, N).

10



Theorem 2. Let the input to Algorithm 3 be a sparse polynomial and let 0 <
p <1 be the percentage of the extracted branches (distributed uniformly).

1. The probability that a coefficient (xy, k € Iy U I2) has only one option when

q<s<2qisP=5§.
2. The probability for a coefficient (xy) to have only two options is

IS

jp (S<q)/\(k€I0UI2)
Py = % (g < 5<2q) A (k€ o)
W% (g <5< 2g) A (k€ D)

Proof. We define the following events:

Ey := (brpigm-1 is not taken )| (0 < s < q)
E5 := (bry is taken) | (¢ < s < 2q)

Es := (bry, is not taken) A (bry,om-1 is not taken )| (¢ < s < 2q)
Ey = (

Es := (bry, is unknown) A (brp om—1 is not taken ) | (¢ < s < 2¢)

bry is not taken) A (bryyom-1 is taken ) | (¢ < s < 2q)

where Algorithm 2 outputs

{(0,1),(0,¢ = 1),(1,1),(1,¢g = 1)} for Ey,Ejs
=z € {0,1} and xp 9m-1 € {1,q¢— 1}
{(0,0),(1,0),(¢ —1,0), (¢ = 1, 1)} for Ej4
= Tpyom—1 € {1,q—1}
{(0,1),(0,¢g - 1),(1,1),(1,¢ = 1),(¢g — 1, — 1)} for Es
= Tpyom-1 € {1,¢— 1}
{l¢—1,¢—1)} for Ep
= T} = Tgqom-1 =q— 1

The coefficients of sparse polynomials are uniformly distributed and independent
of p. Thus, the above events will happen with probability

Pr(Ey) = Z%p Pr(Es) = g Pr(E3) = Pr(E,) = % Pr(Es) = w

At the second iteration we only perform branches over inputs at positions
Iy U Iy (see illustration in Figure 3), which limits the leakage to the coefficients
Tk, k € Iy U I3 of the original input polynomial to the NTT algorithm. When
q < s < 2q, the probability that a coefficient (z, ¥ € Iy U I5) has only one
option is Py = Pr(ks) = §.

The probability of a coefficient having two options is

Pr(E,) =% (s<q)A(kelyul,)
Py = Pr(B;) =% (¢ <s<29) A (ke lp)
(Pr(Es) + Pr(Ey) + Pr(Es)) = 245 (g <5 <29) A (k € I)

11



Let X7, X5 denote the number of coefficients with only one or two options,
respectively, for a given p. In addition, for a polynomial of degree NV and p = 1,
we define Y7 = E(X;)/N, Yo = E(X2)/N to be the portion of coefficients we
identified to have a reduced number of options (one or two, respectively).

Corollary 1. For an input of a sparse polynomial of degree N, and a fized p,

0 s<q
&N g<s<2q

E(X1) :{

2
LN s<q

E(X2): 1 4p® 1 3p%+5 70245
(Z'%JFZ'%)N:%N q<s<2q

0.4
0.3
0.2

0.1

0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
(a) When 0 < s < ¢ (b) When ¢ < s < 2¢

Fig. 2: Second iteration leakage for a given branch extraction probability p. The
orange triangles show the portion of coefficients (out of N) that are completely
identified (Y7). The blue dots show the portion of coefficients (out of N) that
now have only two options out of three (Y3).

Third iteration. The input to the third iteration is the output of the sec-
ond iteration, which we can view as the output of a radix-4 NTT, where every
branch depends on a coefficients-quartet of the original polynomial xj, x4 om—2,
Tgyg.9m—2, Tpys.om—2 for k € Iy. For every such quartet we may know two branch
results from the second iteration. In addition, at the third iteration, for half the
quartets 0 < k < 2™~3, we add the knowledge of all four branches, while for the
other half, we learn nothing.

Using an analytical approach, as we did for analyzing the leakage at the
second iteration, is more complex because the number of cases increases expo-
nentially. For example, in the second iteration, we only had two cases where we
needed to consider whether or not s < gq.

To assess the complexity of analyzing the third iteration, we performed an
exploratory empirical experiment, which revealed more than 80 cases that need

12



to be analyzed. We note that, unlike post-quantum schemes where a prime is
usually fixed by design, many HE implementations generate the required prime
numbers on-the-fly and according to the users’ needs. For these reasons, we
decided to use an empirical approach to demonstrate the potential data leakage
from the third iteration. We stress that this can be fine-tuned when the set of
primes is predefined (fixed).

Our experiment involves a program, which for a given modulo N and a prime
q, computes the minimal 2N primitive root of unity w. It then executes the first
three iterations of the NTT, brute-forcing over all possible quartet inputs. The
program generates a branching table as we did for the second iteration (Table
2) and outputs the answers to the following questions:

1. What is the probability of this branch combination occurring, assuming uni-
form distribution of the original coefficients?
2. How many coefficients does it reduce to one or two options (Y7, Ys)?

045 045 o
04 04
03 03
03 03
025 025
02 - 02
015 - | 015
01 + 01
005 005
(a) Y1 (b) Y2

Fig.3: Third and fourth iterations leakage extraction (Y7, Y2). Blue and orange
box-plots show the distribution results when using information up to the third
and fourth iteration, respectively.

We repeated the above process for the fourth iteration, where every branch
affects eight inputs at a time.

For our experiments we generated 1,000 NTT-friendly primes using the code
from Appendix B, and fixed N = 2'°. Figure 3 shows the portion of coefficients
we identified as having a reduced number of options (one or two). As these
numbers depend on the values of ¢ and N, we use box-plots to demonstrate
the resulting distributions. The left and right box-plots show the distributions
after the third and fourth iterations, respectively. As expected, at the fourth
iteration, Y7 increases on average while Y5 decreases. This phenomenon is also
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Fig. 4: Correlation between Y1 and Y2, using the information from the third and
fourth iterations. The number of dots indicates the number of cases to consider
for the experimented primes.

demonstrated in Figure 4, where we see a negative correlation between Y; and
Ys.

Moving into deeper iterations. It is possible to extend the search to deeper
iterations. However, the number of options that our program checks grows super-
exponentially. In the ith iteration, it considers 2'~! coefficients per one of the
two tables, with three options per coeflicient. Thus, the total number of options
to consider is 32 . For example, for ¢ = 5 and ¢ = 6 the number of options per
table to consider is ~ 22° and ~ 2°°, respectively.

4.2 Hardness of RLWE instances after the leakage

Modern HE libraries follow the HE standard [1] when considering security pa-
rameters. The standard, in turn, uses the LWE estimator [2] to compute the
relevant values. We followed the standard and re-evaluated the security guaran-
tees provided when using the same values of N and log, ¢. Specifically, we used
the command

n = 2048; q = 2°54; alpha = 8/q; m = 2%*n
estimate_lwe(n, alpha, g, secret_distribution=(-1,1),
reduction_cost_model=BKZ.sieve, m=m)

from [2], which is designed for SEAL. To assess the security impact, we only
considered the coefficients that we completely extracted by replacing n with
n — nYp in the script above. Table 2 summarizes the results. For the second
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iteration, we used Yy = {5 from Theorem 2. For the third and forth iterations,
we first evaluated the entropy per experiment using the equation

(ng +1Og23 . (1 -Y - Yg))
log, 3

and then chose the pairs (Y7, Y3) that yielded the minimal and maximal entropy
per iteration. Specifically, we used (0.0555556, 0.259259) and (0.146605, 0.2824075)
for the third iteration, and (0.08916325,0.2458845) and (0.17332525,0.35162325)
for the fourth iteration. It can be observed that when including the leakage from
the fourth iteration, the security estimate drops from 2'%8 to around 2194 — 2115,
an 18% gap. Taking Y3 into consideration will result in an even higher estimation
for the drop in security.

Table 2: Estimated security level of HE instances after combining data from our
extracted leakage. For our baseline we use N and ¢ for 2!2® classical bits security
from [1].

N |log, q Security estimation

2nd iter.| 3rd iter. | 4th iter.
1,024 | 27 9124 |9Ill _ 9124[9107 _ 5119
2,048 | 54 9121|9109 _ 9121|9105 _ 9117
4,096 | 109 9120  [9107 _ 9120|9108 _ 9115
8,192 | 218 9120 [9107 _ 9120|9104 _ 9115
16, 384 438 9120 [9108 _ 9120|9104 _ 9115
32,768| 881 9120 (9108 _ 9120|9104 _ 9115

5 Responsible Disclosure

The paper was disclosed to the HEAAN, HELib, Palisade and SEAL teams
before its publication.

6 Conclusions

In this work, we identified a potential vulnerability that can occur in almost all
HE libraries, where the NTT algorithm and specifically the Harvey butterflies
can be compiled to have a non constant-time Assembly. While there is, currently,
no vulnerability when the libraries are used as intended, we explained how a
simple code modification or even a simple misuse of the library (e.g., compiling
and using it in debug mode) can flip the situation. Specifically, we evaluated the
potential leakage of a secret from the NTT implementation of SEAL and showed
the hardness degradation of the R-LWE instances used therein.
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While it is not always possible to control the compiler results, we recommend
that library owners either use hand-written Assembly for critical code paths
or modify the code so it won’t use branches. Such code exists, for example, in
HEIlib when compiled with the flag NTL._AVOID_BRANCHING or in the vectorized
implementation of [3,4].

A NTT algorithms

Algorithms 3 and 4 are the forward and inverse NTT algorithms from [19],
respectively.

Algorithm 3 CT radix-2 NTT [19]

Input: a € Rq, N a power of 2, ¢ a prime satisfying ¢ = 1 (mod 2N), rev, which
holds the powers of ¥ in bit-reversed order.
Output: a = NTTy(a) in bit-reversed order.
1: procedure CT RADIX-2 NTT(a, N, q, Vrev)
2: t=N,a=a
3 for (m =0; m < N; m =2m) do
4: t=1t/2
5: for i =0; i <m; i++ do
6.
7
8
9

w = wrev [m + Z]

for (j = 2it; j < (2i + 1)t; j++) do
(X,Y) = (a5, aj+1w)
(35,dy40) = (X 1 Y, X = ) (mod q)

10: return a

Algorithm 4 Gentleman-Sande (GS) Radix-2 InvNTT [19]

Input: @ € R,, N a power of 2, ¢ a prime satisfying ¢ = 1 (mod 2N), 9,5, which
holds the powers of ¥)~! in bit-reversed order.

Output: a = InvNTT(a) in bit-reversed order.

1: procedure GENTLEMAN-SANDE (GS) RaDIX-2 INVNTT(&, N, q, ¥res)
2 t=l,a=a

3 for (m = N/2; m > 0; m >=1) do

4 for (i =0; ¢ <m; i++) do

o w = w;elv [m + 1]

6: for j = 2it; j < (2i + 1)t; j++) do

7 (X,Y) = (aj, aj+1)

8: (aj,aj4t) = (X +Y,w(X —Y)) (mod q)

9: t=2t

10: for (j=0; j < N; j++) do
11: aj=a; - N~!
12: return a
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Generating the primes

For reproduction purposes, we provide the SageMath script we used to generate
the primes in Section 4.

import numpy as np
import math
import random

def primeGen(n):
i=0;
while True:
x = randrange(n~2);
if is_prime( x*n +1):
return x*n+1
random.seed (120)
primes = [primeGen(2716) for i in range (1000)]
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