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#### Abstract

The Rank Decoding problem (RD) is at the core of rankbased cryptography. Cryptosystems such as ROLLO and RQC, which made it to the second round of the NIST Post-Quantum Standardization Process, as well as the Durandal signature scheme, rely on it or its variants. This problem can also be seen as a structured version of MinRank, which is ubiquitous in multivariate cryptography. Recently, 1516 proposed attacks based on two new algebraic modelings, namely the MaxMinors modeling which is specific to RD and the Support-Minors modeling which applies to MinRank in general. Both improved significantly the complexity of algebraic attacks on these two problems. In the case of RD and contrarily to what was believed up to now, these new attacks were shown to be able to outperform combinatorial attacks and this even for very small field sizes. However, we prove here that the analysis performed in [16] for one of these attacks which consists in mixing the MaxMinors modeling with the Support-Minors modeling to solve RD is too optimistic and leads to underestimate the overall complexity. This is done by exhibiting linear dependencies between these equations and by considering an $\mathbb{F}_{q^{m}}$ version of these modelings which turns out to be instrumental for getting a better understanding of both systems. Moreover, by working over $\mathbb{F}_{q^{m}}$ rather than over $\mathbb{F}_{q}$, we are able to drastically reduce the number of variables in the system and we (i) still keep enough algebraic equations to be able to solve the system, (ii) are able to analyze rigorously the complexity of our approach. This new approach may improve the older MaxMinors approach on RD from [15|16] for certain parameters. We also introduce a new hybrid approach on the Support-Minors system whose impact is much more general since it applies to any MinRank problem. This technique improves significantly the complexity of the Support-Minors approach for small to moderate field sizes.
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## 1 Introduction

Rank Metric Code-based Cryptography. Code-based cryptography using the rank metric, rank-based cryptography for short, started 30 years ago with the GPT cryptosystem 32 based on Gabidulin codes 31. These codes can be viewed as analogues of Reed-Solomon codes in the rank metric, where polynomials are replaced by linearized polynomials. However this proposal and its variants were attacked with the Overbeck attack [46, much in the same way as McEliece schemes based on Reed-Solomon codes (or variants of them) have been attacked in 48 28.

Still, these attacks really exploited the strong algebraic structure of Gabidulin codes and did not rule out obtaining a secure version of the McEliece cryptosystem for the rank metric as we will see. One of the nice features of this metric is that it allows to exploit, in a much better way than the Hamming metric, codes which are linear over a very large extension field $\mathbb{F}_{q^{m}}$. Indeed, assume that we could come up with a code family which is able to decode a linear number of errors in the code length $n$ and which would remain secure when used in a McEliece scheme. In the Hamming metric, the best algorithms for solving the decoding problem for a generic linear code are exponential in this regime in $n$, whereas they are exponential in $m \cdot n$ in the case of the rank metric. This would give cryptosystems with much smaller keysize in the rank metric case, which somehow mitigates the main drawback of the original McEliece proposal that is its large keysize. This dependency of the complexity exponent in the two parameters $m$ and $n$ also allows for much finer tuning of the parameters of such schemes.

A very significant step in this direction was made with the Low Rank Parity Check codes (LRPC) that were introduced in 34. This type of codes made it possible to build McEliece schemes that can be viewed as the rank metric analogue of NTRU [40] in the Euclidean metric or of the MDPC cryptosystem in the Hamming metric [44, where the trapdoor is given by small weight vectors which allow efficient decoding. Contrarily to the GPT cryptosystem, this gives a cryptosystem whose security really relies on decoding an unstructured linear code and on distinguishing codes with moderate weight codewords from random linear codes. It can be argued that this second problem is similar in nature to the first one and so we have in a sense a cryptosystem whose security relies solely on the difficulty of generic decoding in the rank metric. This approach led to the design of several cryptosystems: 34|36|6|7, and in 2019, four rankbased schemes of this form [126|7] made it to the Second Round of the NIST Post-Quantum Standardization Process and were later merged into [84].

At the time of these submissions, the combinatorial attacks 45 35]11 were thought to be the most effective against these cryptosystems, especially for small $q$. However, it turned out later that algebraic attacks [1516] could be improved a great deal and may be able to outperform the combinatorial attacks. This is the reason why these candidates were not kept for the Third Round, even if NIST still encourages further research on rank-based cryptography [5]. A first motivation is that these schemes still offer an interesting gain in terms of public-key
size due to the algebraic structure. Another one is that the use of rank metric for wider cryptographic applications remains to be explored, and a first challenging task would already be the design of a competitive code-based signature scheme. Early attempts [10] based on the hash-and-sign paradigm and on structural masking where broken [29]. More recently, a promising approach, namely Durandal, adapting the Schnorr-Lyubashevsky framework to the rank metric, was proposed [9]. Its security proof relies on the hardness of two problems: the first one is the decoding problem in the rank metric with multiple instances sharing the same support (the so-called RSL problem), while the second one is a new assumption called the Product Spaces Subspaces Indistinguishability problem. The RSL problem was introduced in 33] and also studied in [14]. It may become instrumental to build more efficient rank-based primitives as shown by the recent work 4321. Finally, a third type of approach is to rely on the famous Stern's ZK identification protocol 49, which is turned into a signature scheme thanks to the Fiat-Shamir transform. The advantage of this technique is that it only relies on the hardness of decoding a random linear code: first, the security is well understood, and second one can use a seed to generate the public key. This method has already inspired a long sequence of optimizations and adaptations to the rank metric setting, see for instance $37 / 17 / 18$.

Rank Decoding and MinRank Problems. Codes used in rank metric cryptography are linear codes over an extension field $\mathbb{F}_{q^{m}}$ of degree $m$ of $\mathbb{F}_{q}$. An $\mathbb{F}_{q^{m} \text {-linear code of length } n \text { is an } \mathbb{F}_{q^{m} \text {-linear }} \text { subspace of } \mathbb{F}_{q^{m}}^{n} \text {, but its code- }}$ words can also be viewed as matrices in $\mathbb{F}_{q}^{m \times n}$. Indeed, if $\left(\beta_{1}, \ldots, \beta_{m}\right)$ is an $\mathbb{F}_{q^{\text {-basis }}}$ of $\mathbb{F}_{q^{m}}$, the word $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ corresponds to the matrix $\operatorname{Mat}(\boldsymbol{x})=\left(X_{i j}\right)_{i, j} \in \mathbb{F}_{q}^{m \times n}$, where $x_{j}=\beta_{1} X_{1 j}+\cdots+\beta_{m} X_{m j}$ for $j \in\{1 . . n\}$. The weight of $\boldsymbol{x}$ is then defined by using the underlying rank metric on $\mathbb{F}_{q}^{m \times n}$, namely $|\boldsymbol{x}|:=\operatorname{rk}(\operatorname{Mat}(\boldsymbol{x}))$, and it is also equal to the dimension of the support $\operatorname{Supp}(\boldsymbol{x}):=\left\langle x_{1}, \ldots, x_{n}\right\rangle_{\mathbb{F}_{q}}$. Similarly to the Hamming metric, the main source of computational hardness for rank-based cryptosystems is a decoding problem. It is the decoding problem in rank metric restricted to $\mathbb{F}_{q^{m}}$-linear codes, namely

Problem 1 ( $(m, n, k, r)$ Rank Decoding problem (RD)).
The Rank Decoding problem of parameters ( $m, n, k, r$ ) is given by
Input: an $\mathbb{F}_{q^{m}}$-linear subspace $\mathcal{C}$ of $\mathbb{F}_{q^{m}}^{n}$, an integer $r \in \mathbb{N}$, and a vector $\boldsymbol{y} \in \overline{\mathbb{F}_{q^{m}}^{n}}$ such that $|\boldsymbol{y}-\boldsymbol{c}| \leq r$ for some $\boldsymbol{c} \in \mathcal{C}$.

Output: $\boldsymbol{c} \in \mathcal{C}$ and an error $\boldsymbol{e} \in \mathbb{F}_{q^{m}}^{n}$ such that $\boldsymbol{y}=\boldsymbol{c}+\boldsymbol{e}$ and $|\boldsymbol{e}| \leq r$.
Given $\boldsymbol{s} \in \mathbb{F}_{q^{m}}^{n-k}$ and $\boldsymbol{H} \in \mathbb{F}_{q^{m}}^{(n-k) \times n}$ a parity-check matrix of an $\mathbb{F}_{q^{m}}$-linear code $\mathcal{C}$, the syndrome version, denoted by RSD for Rank Syndrome Decoding, asks to find $\boldsymbol{e} \in \mathbb{F}_{q^{m}}^{n}$ such that $\boldsymbol{H} \boldsymbol{e}^{\top}=\boldsymbol{s}^{\top}$ and $|\boldsymbol{e}| \leq r$, and it is equivalent to RD. Even if RD is not known to be NP-complete, there is a randomized reduction from RD to an NP-complete problem [38], namely to decoding in the Hamming metric. An RD instance can also be viewed as a structured instance of the following inhomogeneous MinRank problem.

Problem 2 (Inhomogeneous ( $m, n, K, r$ ) MinRank problem).
The MinRank problem with parameters ( $m, n, K, r$ ) is given by
Input: an integer $r \in \mathbb{N}$ and $K+1$ matrices $\boldsymbol{M}_{0}, \boldsymbol{M}_{1}, \ldots, \boldsymbol{M}_{K} \in \mathbb{F}_{q}^{m \times n}$.
Output: field elements $x_{1}, x_{2}, \ldots, x_{K} \in \mathbb{F}_{q}$

$$
\operatorname{rk}\left(\boldsymbol{M}_{0}+\sum_{i=1}^{K} x_{i} \boldsymbol{M}_{i}\right) \leq r .
$$

More precisely, there exists a reduction from RD to the MinRank problem [30. The latter was defined and proven NP-complete in [23, and it is now ubiquitous in multivariate cryptography $41 / 47 / 24|51| 19 / 50 \mid 1320$. In the cryptographically relevant regime, the current best known algorithms to solve it are algebraic attacks which all have exponential complexity.

Solving RD. First, note that owing to the aforementioned reduction [30, all the methods for solving MinRank can be applied to the RD problem. However, a plain MinRank solver would not be the most suitable as it forgets the $\mathbb{F}_{q^{m}}$-linear structure inherent to RD. In particular, the first attacks specific to the RD problem were of combinatorial nature [25]. They were significantly improved in [45] and further refined in 35112. These works can be viewed as the continuation of the former Goubin's kernel attack on generic MinRank [39], which consists of first guessing sufficiently many vectors in the kernel of the rank $r$ matrix and then solving a linear system. The considerable difference in the case of RD is that the success probability of this guess can be greatly increased thanks to the $\mathbb{F}_{q^{m}}$-linearity. Another way to solve RD is provided by algebraic attacks which are not plain MinRank attacks 42135. These techniques were considered to be less efficient than the combinatorial ones for a long time, especially for small values of $q$. In particular, the parameters of the rank based NIST submissions [6/7|2] were chosen according to the best combinatorial attacks. However, a breakthrough paper [15] showed how the $\mathbb{F}_{q^{m}}$-linear structure of the problem could be used to devise a dedicated and more efficient algebraic attack based on the so-called MaxMinors modeling. This was further improved in [16], which also introduced another algebraic modeling, the so-called Support-Minors modeling. Support-Minors is a generic MinRank modeling but it can be combined with MaxMinors in order to solve the RD problem. In particular, this thread of work contributed to significantly break the proposed parameters for ROLLO and RQC, and these rank-based schemes have not passed the Second Round of the NIST PQC competition.

The MaxMinors modeling [15 16]. The attack introduced in 15] relies on the following observations

- a vector $\boldsymbol{u} \in \mathbb{F}_{q^{m}}^{n}$ is of rank $r$ iff its entries generate a subspace of $\mathbb{F}_{q^{m}}$ of dimension $r$, say $\left\langle s_{1}, \cdots, s_{r}\right\rangle_{\mathbb{F}_{q}}$. In such a case, there exists $\boldsymbol{C} \in \mathbb{F}_{q}^{r \times n}$ such that

$$
\boldsymbol{u}=\left(s_{1}, \cdots, s_{r}\right) \boldsymbol{C} .
$$

- Let $(\boldsymbol{c}, \boldsymbol{e})$ be the solution to RD. There exists $s_{1}, \cdots, s_{r} \in \mathbb{F}_{q^{m}}$ and $\boldsymbol{C} \in \mathbb{F}_{q}^{r \times n}$ such that $\boldsymbol{y}-\boldsymbol{c}=\left(s_{1}, \cdots, s_{r}\right) \boldsymbol{C}$, because $\boldsymbol{y}-\boldsymbol{c}=\boldsymbol{e}$ is of rank $\leq r$. If we bring in a parity check matrix $\boldsymbol{H}_{\boldsymbol{y}} \in \mathbb{F}_{q^{m}}^{(n-k-1) \times n}$ of the extended code $\mathcal{C}+\langle\boldsymbol{y}\rangle$ then we have

$$
\left(s_{1}, \cdots, s_{r}\right) \boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\top}=0
$$

This implies that the $r \times(n-k-1)$ matrix $\boldsymbol{C H}_{\boldsymbol{y}}^{\top}$ is not of full rank and that all its maximal minors are equal to 0 . By using the Cauchy-Binet formula (3), each of these maximal minors can be expressed as a linear combination of the maximal minors $c_{T}$ of the matrix $\boldsymbol{C}$. Here $c_{T}$ denotes the maximal minor equal to the determinant of the square submatrix of $\boldsymbol{C}$ whose column indexes belong to $T \subset\{1 . . n\}, \# T=r$. Overall, the relevant system is a linear system in $\binom{n}{r}$ unknowns, the $c_{T}$ 's, and $m\binom{n-k-1}{r}$ linear equations. This last $m$ factor in the number of equations comes from the fact that initially there are $\binom{n-k-1}{r}$ minors equal to 0 , hence $\binom{n-k-1}{r}$ linear equations with coefficients in $\mathbb{F}_{q^{m}}$ whereas the $c_{T}$ 's belong to $\mathbb{F}_{q}$. We denote this modeling by $\mathrm{MM}-\mathbb{F}_{q^{m}}$, and from there it is easy to derive a second system $\mathrm{MM}-\mathbb{F}_{q}$ which contains $m$ times more linear equations over $\mathbb{F}_{q}$.

The precise definition of the two modelings follows. The notation for Modeling 2 are defined in Section 2,

Modeling 1 (MM- $\mathbb{F}_{q^{m}}$ )

$$
\operatorname{MaxMinors}\left(\boldsymbol{C H}_{\boldsymbol{y}}^{\boldsymbol{\top}}\right)=\left\{P_{J}:=\left|\boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\top}\right|_{*, J}: J \subset\{1 . . n-k-1\}, \# J=r\right\}
$$

$\left(\mathrm{MM}-\mathbb{F}_{q^{m}}\right)$
Unknowns: $\binom{n}{r}$ variables $c_{T}:=|\boldsymbol{C}|_{*, T} \in \mathbb{F}_{q}, T \subset\{1 . . n-k+1\}$, $\# T=r$,
Equations: $\binom{n-k-1}{r}$ equations $P_{J}=0, J \subset\{1 . . n-k-1\}, \# J=r$ viewed as linear equations over $\mathbb{F}_{q^{m}}$ in the $c_{T}$ 's.

## Modeling $2\left(\mathrm{MM}-\mathbb{F}_{q}\right)$

$\operatorname{Unfold}\left(\operatorname{MaxMinors}\left(\boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\boldsymbol{\top}}\right)\right)=$
$\left\{P_{i, J}:=\operatorname{Tr}\left(\beta_{i}^{\star} P_{J}\right) \quad \bmod I_{q}: J \subset\{1 . . n-k-1\}, \# J=r, i \in\{1 . . m\}\right\}$
Unknowns: $\binom{n}{r}$ variables $c_{T}:=|\boldsymbol{C}|_{*, T} \in \mathbb{F}_{q}, T \subset\{1 . . n\}, \# T=r$,
Equations: $m\binom{n-k-1}{r}$ equations $P_{i, J}=0$, which are linear over $\mathbb{F}_{q}$ in the $c_{T}$ 's. Here $I_{q}$ is the ideal generated by all the field equations $c_{T}^{q}-c_{T}$ 's.

If $m\binom{n-k-1}{r} \geq\binom{ n}{r}-1$, the value of the $c_{T}$ 's may be found by solving the linear system MM- $\mathbb{F}_{q}$. This is the so-called overdetermined case in [16]. Otherwise, in the underdetermined case, one can adopt a form of hybrid approach by adding random linear constraints on the variables to obtain another linear system that can be solved.

The Support-Minors modeling [16]. An alternative method in the underdetermined case is to rely on the Support-Minors modeling which was introduced in [16]. The Support-Minors modeling is a generic MinRank modeling which is not specific to the RD problem and which can be quite effective in a certain parameter range. In particular, it turned out to be instrumental for breaking the third round or alternate third round multivariate finalists Rainbow and GeMSS of the NIST competition $19 / 20|50| 13$. Applied to the specific RD case, SupportMinors can be explained as follows. First, rewrite $\boldsymbol{y}-\boldsymbol{c}=\left(s_{1}, \cdots, s_{r}\right) \boldsymbol{C}$ in a matrix form. On the one hand, the matrix $\operatorname{Mat}\left(\left(s_{1}, \cdots, s_{r}\right) \boldsymbol{C}\right)$ is readily seen to be equal to $\boldsymbol{S} \boldsymbol{C}$ where $\boldsymbol{S}:=\operatorname{Mat}\left(s_{1}, \cdots, s_{r}\right)$ and therefore we have

$$
\begin{equation*}
\operatorname{Mat}(\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G})=\boldsymbol{S C} \tag{1}
\end{equation*}
$$

where $\boldsymbol{G}$ is a generator matrix of $\mathcal{C}, \boldsymbol{x}=\left(x_{1}, \cdots, x_{k}\right) \in \mathbb{F}_{q^{m}}^{k}$ and $-\boldsymbol{c}=\boldsymbol{x} \boldsymbol{G}$. On the other hand, Equation (1) implies that any row $\boldsymbol{r}_{i}$ of $\operatorname{Mat}(\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G})$ is in the row space of $\boldsymbol{C}$ and therefore all the maximal minors of the matrix $\binom{\boldsymbol{r}_{i}}{\boldsymbol{C}}$ are equal to 0 . Also, it is straightforward to check that row $\boldsymbol{r}_{i}$ in $\operatorname{Mat}(\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G})$ is a vector whose components are linear forms in the $x_{i, j}$ 's which are the entries of $\operatorname{Mat}(\boldsymbol{x})$. By performing Laplace expansion of any such maximal minor with respect to the first row, this minor can be written as a bilinear polynomial in the $x_{i, j}$ 's on the one hand and the maximal minors $c_{T}$ of $\boldsymbol{C}$ on the other hand. This gives a bilinear system $\mathrm{SM}-\mathbb{F}_{q}$, which as explained above, is not specific to the RD problem: we obtain a similar system for generic MinRank whose $x_{i}$ variables (coefficients in the rank $\leq r$ linear combination) play the role of our $x_{i, j}$ 's. Following the terminology of [16], we call these $x_{i, j}$ variables linear variables and the $c_{T}$ 's the minor variables.

Modeling $3\left(\mathbf{S M}-\mathbb{F}_{q}\right)$ Applied to an $R D$ instance, the SM Modeling from [16] is the system

$$
\begin{equation*}
\left\{Q_{i, I}:=\left|\binom{\boldsymbol{r}_{i}}{\boldsymbol{C}}\right|_{*, I}: I \subset\{1 . . n\}, \# I=r+1, i \in\{1 . . m\}, \boldsymbol{r}_{i}=\operatorname{Mat}(\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G})_{i, *}\right\} \tag{q}
\end{equation*}
$$

Unknowns: $\binom{n}{r}$ variables $c_{T} \in \mathbb{F}_{q}, k \cdot m$ variables $x_{j, j^{\prime}} \in \mathbb{F}_{q}, j \in\{1 . . m\}$, $j^{\prime} \in\{1 . . k\}$,
Equations: $m\binom{n}{r+1}$ equations $Q_{i, I}=0$ which are affine bilinear polynomials over $\mathbb{F}_{q}$ in the $x_{j, j^{\prime}}$ 's and in the $c_{T}$ 's.

If there are more linearly independent equations than bilinear monomials, the system may be solved by linearization (i.e. by replacing the monomials by single variables and then obtaining the values of these variables from solving the resulting linear system). Otherwise, the authors propose a dedicated technique to solve at higher degree by multiplying the $\mathrm{SM}-\mathbb{F}_{q}$ equations by monomials of degree $b-1$ in the linear variables to obtain equations of degree $b$ in the linear variables and degree 1 in the $c_{T}$ 's. This amounts to constructing the bi-degree
$(b, 1)$ Macaulay matrix $\boldsymbol{M}_{b}\left(\mathrm{SM}-\mathbb{F}_{q}\right)$ whose columns are indexed by the $\mathcal{M}_{b}$ bidegree $(b, 1)$ monomials and then to finding a non-trivial element in the right kernel of this matrix. This approach works if the rank of $\boldsymbol{M}_{b}\left(\mathrm{SM}-\mathbb{F}_{q}\right)$ is $\left|\mathcal{M}_{b}\right|-1$, so that the solution space is one-dimensional and allows to recover the original solution to the MinRank problem. The complexity of the attack is then dominated by the one of solving the system at bi-degree $(b, 1)$, and for this it can be beneficial to use the Wiedemann algorithm as the Macaulay matrix is sparse enough for large values of $b$.

Solving RD by combining MaxMinors and Support-Minors. Recall that in the particular RD case we obtained two algebraic systems involving the same $c_{T}$ variables, namely the MaxMinors system MM- $\mathbb{F}_{q}$ and the Support-Minors system $\mathrm{SM}-\mathbb{F}_{q}$. This suggests to combine both modelings by multiplying the MaxMinors equations by degree $b$ monomials in the linear variables and the Support-Minors equations by degree $b-1$ monomials in the linear variables to get equations of bi-degree $(b, 1)$. In [16], it was implicitly assumed that the MaxMinors and the Support-Minors systems behave independently at higher degree, $\operatorname{namely} \operatorname{rk}\left(\boldsymbol{M}_{b}\left(\mathrm{SMM}-\mathbb{F}_{q}\right)\right)=\operatorname{rk}\left(\boldsymbol{M}_{b}\left(\mathrm{MM}-\mathbb{F}_{q}\right)\right)+\operatorname{rk}\left(\boldsymbol{M}_{b}\left(\mathrm{SM}-\mathbb{F}_{q}\right)\right)$ when this number is smaller than $\mathcal{M}_{b}$ which is the number of bi-degree $(b, 1)$ monomials. Here $\boldsymbol{M}_{b}\left(\mathrm{MM}-\mathbb{F}_{q}\right)$ and $\boldsymbol{M}_{b}\left(\mathrm{SMM}-\mathbb{F}_{q}\right)$ respectively denote the Macaulay matrices of the MaxMinors system multiplied by the monomials of degree $b$ in the linear variables and the vertical join of $\boldsymbol{M}_{b}\left(\mathrm{MM}-\mathbb{F}_{q}\right)$ and $\boldsymbol{M}_{b}\left(\mathrm{SM}-\mathbb{F}_{q}\right)$. While it is trivial to estimate $\operatorname{rk}\left(\boldsymbol{M}_{b}\left(\mathrm{MM}-\mathbb{F}_{q}\right)\right)$ as the MaxMinors equations MM- $\mathbb{F}_{q}$ are linear in the other block of variables, note that the value obtained in [16 for $\operatorname{rk}\left(\boldsymbol{M}_{b}\left(\mathrm{SM}-\mathbb{F}_{q}\right)\right)$ is based on much more involved combinatorial arguments and remains conjectural.

Contributions. Most of our work concerns the aforementioned combined approach on the Rank Decoding Problem but some of our results will also apply to the Support-Minors strategy of [16] on non-structured MinRank instances.

First, in this combined RD approach, we show that the implicitly assumed relation $\operatorname{rk}\left(\boldsymbol{M}_{b}\left(\mathrm{SMM}-\mathbb{F}_{q}\right)\right)=\operatorname{rk}\left(\boldsymbol{M}_{b}\left(\mathrm{MM}-\mathbb{F}_{q}\right)\right)+\operatorname{rk}\left(\boldsymbol{M}_{b}\left(\mathrm{SM}-\mathbb{F}_{q}\right)\right)$ does not hold. Indeed, there are linear dependencies between the two systems: in particular, we will prove that the MaxMinors equations and some multiples are included in the vector space generated by the Support-Minors equations. We will prove this by considering the " $\mathbb{F}_{q^{m}}$-version" of both systems. For MaxMinors, this is nothing but the original MaxMinors system MM- $\mathbb{F}_{q^{m}}$ with coefficients over $\mathbb{F}_{q^{m}}$. For the $\mathbb{F}_{q^{m}}$-Support-Minors modeling, this $\mathbb{F}_{q^{m}}$-version comes from a slight variation of the argument used in [16] for obtaining the Support-Minors modeling. Instead of considering the matrix version of

$$
\begin{equation*}
\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G}=\left(s_{1}, \cdots, s_{r}\right) \boldsymbol{C} \tag{2}
\end{equation*}
$$

we can directly use this equation to argue that the vector $\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G}$ is in the row space of $\boldsymbol{C}$, which in turn implies that all the maximal minors of the matrix
$\binom{\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G}}{\boldsymbol{C}}$ are equal to 0. By performing Laplace expansion of these minors according to the first row, we obtain in this way $\binom{n}{r+1}$ equations which are bilinear in the entries $x_{i}$ of $\boldsymbol{x}$ (we still call them the linear variables) and in the maximal minors $c_{T}$ of $\boldsymbol{C}$ :

Modeling $4\left(\mathrm{SM}-\mathbb{F}_{q^{m}}\right)$

$$
\left\{Q_{I}:=\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}}\right|_{*, I}: I \subset\{1 . . n\}, \# I=r+1\right\} \quad\left(\mathrm{SM}-\mathbb{F}_{q^{m}}\right)
$$

Unknowns: $\binom{n}{r}$ variables $c_{T} \in \mathbb{F}_{q}$, $k$ variables $x_{1}, \ldots, x_{k} \in \mathbb{F}_{q^{m}}$,
Equations: $\binom{n}{r+1}$ equations $Q_{I}=0$ for $I \subset\{1 . . n\}$, $\# I=r+1$, viewed as affine bilinear equations over $\mathbb{F}_{q^{m}}$ in the $x_{i}$ 's on the one hand and in the $c_{T}$ 's on the other hand.

This $S M-\mathbb{F}_{q^{m}}$ system presents the advantage of being much more compact than the original Support-Minors modeling: the number of linear variables is divided by $m$ (but the unknowns are now in $\mathbb{F}_{q^{m}}$ ) and the number of equations is also divided by $m$. Also, this reduced system will be very handy to study the aforementioned linear dependencies, see Section 3 .
(i) it is readily seen that the Support-Minors equations are the result of the Unfold operation applied to these $\mathrm{SM}-\mathbb{F}_{q^{m}}$ equations;
(ii) it is easier to exhibit linear dependencies between the equations in MM- $\mathbb{F}_{q^{m}}$ and $\mathrm{SM}-\mathbb{F}_{q^{m}}$, which in turn yield linear dependencies between the MaxMinors and the Support-Minors equations over $\mathbb{F}_{q}$.

This is not the only advantage in considering $\mathrm{SM}-\mathbb{F}_{q^{m}}$ instead of the original Support-Minors equations. It will namely be easier to understand the linear dependencies in the $\mathrm{SM}-\mathbb{F}_{q^{m}}$ equations themselves (which also exist as we will show). Moreover, the very fact that the number of linear variables has shrunk a great deal suggests that instead of using the linearization strategy followed in [16], it might be much more favorable to
(i) use the linear equations linking the minor variables $c_{T}$ from unfolding MM$\mathbb{F}_{q^{m}}$ (the MM- $\mathbb{F}_{q}$ linear system) equations to substitute for some of them in SM- $\mathbb{F}_{q^{m}}$ and decrease the number of minor variables in it to obtain a new bilinear system $\mathrm{SM}-\mathbb{F}_{q^{m}}^{+}$;
(ii) multiply these equations by monomials of degree $b-1$ in the linear variables $x_{i}$ to obtain a new bi-degree $(b, 1)$ system with a reduced number of bi-degree $(b, 1)$ monomials and choose $b$ large enough so that the linearizing strategy is able to recover the values of these bi-degree $(b, 1)$ monomials.

We call this the "attack over $\mathbb{F}_{q^{m}}$ " and we describe it in Section 4 .
Modeling 5 (SM- $\mathbb{F}_{q^{m}}^{+}$over $\mathbb{F}_{q^{m}}$ )

$$
S M-\mathbb{F}_{q^{m}}^{+}:=S M-\mathbb{F}_{q^{m}} \quad \bmod \left(M M-\mathbb{F}_{q}\right) \quad\left(\mathrm{SM}-\mathbb{F}_{q^{m}}^{+}\right)
$$

Unknowns: $\binom{n}{r}-m\binom{n-k-1}{r}$ variables $c_{T} \in \mathbb{F}_{q}$, $k$ unknowns $x_{1}, \cdots, x_{k}$ in $\mathbb{F}_{q^{m}}$. Equations: $\binom{n}{r+1}-\binom{n-k-1}{r+1}-(k+1)\binom{n-k-1}{r}$ equations of the form $\widetilde{Q_{I}}=0$ with $I \subset\{1 . . n\}, \# I=r+1, \#(I \cap\{1 . . k+1\} \geq 2)$, where $\widetilde{Q_{I}}=\mathrm{NF}\left(Q_{I},\left\langle P_{i, J}\right\rangle\right)$ is the $Q_{I}$ equation with $c_{T}$ variables removed using $M M-\mathbb{F}_{q}$.

Second, we show how this "attack over $\mathbb{F}_{q^{m}}$ " and more generally any SupportMinors based MinRank attack may benefit from a hybrid approach similar to the one presented in [16, §4.3] on MaxMinors. There, it was used to decrease the number of minor variables. However, we will show that in our case where we consider systems with minor and linear variables, this hybrid technique has the additional benefit of decreasing the number of linear variables. Roughly speaking, our approach is to associate to a given instance of MinRank (resp. RD) $q^{a \cdot r}$ new MinRank instances (resp. RD instances) with (apparently) the same parameters, for which we know that one of them has its rank $r$ matrix $\boldsymbol{M}$ equal to zero on a fixed set of $a \geq 0$ columns. On any of these instances and by starting from the initial modeling, we hope to find a solution of this particular form by (i) writing that $\binom{n}{r}-\binom{n-a}{r}$ minors $c_{T}$ should be equal to 0 , namely all those that involve one of these $a$ columns (ii) writing $a \cdot m$ linear relations between the linear variables which correspond to the $a \cdot m$ zero entries of $\boldsymbol{M}$. All in all, we may attack a MinRank problem of parameters $(m, n, K, r)$ by performing $q^{a \cdot r}$ attacks on smaller instances with parameters ( $m, n-a, K-a \cdot m, r$ ) and such that only one of them has a solution. This is much more efficient than the straightforward hybrid approach suggested in [16, §5.5] which consists in fixing a few linear variables and which results only at best in a marginal gain in the complexity. Here, the gain in complexity is much more significant as shown in Subsection6.1. On a deeper level, our approach also allows to interpolate between the former combinatorial attacks [39] and the algebraic attacks (in particular the plain Support-Minors attack).

## 2 Notation and preliminaries

Vectors are denoted by lower case boldface letters such as $\boldsymbol{x}, \boldsymbol{e}$ and matrices by upper case letters $\boldsymbol{G}, \boldsymbol{M}$. The all-zero vector of length $\ell$ is denoted by $\mathbf{0}_{\ell}$. The $j$-th coordinate of a vector $\boldsymbol{x}$ is denoted by $x_{j}$ and the submatrix of a matrix $\boldsymbol{M}$ formed from the rows in $I$ and columns in $J$ is denoted by $\boldsymbol{M}_{I, J}$. When $I$ (resp. $J$ ) consists of all the rows (resp. columns), we may use the notation $\boldsymbol{M}_{*, J}$ (resp. $\boldsymbol{M}_{I, *}$ ). Similarly, we simplify $\boldsymbol{M}_{i, *}=\boldsymbol{M}_{\{i\}, *}\left(\right.$ resp. $\left.\boldsymbol{M}_{*, j}=\boldsymbol{M}_{*,\{j\}}\right)$ for the $i$-th row of $\boldsymbol{M}$ (resp. $j$-th column of $\boldsymbol{M}$ ) and $\boldsymbol{M}_{i, j}=\boldsymbol{M}_{\{i\},\{j\}}$ for the entry in row $i$ and column $j$. Finally, $|\boldsymbol{M}|$ is the determinant of a matrix $\boldsymbol{M},|\boldsymbol{M}|_{I, J}$ is the determinant of the submatrix $\boldsymbol{M}_{I, J}$ and $|\boldsymbol{M}|_{*, J}$ the one of $\boldsymbol{M}_{*, J}$.

We will intensively use the Cauchy-Binet formula that expresses the determinant of the product of two matrices $A \in \mathbb{K}^{r \times n}$ and $B \in \mathbb{K}^{n \times r}$ as

$$
\begin{equation*}
|A B|=\sum_{T \subset\{1 . . n\}, \# T=r}|A|_{*, T}|B|_{T, *} \tag{3}
\end{equation*}
$$

The notation $\{1 . . n\}$ stands for the set of integers from 1 to $n$, and for any subset $J \subset\{k+1 . . n\}$, we denote by $J-k$ the set $J-k=\{j-k: j \in J\} \subset$ $\{1 . . n-k\}$.

For $q$ a prime power and $m \geq 1$ an integer, let $\mathbb{F}_{q}$ be the finite field with $q$ elements and let $\mathbb{F}_{q^{m}}$ be the extension of $\mathbb{F}_{q}$ of degree $m$. For $x \in \mathbb{F}_{q^{m}}$ and $0 \leq \ell \leq$ $m-1$, we write $x^{[\ell]}:=x^{q^{\ell}}$ for the $\ell$-th Frobenius iterate of $x$, and this notation is extended to matrices component by component, namely $\boldsymbol{M}^{[\ell]}:=\left(\boldsymbol{M}_{i, j}{ }^{[\ell]}\right)_{i, j}$. We also make use of the trace operator which is the $\mathbb{F}_{q^{-}}$-linear mapping from $\mathbb{F}_{q^{m}}$ to $\mathbb{F}_{q}$ defined by

$$
\operatorname{Tr}(x):=x+x^{q}+\cdots+x^{q^{m-1}}=\sum_{\ell=0}^{m-1} x^{[\ell]}
$$

In the whole paper, we consider a fixed basis $\boldsymbol{\beta}:=\left(\beta_{1}, \ldots, \beta_{m}\right)$ of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$. The dual basis $\boldsymbol{\beta}^{\star}:=\left(\beta_{1}^{\star}, \ldots, \beta_{m}^{\star}\right)$ of $\boldsymbol{\beta}$ is defined by

$$
\operatorname{Tr}\left(\beta_{i} \beta_{j}^{\star}\right)= \begin{cases}1 & \text { if } i=j \\ 0 & \text { otherwise }\end{cases}
$$

Note that for any decomposition in $\boldsymbol{\beta}$ of the form $x=\sum_{i=1}^{m} x_{i} \beta_{i} \in \mathbb{F}_{q^{m}}$ and any $i \in\{1, \cdots, m\}$, we can recover

$$
\begin{equation*}
\operatorname{Tr}\left(\beta_{i}^{\star} x\right)=x_{i} \tag{4}
\end{equation*}
$$

For a vector $\boldsymbol{x}=\left(x_{1}, \cdots, x_{n}\right) \in \mathbb{F}_{q^{m}}^{n}$ we denote by $\operatorname{Tr}(\boldsymbol{x})$ the vector $\left(\operatorname{Tr}\left(x_{i}\right)\right)_{1 \leq i \leq n}$ where the trace is applied componentwise, and for any matrix $\boldsymbol{M} \in \mathbb{F}_{q^{m}}^{b \times c}$ we denote by $\operatorname{Tr}(\boldsymbol{M})=\left(\operatorname{Tr}\left(\boldsymbol{M}_{i, j}\right)\right)_{i, j}$. It will be helpful to notice that, thanks to the linearity of $\operatorname{Tr}$ over $\mathbb{F}_{q}$,

$$
\begin{array}{rrr}
\operatorname{Tr}\left(\beta_{i}^{\star} \boldsymbol{x}\right) & =\operatorname{Mat}(\boldsymbol{x})_{i, *} & \forall i \in\{1, \cdots, m\}, \\
\operatorname{Tr}(\boldsymbol{C} \boldsymbol{M})=\boldsymbol{C} \operatorname{Tr}(\boldsymbol{M}) & \text { if } \boldsymbol{C} \in \mathbb{F}_{q}^{a \times b}, \boldsymbol{M} \in \mathbb{F}_{q^{m}}^{b \times c} . \tag{6}
\end{array}
$$

When looking for solutions of a polynomial system in $\mathbb{F}_{q}$ with coefficients in $\mathbb{F}_{q^{m}}$, it will be helpful to notice that for $f(\boldsymbol{z}) \in \mathbb{F}_{q^{m}}\left[z_{1}, \cdots, z_{N}\right]$ and $\boldsymbol{x}=$ $\left(x_{1}, \cdots, x_{N}\right) \in \mathbb{F}_{q}^{N}$, we have:

$$
\begin{equation*}
f\left(x_{1}, \cdots, x_{N}\right)=0 \Longleftrightarrow \forall i \in\{1, \cdots, m\}, \quad \operatorname{Tr}\left(\beta_{i}^{\star} f(\boldsymbol{x})\right)=0 \tag{7}
\end{equation*}
$$

This motivates to define the "unfolding" operation which associates to an algebraic system $\mathcal{F}:=\left\{f_{1}, \ldots, f_{M}\right\} \subset \mathbb{F}_{q^{m}}\left[z_{1}, \ldots, z_{N}\right]$ with coefficients in $\mathbb{F}_{q^{m}}$ an equivalent algebraic system over $\mathbb{F}_{q}$ which defines the same variety over $\mathbb{F}_{q}$. We call it the associated unfolded system:
$\operatorname{Unfold}\left(\left\{f_{1}, \ldots, f_{M}\right\}\right):=\left\{\operatorname{Tr}\left(\beta_{i}^{\star} f_{j}\right) \quad \bmod I_{q}: 1 \leq i \leq m, 1 \leq j \leq M\right\} \in \mathbb{F}_{q}[\boldsymbol{z}]^{M \cdot m}$,
where we reduce the polynomials modulo the field equations, i.e. $I_{q}:=\left\langle z_{1}^{q}-\right.$ $\left.z_{1}, \ldots, z_{N}^{q}-z_{N}\right\rangle$. For one single polynomial $f(\boldsymbol{z})=\sum_{\boldsymbol{\alpha} \in \mathbb{N}^{N}} a_{\boldsymbol{\alpha}} \boldsymbol{z}^{\boldsymbol{\alpha}} \in \mathbb{F}_{q^{m}}[\boldsymbol{z}]$, this reduction process reads

$$
\begin{equation*}
\operatorname{Tr}\left(\beta_{i}^{\star} f(\boldsymbol{z})\right) \bmod I_{q}=\sum_{\boldsymbol{\alpha} \in \mathbb{N}^{N}} \operatorname{Tr}\left(\beta_{i}^{\star} a_{\boldsymbol{\alpha}}\right) \boldsymbol{z}^{\boldsymbol{\alpha}} \in \mathbb{F}_{q}[\boldsymbol{z}] . \tag{9}
\end{equation*}
$$

In other words, this results in applying the function $x \mapsto \operatorname{Tr}\left(\beta_{i}^{\star} x\right)$ to each coefficient of the polynomial. It is clear that the solutions to $\mathcal{F}$ in $\mathbb{F}_{q}^{N}$ are exactly the solutions to $\operatorname{Unfold}(\mathcal{F})$ in $\mathbb{F}_{q}^{N}$ and that any solution to $\operatorname{Unfold}(\mathcal{F})$ in any extension field of $\mathbb{F}_{q}$ is a solution to $\mathcal{F}$. However, note that it may be the case that $\mathcal{F}$ has more solutions than $\operatorname{Unfold}(\mathcal{F})$ in some extension field. ${ }^{5}$

For the different results in the paper, we consider a particular monomial ordering on our two sets of variables $x_{1}, \ldots, x_{k}$ and $c_{T}$ 's for any subset $T$ of size $r$. The $c_{T}$ 's are ordered lexicographically according to $T: c_{T^{\prime}}>c_{T}$ if $t_{j}^{\prime}=t_{j}$ for $j<j_{0}$ and $t_{j_{0}}^{\prime}>t_{j_{0}}$ where $T=\left\{t_{1}<\cdots<t_{r}\right\}$ and $T^{\prime}=\left\{t_{1}^{\prime}<\cdots<t_{r}^{\prime}\right\}$. We then choose a grevlex monomial ordering $x_{1}>\cdots>x_{k}>c_{T}$. Finally, we denote by $\operatorname{LT}(f)$ the leading term of a polynomial $f$ with respect to this term order.

## 3 MaxMinors and Support-Minors systems for RD instances

In this section, we analyse the two RD modelings over $\mathbb{F}_{q^{m}}$ which take advantage of the underlying extension field structure, namely the MaxMinors (MM- $\mathbb{F}_{q^{m}}$ ) and the Support-Minors $\left(\mathrm{SM}-\mathbb{F}_{q^{m}}\right)$ systems.

The $\overline{M M-\mathbb{F}_{q^{m}}}$ system was already described in [15|16] and recalled in the introduction. The particular form of the $M M-\mathbb{F}_{q^{m}}$ equations $P_{J}$ as linear equations comes from the fact that these $P_{J}$ 's can be expressed in terms of the maximal minors of $\boldsymbol{C}$ by using the Cauchy-Binet formula (3). Actually, we also use implicitly the Plücker coordinates associated to the vector space generated by the rows of $\boldsymbol{C}$ by defining new variables $c_{T}=|\boldsymbol{C}|_{*, T}$, see [22, p.6]. For $N=\binom{n}{r}-1$ and $P^{N}\left(\mathbb{F}_{q}\right)=P\left(\mathbb{F}_{q}^{N+1}\right)$ the projective space, the Plücker map is defined by

$$
\begin{aligned}
p:\left\{\mathcal{W} \subset \mathbb{F}_{q}^{n}: \operatorname{dim}(\mathcal{W})=r\right\} & \rightarrow \mathbb{P}^{N}\left(\mathbb{F}_{q}\right) \\
& C
\end{aligned}
$$

where $\boldsymbol{C}$ is any matrix whose rows generate the vector space $\mathcal{W}$. The benefit of introducing such coordinates to describe a vector space $\mathcal{W}$ is that it has unique Plücker coordinates associated to it. On the contrary, this is not the case if one uses the matrix representation of such a vector space: indeed, if the

[^0]rows of $\boldsymbol{C}$ generate $\mathcal{W}$, then the rows of $\boldsymbol{A C}$ also generate $\mathcal{W}$ for any invertible $\boldsymbol{A} \in G L\left(r, \mathbb{F}_{q}\right)$. For our algebraic system, this brings the benefit of reducing the number of solutions: there are several solutions $\boldsymbol{C}$ to the initial equation (2) but there are unique Plücker coordinates. As already pointed out in [16, it is also extremely beneficial for the computation to replace polynomials $|\boldsymbol{C}|_{*, T}$ with $r$ ! terms of degree $r$ in the entries of $\boldsymbol{C}$ by single variables $c_{T}$ 's in $\mathbb{F}_{q}$. Our second set of equations, namely the $\left(S M-\mathbb{F}_{q^{m}}\right)$ system, was also described in the introduction. The particular bilinear shape of these polynomials in the linear and in the minor variables follows by applying Laplace expansion along the first row $\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}$ of $\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}}$. Recall also that these minor variables $c_{T}$ are searched over $\mathbb{F}_{q}$ while the linear variables $x_{j}$ are searched over $\mathbb{F}_{q^{m}}$. In particular, as the MM- $\mathbb{F}_{q^{m}}$ equations are over $\mathbb{F}_{q^{m}}$ but linear in these $c_{T}$ variables, it is possible to generate $m$ times more linear equations in the same variables by forming the unfolded system MM- $\mathbb{F}_{q}=\operatorname{Unfold}\left(\mathrm{MM}-\mathbb{F}_{q^{m}}\right)$ as already explained in Section 2 , While these MM- $\mathbb{F}_{q^{m}}$ equations are proven to be linearly independent in [16], it is only conjectured that the resulting $M M-\mathbb{F}_{q}$ equations are linearly independent with overwhelming probability.

In Section 3.1, we show that the two systems over $\mathbb{F}_{q^{m}}$ described above are not independent: the $M M-\mathbb{F}_{q^{m}}$ equations are actually included in $\mathrm{SM}-\mathbb{F}_{q^{m}}$; thus, adding the $\mathrm{MM}-\mathbb{F}_{q}$ equations to the $\mathrm{SM}-\mathbb{F}_{q}$ system does not help to solve RD in the underdetermined case as stated in [16]. Also, SM- $\mathbb{F}_{q^{m}}$ is an interesting modeling in itself to attack the RD problem as it consists of more compact equations over the extension field $\mathbb{F}_{q^{m}}$. Moreover, we are able to formally prove the linear independence of these equations and more generally the exact dimension of the vector space generated by them at each bi-degree $(b, 1)$ for any $b \geq 1$, which is clearly the key quantity to evaluate the cost such an attack.

However, we show that it is not possible to solve the system by using only these equations over $\mathbb{F}_{q^{m}}$, even at high bi-degree $(b, 1)$. Finally, note that it is also possible to unfold the $\mathrm{SM}-\mathbb{F}_{q^{m}}$ equations over $\mathbb{F}_{q}$ but at the cost of multiplying the number of linear variables by a factor $m$ as we also need to express each $x_{j}=\sum_{i=1}^{m} x_{i, j} \beta_{i}$ in $\mathbb{F}_{q^{m}}$ as $m$ times more variables over $\mathbb{F}_{q}$. In Section 3.2, we show that the result of this operation is nothing more than the system $\left(\mathrm{SM}-\mathbb{F}_{q}\right)$ which is the Support Minors Modeling of [16] applied to an RD instance, namely SM- $\mathbb{F}_{q}=\operatorname{Unfold}\left(\mathrm{SM}-\mathbb{F}_{q^{m}}\right)$. In Proposition 5 , we also give a proof for the number of linearly independent equations in $\mathrm{SM}-\mathbb{F}_{q}$ that are not in $\mathrm{MM}-\mathbb{F}_{q}$ and which can be seen as the extra information brought by Support-Minors.

For the sake of clarity, most of the proofs are postponed in Appendix A.

### 3.1 MaxMinors and Support-Minors modelings over $\mathbb{F}_{\boldsymbol{q}^{m}}$.

In what follows, we always consider RD instances with a unique solution and whose rank weight is exactly $r$ instead of $\leq r$ (we may assume this as trying all the weights smaller than $r$ adds at most a polynomial factor in the total complexity). Let $\boldsymbol{G} \in \mathbb{F}_{q^{m}}^{k \times n}$ be a full-rank generator matrix of a linear code $\mathcal{C}$ of length $n$ and dimension $k$ over $\mathbb{F}_{q^{m}}$, and let $\boldsymbol{y} \in \mathbb{F}_{q^{m}}^{n}$ be the received word
affected by an error of weight $r$. With our assumption, the decoding problem amounts to finding the unique codeword $\boldsymbol{x} \boldsymbol{G}$ such that the weight of $\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}$ is $r$.

In this section, we analyze the link between the $S M-\mathbb{F}_{q^{m}}$ equations and the $M M-\mathbb{F}_{q^{m}}$ equations. To this end, we first separate the equations into different sets by defining for nonnegative integers $s, i \in\{1 . . k\}$ :

$$
\begin{aligned}
\mathcal{Q}_{s} & =\left\{Q_{I}: I \subset\{1 . . n\}, \# I=r+1, \#(I \cap\{1 . . k+1\})=s\right\}, \\
\mathcal{Q}_{\geq s} & =\left\{Q_{I}: I \subset\{1 . . n\}, \# I=r+1, \#(I \cap\{1 . . k+1\}) \geq s\right\}, \\
\mathcal{P} & =\left\{P_{J}: J \subset\{1 . . n-k-1\}, \# J=r\right\}, \\
x_{i} \mathcal{P} & :=\left\{x_{i} P: P \in \mathcal{P}\right\} .
\end{aligned}
$$

We are going to prove the following relations, where $\langle\cdot\rangle_{\mathbb{F}_{q}}$ means the vector space generated over $\mathbb{F}_{q}$ :

$$
\begin{array}{rrr}
\mathcal{Q}_{0} & \subset\left\langle\mathcal{Q}_{1}, \mathcal{Q}_{\geq 2}\right\rangle_{\mathbb{F}_{q}} & \text { (Proposition } 1 \text { ) } \\
\left\langle\mathcal{P}, x_{i} \mathcal{P}: i \in\{1 . . k\}, \mathcal{Q}_{\geq 2}\right\rangle_{\mathbb{F}_{q}}=\left\langle\mathcal{Q}_{1}, \mathcal{Q}_{\geq 2}\right\rangle_{\mathbb{F}_{q}} & \text { (Proposition } 3 \text { ) } \\
\mathcal{P}, x_{i} \mathcal{P}: i \in\{1 . . k\}, \mathcal{Q}_{\geq 2} \text { are linearly independent over } \mathbb{F}_{q}
\end{array}
$$

(Proposition 2)
The consequence is that if we linearize the (affine) $\mathrm{SM}-\mathbb{F}_{q^{m}}$ system, we get several reductions to zero and also $\binom{n-k-1}{r}$ degree falls $s^{6}$ that give the $P_{J}$ 's equations. If we then eliminate $c_{T}$ variables using those linear equations, we get new reductions to zero which correspond to the $x_{i} P_{J}$ 's. More generally, Proposition 4 tackles the augmented bi-degree $(b, 1)$ case by giving the number of linearly independent $Q_{I}$ equations for any $b \geq 1$ and without any particular assumption. For all these propositions, it will be helpful to notice that

Fact 1 Without loss of generality (up to a permutation of coordinates), we can assume that $\boldsymbol{G}$ is in systematic form, i.e. $\boldsymbol{G}=\left(\boldsymbol{I}_{k} *\right)$, that $\boldsymbol{y}=\left(\mathbf{0}_{k} 1 *\right)$ (by adding a suitable codeword and multiplying $\boldsymbol{y}$ by a suitable constant) and that $\boldsymbol{H}_{\boldsymbol{y}}=\left(* \boldsymbol{I}_{n-k-1}\right)$. Then, $\boldsymbol{H}:=\binom{\boldsymbol{H}_{\boldsymbol{y}}}{\boldsymbol{h}}$ is a parity-check matrix for $\mathcal{C}$ for $a$ vector $\boldsymbol{h}=\left(* 1 \mathbf{0}_{n-k-1}\right)$ lying in the dual $\mathcal{C}^{\perp}$. We have $\boldsymbol{y} \boldsymbol{h}^{\top}=1$.

Proof. Up to a permutation of the coordinates, we can assume that $\boldsymbol{G}$ is in systematic form $\boldsymbol{G}=\left(\boldsymbol{I}_{k} *\right)$, and up to the addition of an element in $\mathcal{C}$ that $\boldsymbol{y}=\left(\mathbf{0}_{k} *\right)$. As $\boldsymbol{y}$ contains an error of weight $r$, it is non-zero, so that up to a permutation of the coordinates of the code and up to the multiplication by a constant in $\mathbb{F}_{q^{m}}$, we assume that $\boldsymbol{y}$ has the given shape $\boldsymbol{y}=\left(\mathbf{0}_{k} 1 *\right)$. Now, if $\widetilde{\boldsymbol{G}_{\boldsymbol{y}}}=\left(\boldsymbol{I}_{k+1} \boldsymbol{A}\right)$ is a generator matrix of $\mathcal{C}_{\boldsymbol{y}}$ in systematic form, then $\boldsymbol{H}_{\boldsymbol{y}}:=\left(-\boldsymbol{A}^{\top} \boldsymbol{I}_{n-k-1}\right)$ is suitable. By considering an $\boldsymbol{h}$ linearly independent from the rows of $\boldsymbol{H}_{\boldsymbol{y}}$ and such that $\boldsymbol{y} \boldsymbol{h}^{\top} \neq 0$, any linear combination between $\boldsymbol{h}$

[^1]and the rows of $\boldsymbol{H}_{\boldsymbol{y}}$ still satisfies the same properties. Therefore, we may assume that $\boldsymbol{h}=\left(* \mathbf{0}_{n-k-1}\right)$, and moreover we have $\boldsymbol{y} \boldsymbol{h}^{\top}=h_{k+1} \neq 0$. Thus, the vector $h_{k+1}^{-1} \boldsymbol{h}$ is indeed of the form $\left(* 1 \mathbf{0}_{n-k-1}\right)$.

Proposition 1. The equations in $\mathcal{Q}_{0}$ can be obtained as linear combinations between the equations in $\mathcal{Q}_{\geq 1}$ :

$$
\begin{equation*}
Q_{T+k+1}=-\sum_{Q_{I} \in \mathcal{Q}_{\geq 1}}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, I} Q_{I}, \quad \forall T \subset\{1 . . n-k-1\}, \quad \# T=r+1 \tag{10}
\end{equation*}
$$

Proof. This comes from the relations $\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}} \boldsymbol{H}_{\boldsymbol{y}}^{\top}\right|_{*, T}=0$, see Appendix A. $1_{\square}^{\square}$
for details.
Proposition 2. The equations in $\mathcal{P} \cup \mathcal{Q}_{\geq 2}$ are linearly independent. Moreover, each variable $c_{J+k+1}$ for any $J \subset\{1 . . n-k-1\}, \# J=r$ appears only as the leading term of $P_{J}$ and does not appear in any of the equations in $\mathcal{Q}_{\geq 2}$ nor in $P_{J^{\prime}}$ with $J^{\prime} \neq J$.

Proof. See Appendix A.2.
Proposition 3. The equations in $\mathcal{Q}_{1}$ reduce to the equations

$$
\mathcal{P} \cup \bigcup_{j=1}^{k} x_{j} \mathcal{P}
$$

modulo the equations in $\mathcal{Q}_{\geq 2}$. More precisely, for any $J \subset\{1 . . n-k-1\}, \# J=r$ and $j \in\{1 . . k\}$ we have

$$
\begin{aligned}
P_{J} & =Q_{\{k+1\} \cup(J+k+1)}+\sum_{Q_{I} \in \mathcal{Q}_{\geq 2}}(-1)^{r}|\boldsymbol{H}|_{J \cup\{n-k\}, I} Q_{I} \\
x_{j} P_{J} & =Q_{\{j\} \cup(J+k+1)}+\sum_{Q_{I} \in \mathcal{Q}_{\geq 2}, j \in I}(-1)^{1+\operatorname{Pos}(j, I)}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{J, I \backslash\{j\}} Q_{I}
\end{aligned}
$$

where $\operatorname{Pos}\left(i_{u}, I\right)=u$ for $I=\left\{i_{1}, \cdots, i_{r+1}\right\}$ such that $i_{1}<\cdots<i_{r+1}$.
Proof. This comes from the relations $P_{J}=(-1)^{r}\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}}\binom{\boldsymbol{H}_{\boldsymbol{y}}}{\boldsymbol{h}}^{\top}\right|_{*, J \cup\{n-k\}}$ and $x_{j} P_{J}=(-1)^{r}\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}}\binom{\boldsymbol{H}_{\boldsymbol{y}}}{\boldsymbol{e}_{j}}^{\top}\right|_{*, J \cup\{n-k\}}$ with $\boldsymbol{e}_{j}$ the $j$-th canonical basis vector in $\mathbb{F}_{q}^{n}$, see Appendix A.2 for details.

To conclude this section, we have shown that the equations $P_{J}$ and $\mathcal{Q}_{\geq 2}$ are linearly independent and that the equations in $\mathcal{Q}_{0}$ and $\mathcal{Q}_{1}$ are redundant to the system. Moreover, each $P_{J}$ equation can be used to eliminate the variable
$c_{J+k+1}$ from the system, so that solving $\mathcal{P} \cup \mathcal{Q}_{\geq 2}$ amounts to solve $\mathcal{Q}_{\geq 2}$ and this last system that does not contain the variables $c_{J+k+1}$. Similarly to [16], a natural approach is now to linearize at higher bi-degree ( $b, 1$ ) after multiplying the equations by linear variables. Here, we are able to describe precisely the $\mathbb{F}_{q^{m}}$-vector space generated by the equations $\mathcal{Q}_{\geq 2}$ augmented at bi-degree $(b, 1)$ (see Appendix A. 4 for the proof).

Proposition 4. For any $b \geq 1$, the $\mathbb{F}_{q^{m}}$-vector space generated by the equations $\mathcal{Q}_{\geq 2}$ augmented at bi-degree $(b, 1)$ by multiplying by monomials of degree $b-1$ in the $x_{i}$ variables has dimension

$$
\begin{equation*}
\mathcal{N}_{b}^{\mathbb{F}_{q^{m}}}:=\sum_{i=1}^{k}\binom{n-i}{r}\binom{k+b-1-i}{b-1}-\binom{n-k-1}{r}\binom{k+b-1}{b} \tag{11}
\end{equation*}
$$

and there are

$$
\begin{equation*}
\mathcal{M}_{b}^{\mathbb{F}_{q^{m}}}:=\binom{k+b-1}{b}\left(\binom{n}{r}-\binom{n-k-1}{r}\right) \tag{12}
\end{equation*}
$$

monomials of degree $(b, 1)$. We have $\mathcal{N}_{b}^{\mathbb{F}_{q^{m}}}<\mathcal{M}_{b}^{\mathbb{F}_{q^{m}}}-1$ for any $b \geq 1$.
As a consequence, we see that the system $Q_{\geq 2}$ always has more monomials than equations and cannot be solved in this way at any degree $b$. The reason is that our initial sets of equations are with coefficients in $\mathbb{F}_{q^{m}}$ and do not take into account the fact that the $c_{T}$ 's are searched in $\mathbb{F}_{q}$ (the overall system is not zero-dimensional). This will lead us to propose in Section 4 a mixed modeling by using together equations over $\mathbb{F}_{q^{m}}$ and over $\mathbb{F}_{q}$. Prior to that, we come back to the analysis of these $\mathbb{F}_{q}$ equations in the next section.

### 3.2 MaxMinors and Support-Minors modelings over $\mathbb{F}_{\boldsymbol{q}}$.

Here we consider the unfolded systems obtained by expressing all equations of $\mathrm{MM}-\mathbb{F}_{q^{m}}$ (resp. SM- $\overline{\mathbb{F}_{q^{m}}}$ ) in the fixed basis $\boldsymbol{\beta}:=\left(\beta_{1}, \ldots, \beta_{m}\right)$ of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ and taking each component, as described in Section 2. For the $P_{J}$ 's, this unfolding process yields by definition the original $\left(M M-\mathbb{F}_{q}\right)$ system $\left\{P_{i, J}\right\}_{i, J}$ [16] containing $m$ times more equations than $\mathrm{MM}-\mathbb{F}_{q^{m}}$ and in the same variables. For the $Q_{I}$ 's, as the linear variables $x_{j}$ lie in the extension field $\mathbb{F}_{q^{m}}$, we express each $x_{j}$ in the basis $\boldsymbol{\beta}$ as $x_{j}=\sum_{i=1}^{m} \beta_{i} x_{i, j}$, yielding $m$ times more linear variables $x_{i, j}$ 's. The same unfolding technique is then applied to obtain a system $\left\{Q_{i, I}\right\}_{i, I}$, and Proposition 6 will show that it exactly corresponds to the $\left(S M-\mathbb{F}_{q}\right)$ system defined in the introduction.

Following previous work (e.g. [1516), we assume that the MM- $\mathbb{F}_{q}$ equations $P_{i, J}$ are generically as linearly independent as possible. The following Assumption 1 was also validated experimentally with overwhelming probability for a random code $\mathcal{C}$.

Assumption 1 The $m\binom{n-k-1}{r}$ linear equations $P_{i, J}$ in the $\binom{n}{r}$ variables $c_{T}$ generate an $\mathbb{F}_{q}$-vector space of dimension $\min \left(m\binom{n-k-1}{r},\binom{n}{r}-1\right)$.

Remark 1. If we consider only one $P_{J}$ equation and if we denote by $\boldsymbol{v}_{J}$ the vector of minors of $\left(\boldsymbol{H}_{\boldsymbol{y}}\right)_{*, J}$ of size $r$ and by $\boldsymbol{\mu}$ the vector of minors of $\boldsymbol{C}$ of size $r$, then $P_{J}=\boldsymbol{v}_{J} \boldsymbol{\mu}^{\top}$ and the rank of the system $\left\{P_{i, J}: 1 \leq i \leq m\right\}$ is exactly the rank of $\boldsymbol{v}_{J}$ in rank metric. More generally, the number of linearly independent equations in $\left\{P_{i, J}\right\}_{i, J}$ is the co-dimension of the subfield subcode of the code generated by the matrix $\left(\boldsymbol{v}_{J}\right)_{J \subset\{1 . . n-k-1\}, \# J=r}$.

On the contrary, we are able to prove this result for the $\mathrm{SM}-\mathbb{F}_{q}$ equations on a specific RD instance. Note that such a statement is not proven for the SM equations on a random MinRank instance, so in a way this $\mathbb{F}_{q^{m}}$-linear structure enables one to remove this implicit assumption of [16] in the RD case.

Proposition 5. The equations in $\operatorname{Unfold}\left(\mathcal{Q}_{\geq 2}\right)$ satisfy $\operatorname{LT}\left(Q_{i, I}\right)=x_{i, i_{1}} c_{I \backslash\left\{i_{1}\right\}}$ with $i_{1}=\min (I) \leq k$. In particular, they are all linearly independent over $\mathbb{F}_{q}$.

Finally, we show that the equations from $\mathrm{SM}-\mathbb{F}_{q}$ are the unfolded equations obtained from $S M-\mathbb{F}_{q^{m}}$. To this end, it may be helpful to give more details about this modeling than those given in the introduction. Let ( $\boldsymbol{y}, \mathcal{C}, r$ ) an RD instance where $\mathcal{C}$ is a code of generator matrix $\boldsymbol{G}$ and let

$$
\begin{aligned}
\boldsymbol{M}_{0} & :=\operatorname{Mat}(\boldsymbol{y}) \\
\boldsymbol{M}_{\ell, j} & :=\operatorname{Mat}\left(\beta_{\ell} \boldsymbol{G}_{j, *}\right) \text { for } \ell \in\{1 . . m\}, j \in\{1 . . k\}
\end{aligned}
$$

As observed in [16], this RD problem is equivalent to a MinRank instance with rank $r, K=k m$ and matrices

$$
\left(\boldsymbol{M}_{0}, \boldsymbol{M}_{1,1}, \ldots, \boldsymbol{M}_{i, j}, \ldots, \boldsymbol{M}_{m, k}\right) \in \mathbb{F}_{q}^{m \times n}
$$

There, the Support-Minors modeling is to say that all the maximal minors of the matrices $\binom{\boldsymbol{r}_{i}}{\boldsymbol{C}}$ are equal to 0 for all $i \in\{1 . . m\}$ and where $\boldsymbol{r}_{i}$ is the $i$-th row in the solution to the MinRank problem, namely

$$
\begin{gathered}
\boldsymbol{r}_{i}=\operatorname{Mat}\left(\boldsymbol{y}+\sum_{\ell=1}^{m} \sum_{j=1}^{k} x_{\ell, j} \beta_{\ell} \boldsymbol{G}_{j, *}\right)_{i, *}=\operatorname{Tr}\left(\beta_{i}^{\star}(\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G})\right), \\
\text { where rk }\left(\boldsymbol{M}_{0}+\sum_{\ell=1}^{m} \sum_{j=1}^{k} x_{\ell, j} \boldsymbol{M}_{\ell, j}\right) \leq r
\end{gathered}
$$

and where the second equality follows from (5). We then obtain
Proposition 6. For any $i \in\{1 . . m\}$ and any $I \subset\{1 . . n\}, \# I=r+1$, we have

$$
Q_{i, I}:=\left|\binom{\boldsymbol{r}_{i}}{\boldsymbol{C}}\right|_{*, I}=\operatorname{Tr}\left(\beta_{i}^{\star} Q_{I}\right) \quad \bmod I_{q}
$$

where $I_{q}$ is the ideal generated by all the field equations $x_{\ell, j}^{q}-x_{\ell, j}$ and $c_{T}^{q}-c_{T}$.

Proof. The proposition basically follows from the linearity of the trace and the determinant with respect to its first row and from (9):

$$
\begin{aligned}
\operatorname{Tr}\left(\beta_{i}^{\star}\left|\binom{\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G}}{\boldsymbol{C}}\right|_{*, I}\right) \bmod I_{q} & =\operatorname{Tr}\left(\left|\binom{\beta_{i}^{\star}(\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G})}{\boldsymbol{C}}\right|_{*, I}\right) \bmod I_{q} \\
& =\left|\binom{\operatorname{Tr}\left(\beta_{i}^{\star}(\boldsymbol{y}+\boldsymbol{x} \boldsymbol{G})\right)}{\boldsymbol{C}}\right|_{*, I}=\left|\binom{\boldsymbol{r}_{i}}{\boldsymbol{C}}\right|_{*, I}
\end{aligned}
$$

## 4 Algebraic approach to solve RD by combining SM- $\mathbb{F}_{q^{m}}$ and MM- $\mathbb{F}_{q}$

From the material presented in the previous section, we conclude that the $P_{i, J}$ equations over $\mathbb{F}_{q}$ (i.e. $\mathrm{MM}-\mathbb{F}_{q}$ ) are necessary to solve the system: without them we cannot solve RD since the previously considered ideal without these equations was not zero-dimensional. However, we also noticed that the $\mathrm{SM}-\mathbb{F}_{q}$ equations over the small field involve a large number of linear variables compared to SM$\mathbb{F}_{q^{m}}$. This leads us to propose a new Modeling 5 to attack RD, which relies on solving $\mathrm{SM}-\mathbb{F}_{q^{m}}$ together with $\mathrm{MM}-\mathbb{F}_{q}$. In this way, we take advantage of all the $m\binom{n-k-1}{r}$ linear equations we can get in the $c_{T}$ 's from $\mathrm{MM}-\mathbb{F}_{q}$ while keeping only $k$ linear variables $x_{i}$ 's over $\mathbb{F}_{q^{m}}$ from $\mathrm{SM}-\mathbb{F}_{q^{m}}$. This increased compactness makes that even if this system were to be solved at higher degree than SM- $\mathbb{F}_{q}$, it may perform better from a complexity point of view.

Let $\mathrm{NF}\left(f,\left\langle P_{i, J}\right\rangle\right)$ be the normal form function that associates to any polynomial $f$ the unique polynomial $\widetilde{f}=f \bmod \left\langle P_{i, J}\right\rangle$ such that no $c_{T}$ leading term of a polynomial in the $\left\langle P_{i, J}\right\rangle$ ideal appears in $\tilde{f}$. Modeling 5 is the system $\left(\mathbf{S M - \mathbb { F } _ { q ^ { m } } ^ { + }}\right.$ over $\mathbb{F}_{q^{m}}$ which consists of the equations in $\mathcal{Q}_{\geq 2}$ in which the equations $P_{i, J}$ 's are used to remove $c_{T}$ variables, i.e. $\left\{\widetilde{Q_{I}}, Q_{I} \in \mathcal{Q}_{\geq 2}\right\}$ where

$$
\widetilde{Q_{I}}:=\mathrm{NF}\left(Q_{I},\left\langle P_{i, J}\right\rangle\right)
$$

Then, we solve Modeling 5 using the same technique as in 16 by multiplying the equations by all possible monomials of degree $b-1$ in the $x_{i}$ 's. Once again, the complexity analysis requires to estimate the dimension of the $\mathbb{F}_{q^{m}}$-vector space generated by the resulting bi-degree $(b, 1)$ equations. According to Proposition 4, there are $\mathcal{N}_{b}^{\mathbb{F}_{q^{m}}}$ such equations but we provide in this section new syzygies brought by the elimination of the $c_{T}$ variables using the linear equations $P_{i, J}$. We call $\mathcal{N}_{b, s y z}^{\mathbb{F}_{q}}$ the number of those new syzygies, so that the estimated dimension is $\mathcal{N}_{b}^{\mathbb{F}_{q^{m}}}-\mathcal{N}_{b, s y z}^{\mathbb{F}_{q}}$. The final cost follows by comparing this number to the number of monomials $\mathcal{M}_{b}^{\mathbb{F}_{q}}$.
Proposition 7. For any $b \geq 1$, the number of linearly independent equations at bi-degree $(b, 1)$ in $S M-\mathbb{F}_{q^{m}}^{+}$is generically

$$
\mathcal{N}_{b}^{\mathbb{F}_{q}}=\mathcal{N}_{b}^{\mathbb{F}_{q} m}-\mathcal{N}_{b, s y z}^{\mathbb{F}_{q}}
$$

with the exact value (from Proposition 4)

$$
\begin{equation*}
\mathcal{N}_{b}^{\mathbb{F}_{q^{m}}}=\sum_{i=1}^{k}\binom{n-i}{r}\binom{k+b-1-i}{b-1}-\binom{n-k-1}{r}\binom{k+b-1}{b} \tag{23}
\end{equation*}
$$

and the conjectured value, valid as long as $\mathcal{N}_{b}^{\mathbb{F}_{q}}<\mathcal{M}_{b}^{\mathbb{F}_{q}}$ :

$$
\begin{equation*}
\mathcal{N}_{b, s y z}^{\mathbb{F}_{q}}=(m-1) \sum_{i=1}^{b}(-1)^{i+1}\binom{k+b-i-1}{b-i}\binom{n-k-1}{r+i} \tag{13}
\end{equation*}
$$

The number of monomials is

$$
\begin{equation*}
\mathcal{M}_{b}^{\mathbb{F}_{q}}=\binom{k+b-1}{b}\left(\binom{n}{r}-m\binom{n-k-1}{r}\right), \tag{14}
\end{equation*}
$$

so that we can solve $S M-\mathbb{F}_{q^{m}}^{+}$by linearization at bi-degree $(b, 1)$ whenever

$$
\mathcal{N}_{b}^{\mathbb{F}_{q}} \geq \mathcal{M}_{b}^{\mathbb{F}_{q}}-1
$$

In this case, the final cost in $\mathbb{F}_{q}$ operations is given by

$$
\mathcal{O}\left(m^{2} \mathcal{N}_{b}^{\mathbb{F}_{q}} \mathcal{M}_{b}^{\mathbb{F}_{q} \omega-1}\right)
$$

where $\omega$ is the linear algebra constant and where the $m^{2}$ factor comes from expressing each $\mathbb{F}_{q^{m}}$ operation involved in terms of $\mathbb{F}_{q}$ operations.
Note that it is always possible, whenever the ratio between equations and variables is much larger than 1 , to drop excess equations by taking punctured codes much in the same way as in [16, §4.2].

Analysis of the syzygies in Modeling 5. Contrary to Section 3, we are not able to give a proof for the number of linearly independent syzygies due to the $P_{i, J}$ 's. This comes from the fact that now, for some large enough $b$, we can solve the system, implying that the equations are not linearly independent at this degree anymore (hence we cannot give a general proof of independence). Also, we may find specific instances for which our conjecture fails. Still, we can analyse the generic behaviour on random instances. Here, we describe generic syzygies coming from the $\mathbb{F}_{q^{m}}$ structure and we use them to count precisely the number of equations and monomials at each bi-degree $(b, 1)$ to determine the success of a solving strategy by linearization in the generic case.

We start by giving a generalization of Proposition 1, that provides an explanation for the relations between the $\widetilde{Q}_{I}$ equations starting at bi-degree $(1,1)$.
Proposition 8. For any $T \subset\{1 . . n-k-1\}, \# T=r+1$ and $1 \leq i \leq m$, we obtain a relation between the $\widetilde{Q}_{I}$ equations given by

$$
\begin{equation*}
\operatorname{Tr}\left(\beta_{i}^{\star}\right) \widetilde{Q}_{T+k+1}+\sum_{\substack{I \subset\{1 . . n\} \\ \# I=r+1 \\ I \cap\{k+1 . . n\} \subsetneq T+k+1}} \operatorname{Tr}\left(\beta_{i}^{\star}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, I}\right) \widetilde{Q}_{I}=0 . \tag{15}
\end{equation*}
$$

Note that the coefficients of any of these relations belong to $\mathbb{F}_{q}$.

Proof. This comes from the fact that, for any $0 \leq \ell \leq m-1$ :

$$
\Gamma_{\ell, T}:=\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}}\left(\boldsymbol{H}_{\boldsymbol{y}}^{[\ell]}\right)^{\top}\right|_{*, T}=0 \bmod \left\langle P_{i, J}\right\rangle
$$

Further details as well as the link between $P_{J}^{[\ell]}$ and $P_{i, J}$ are postponed in Appendix A. 5 .

Proposition 8 gives (at most) $m\binom{n-k-1}{r+1}$ syzygies at bi-degree $(1,1)$ which include the relations from Proposition 1 (the $\ell=0$ case in the proof).

At degree $b=2$, those relations multiplied by all linear variables generate new relations, but they are not independent anymore: indeed, for $1 \leq \ell \leq m-1$ and any $T_{2} \subset\{1 . . n-k-1\}, \# T_{2}=r+2$ the following minor gives $(m-1)\binom{n-k-1}{r+2}$ relations between the $\mathcal{N}_{1, s y z}^{\mathbb{F}_{q}}$ syzygies at bi-degree $(1,1)$ :

$$
\left|\left(\begin{array}{c}
\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y} \\
\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y} \\
\boldsymbol{C}
\end{array}\right)\left(\boldsymbol{H}_{\boldsymbol{y}}^{[\ell]}\right)^{\top}\right|_{*, T_{2}}=0
$$

More generally, a similar inclusion-exclusion combinatorial argument as those used to derive [16, Heuristic 2] leads to the following Conjecture 1, that was verified experimentally for $b=2, b=3$ and $b=4$.

Conjecture 1 For $b \geq 1$, the number of independent syzygies is expected to be equal to

$$
\mathcal{N}_{b, s y z}^{\mathbb{F}_{q}}=(m-1) \sum_{i=1}^{b}(-1)^{i+1}\binom{k+b-i-1}{b-i}\binom{n-k-1}{r+i}
$$

## 5 Hybrid technique on minor variables

In algebraic cryptanalysis, "hybrid approach" usually refers to a generic method to possibly decrease the complexity of an algebraic attack by (a) choosing a subset of unknowns, (b) specializing them to some value, (c) solving the new system with less unknowns and (d) finally trying all possible specializations of those unknowns. The point is that in certain cases, the complexity gain in solving the new system supersedes the loss in complexity coming from exhaustive search. In [16], an indirect approach is followed on the MaxMinors modeling. Instead of performing a naive exhaustive search on random minor variables, the authors proceed by fixing $a \geq 0$ columns in $\boldsymbol{C}$. It can readily be seen that this provides $N:=\binom{n}{r}-\binom{n-a}{r}$ linear polynomials involving the $c_{T}$ 's. These equations can in turn be used to reduce the number of $c_{T}$ variables by the same amount and this costs only to test $q^{a \cdot r}$ different choices instead of trying $q^{N}$ choices if we had performed the naive exhaustive search of $N$ variables.

Here, we obtain a much more precise understanding of this approach by viewing it as a rerandomizing trick. This was somehow already sketched in 35,
$\S 5.2$ ] for the RD problem (see the proof of Proposition 3 there), but we show that it is more general and it actually applies to any MinRank problem. For simplicity and to adopt the same convention as in [15]16] (see for instance the discussion in [15, Algo 1] for RD), let us assume that the $r$ leftmost columns in the rank $r$ matrix $\boldsymbol{M}$ we are looking for are linearly independent, for instance $\boldsymbol{M}=\boldsymbol{S}\left(\boldsymbol{I}_{r} \boldsymbol{C}^{\prime}\right)$ with $\boldsymbol{S}$ full-rank. Our approach to solve the initial MinRank problem $\left(\boldsymbol{M}_{0}, \ldots, \boldsymbol{M}_{K}\right)$ is by further assuming that the last $a \geq 0$ columns in the low-rank solution matrix are zero, i.e. $\boldsymbol{M}_{*,\{n-a+1, n\}}=\mathbf{0}_{m \times a}$. Clearly, this does not hold in general. Still, we may multiply this instance to the right by each of the $q^{a \cdot r}$ invertible matrices of the set

$$
\mathcal{P}:=\left\{\boldsymbol{P}_{\boldsymbol{A}}=\left(\begin{array}{ccc}
\boldsymbol{I}_{r} & \mathbf{0}_{r \times(n-a-r)} & -\boldsymbol{A}  \tag{16}\\
\mathbf{0}_{(n-a-r) \times r} & \boldsymbol{I}_{n-a-r} & \mathbf{0}_{(n-a-r) \times r} \\
\mathbf{0}_{a \times r} & \mathbf{0}_{a \times(n-a-r)} & \boldsymbol{I}_{a}
\end{array}\right), \boldsymbol{A} \in \mathbb{F}_{q}^{r \times a}\right\},
$$

and eventually exactly one of the resulting $\left(\boldsymbol{M}_{0} \boldsymbol{P}_{\boldsymbol{A}}, \ldots, \boldsymbol{M}_{K} \boldsymbol{P}_{\boldsymbol{A}}\right)$ instances will satisfy this property and then lead to the desired solution. The point is that (i) multiplying by invertible matrices (on the left or the right) preserves the rank (i.e. is an isometry for the rank distance) and therefore $\boldsymbol{M} \boldsymbol{P}_{\boldsymbol{A}}$ is also of rank $r$, (ii) multiplying by matrices of this form amounts to leave the ( $n-a$ ) first columns unchanged but adds to the last $a$ columns of $\boldsymbol{M}$ all possible linear combinations of the $r$ first ones. One of them has to 0 because by assumption, the $r$ first columns form a basis of the column space of $\boldsymbol{M}$.

### 5.1 Generic MinRank instances

First, note that multiplying the initial instance by $\boldsymbol{P}_{\boldsymbol{A}} \in \mathcal{P}$ from Equation (16) has the nice property of keeping the matrices unchanged in their first $n-a$ columns, namely $\boldsymbol{Q}_{i}:=\boldsymbol{M}_{i} \boldsymbol{P}_{\boldsymbol{A}}:=\left(\boldsymbol{L}_{i} \boldsymbol{R}_{i}\right)$ where $\boldsymbol{L}_{i}:=\left(\boldsymbol{M}_{i}\right)_{*,\{1 . . n-a\}}$ and $\boldsymbol{R}_{i}:=\boldsymbol{M}_{i}\left(\boldsymbol{P}_{\boldsymbol{A}}\right)_{*,\{n-a+1 . . n\}}$. Also, recall that we target a rank $r$ solution $\boldsymbol{Q}=$ $\boldsymbol{Q}_{0}+\sum_{i=1}^{K} x_{i} \boldsymbol{Q}_{i}$ such that $\boldsymbol{Q}_{*,\{n-a+1 . . n\}}=\mathbf{0}_{m \times a}$. The solution vector $\boldsymbol{x}:=$ $\left(1, x_{1}, \ldots, x_{K}\right)$ then satisfies

$$
\begin{gather*}
\operatorname{rk}\left(\boldsymbol{L}_{0}+\sum_{i=1}^{K} x_{i} \boldsymbol{L}_{i}\right)=r \\
\boldsymbol{R}_{0}+\sum_{i=1}^{K} x_{i} \boldsymbol{R}_{i}=\mathbf{0}_{m \times a} . \tag{17}
\end{gather*}
$$

We may then solve the $(m, n-a, K, r)$ MinRank instance $\left(\boldsymbol{L}_{0}, \ldots, \boldsymbol{L}_{K}\right)$ with the help of the linear relations given by Equation (17). This trivially gives a second MinRank problem of parameters $(m, n-a, K-a \cdot m, r)$ by considering a basis of the kernel of (17), see for instance [20, $\S 4 \mathrm{p} .11]$ for a similar discussion. There, the initial MinRank problem and the linear relations which are added highly depend on the structure of the Rainbow scheme so that the resulting instance is not random. On our side, as we deal with generic MinRank problems in this section, we do not expect abnormal behavior for our final ( $m, n-a, K-a \cdot m, r$ ) instance.

### 5.2 RD instances

Of course, we may apply the same technique to the RD problem by viewing it as a particular MinRank problem. In this $\mathbb{F}_{q^{m}}$-linear setting, the RD instance becomes itself another (reduced) RD instance. This can be verified as follows. First of all, the specific form of the solution, i.e. $\boldsymbol{M}_{*,\{n-a+1, n\}}=\mathbf{0}_{m \times a}$, translates into an error $\boldsymbol{e} \in \mathbb{F}_{q^{m}}^{n}$ such that $\boldsymbol{e}_{\breve{J}}=\mathbf{0}$, where $J:=\{n-a+1 . . n\}$ and $\check{J}:=\{1 . . n\} \backslash J=\{1 . . n-a\}$. Also, recall that the underlying MinRank instance over $\mathbb{F}_{q}$ is of the form

$$
\operatorname{rk}\left(\boldsymbol{M}_{0}+\sum_{\ell=1}^{m} \sum_{j=1}^{k} x_{\ell, j} \boldsymbol{M}_{\ell, j}\right)=r
$$

where $\boldsymbol{M}_{0}:=\operatorname{Mat}(\boldsymbol{y})$ and where $\boldsymbol{M}_{\ell, j}:=\operatorname{Mat}\left(\beta_{\ell} \boldsymbol{G}_{j, *}\right)$. Once again, multiplying all these matrices by $\boldsymbol{P}_{\boldsymbol{A}}$ does not affect the first $n-a$ columns. At the vector level, this implies that the first $n-a$ components of $\boldsymbol{y} \boldsymbol{P}_{\boldsymbol{A}} \in \mathbb{F}_{q^{m}}^{n}$ and of any $\boldsymbol{c} \boldsymbol{P}_{\boldsymbol{A}}, \boldsymbol{c} \in \mathcal{C}$ are exactly the same as before. We aim at solving the RD instance $\left(\boldsymbol{y}^{\boldsymbol{A}}:=\boldsymbol{y} \boldsymbol{P}_{\boldsymbol{A}}, \mathcal{C}^{\boldsymbol{A}}:=\mathcal{C} \boldsymbol{P}_{\boldsymbol{A}}, r\right)$ with the extra assumption on the error $\boldsymbol{e}^{\boldsymbol{A}}$. In other words, we target a solution $\left(\boldsymbol{c}^{\boldsymbol{A}}, \boldsymbol{e}^{\boldsymbol{A}}\right)$ such that $\left(\boldsymbol{y}^{\boldsymbol{A}}-\boldsymbol{c}^{\boldsymbol{A}}\right)_{J}=\mathbf{0}$. For such a solution, with a very mild condition on the shortened code at $J$ we obtain a reduction to an RD instance with smaller parameters, namely
Proposition 9. Assume that $\left(\boldsymbol{y}^{\boldsymbol{A}}-\boldsymbol{c}^{\boldsymbol{A}}\right)_{J}=\mathbf{0}$. Let $\mathcal{C}^{\prime}$ be the code $\mathcal{C}^{\boldsymbol{A}}$ shortened at $J$, namely $\mathcal{C}^{\prime}=\left\{\boldsymbol{c}_{\breve{J}}: \boldsymbol{c} \in \mathcal{C}^{\boldsymbol{A}}, \boldsymbol{c}_{J}=\mathbf{0}\right\}$. Assume that $\mathcal{C}^{\prime}$ is of dimension $k-a$, then by Gaussian elimination on a generator matrix $\boldsymbol{G}^{\boldsymbol{A}}$ of $\mathcal{C}^{\boldsymbol{A}}$ we can obtain a generator matrix of $\mathcal{C}^{\boldsymbol{A}}$ of the form

$$
\boldsymbol{G}^{\prime \prime}=\left(\begin{array}{cc}
\boldsymbol{G}^{\prime} & \mathbf{0}^{(k-a) \times a} \\
\boldsymbol{B} & \boldsymbol{I}_{a}
\end{array}\right)
$$

For $j \in J$, let $\boldsymbol{c}^{j}$ be the unique row of $\boldsymbol{G}$ " which contains a 1 in column $j$. Define $\boldsymbol{y}^{\prime}=\boldsymbol{y} " \check{J}$ where $\boldsymbol{y} ":=\boldsymbol{y}^{\boldsymbol{A}}-\sum_{j \in J}\left(\boldsymbol{y}^{\boldsymbol{A}}\right)_{j} \boldsymbol{c}^{j}$. Then $\left(\boldsymbol{y}^{\prime}, \mathcal{C}^{\prime}, r\right)$ is a valid instance of an $R D$ problem of parameters $(m, n-a, k-a, r)$.
Proof. The first point is just standard linear algebra. For the second point, notice that if we express the solution $\boldsymbol{c}^{\boldsymbol{A}}$ of the RD problem associated to the instance $\left(\boldsymbol{y}^{\boldsymbol{A}}, \mathcal{C}^{\boldsymbol{A}}, r\right)$ as a sum

$$
\boldsymbol{c}^{\boldsymbol{A}}=\boldsymbol{c} "+\sum_{j \in J} x_{j} \boldsymbol{c}^{j}
$$

where $\boldsymbol{c}$ " is generated by the first $k-a$ rows of $\boldsymbol{G}$ ", we necessarily have $x_{j}=\left(\boldsymbol{y}^{\boldsymbol{A}}\right)_{j}$ because the coordinates of $\boldsymbol{c}$ " are zero on $J$ and $\boldsymbol{y}_{J}^{\boldsymbol{A}}=\boldsymbol{c}_{J}^{\boldsymbol{A}}$ by assumption. Therefore

$$
\boldsymbol{y}^{\boldsymbol{A}}-\boldsymbol{c}^{\boldsymbol{A}}=\boldsymbol{y}^{\boldsymbol{A}}-\boldsymbol{c}^{\prime \prime}-\sum_{j \in J}\left(\boldsymbol{y}^{\boldsymbol{A}}\right)_{j} \boldsymbol{c}^{j}=\boldsymbol{y} "-\boldsymbol{c}
$$

Therefore $\boldsymbol{y} "-\boldsymbol{c} "$ is of rank weight $r$ and the proposition follows from this remark and the fact that $\boldsymbol{c}_{\check{J}}$ belongs obviously to $\mathcal{C}^{\prime}$.

The condition on the dimension of the shortened holds under very mild conditions. For instance, we have
Lemma 1. Provided that $k \leq n-a$ and under the assumption that the matrix $\boldsymbol{U}^{\boldsymbol{A}} \in \mathbb{F}_{q^{m}}^{k \times a}$ defined by $\boldsymbol{U}^{\boldsymbol{A}}:=-\boldsymbol{G}_{*,\{1 . . r\}} \boldsymbol{A}+\boldsymbol{G}_{*, J}$ is full-rank, the code $\mathcal{C}^{\boldsymbol{A}^{\prime}}$ has dimension $k-a$.

Proof. Provided that $k \leq n-a$, the matrix $\boldsymbol{G}^{\boldsymbol{A}} \in \mathbb{F}_{q^{m}}^{k \times n}$ defined by $\boldsymbol{G}^{\boldsymbol{A}}:=$ $\boldsymbol{G} \boldsymbol{P}_{\boldsymbol{A}}=\left(\boldsymbol{I}_{k} \boldsymbol{T} \boldsymbol{U}^{\boldsymbol{A}}\right)$, where $\boldsymbol{T}:=\boldsymbol{G}_{*,\{k+1 . . n-a\}}$ and $\boldsymbol{U}^{\boldsymbol{A}}:=-\boldsymbol{G}_{*,\{1 . . r\}} \boldsymbol{A}+\boldsymbol{G}_{*, J}$ is a generating matrix for $\mathcal{C}^{\boldsymbol{A}}$ in systematic form. In particular, a systematic parity-check matrix for this code is given by $\boldsymbol{H}^{\boldsymbol{A}}:=\left(\begin{array}{c}-\boldsymbol{T}^{\top} \\ -\left(\boldsymbol{U}^{\boldsymbol{A}}\right)^{\top}\end{array} \boldsymbol{I}_{n-k}\right)$. We obtain the parity check matrix for $\mathcal{C}^{\boldsymbol{A}^{\prime}}$ by deleting the columns of $\boldsymbol{H}^{\boldsymbol{A}}$ whose index is in $J$, namely

$$
\boldsymbol{H}^{\boldsymbol{A}^{\prime}}:=\left(\begin{array}{cc}
-\boldsymbol{T}^{\top} & \boldsymbol{I}_{n-k-a} \\
-\left(\boldsymbol{U}^{\boldsymbol{A}}\right)^{\top} & \mathbf{0}_{a \times(n-k-a)}
\end{array}\right) .
$$

From there we have that $\operatorname{rk}\left(\boldsymbol{H}^{\boldsymbol{A}^{\prime}}\right)=n-k-a+\operatorname{rk}\left(\boldsymbol{U}^{\boldsymbol{A}}\right)$, which finishes the proof by using the assumption on $\operatorname{rk}\left(\boldsymbol{U}^{\boldsymbol{A}}\right)$.

Using Lemma 1, we are then left with solving an RD instance of parameters ( $m, n-a, k-a, r$ ).

### 5.3 Complexity of the hybrid technique

In the MaxMinors case, the original purpose of fixing columns in $C$ was to end up with an overdefined linear system. Here, fixing $a \geq 0$ columns still yields a bilinear modeling which is solved at some bi-degree $(b, 1)$, where $b \geq 1$ is now a function of $a$. Therefore, the cost of the hybrid technique is estimated by solving a minimization problem over $a \geq 0$. Let $T_{\text {SM, plain, }(m, n, K, r)}$ the cost of the standard Support-Minors approach of [16] on a generic MinRank problem of parameters $(m, n, K, r)$. Under the assumption stated at the end of Section 5.1 that the resulting MinRank instances of parameters ( $m, n-a, K-a \cdot m, r$ ) behave as random, we have

Proposition 10. The time complexity of the proposed Support-Minors hybrid technique on a generic MinRank problem of parameters ( $m, n, K, r$ ) is given by

$$
T_{S M, h y b r i d,(m, n, K, r)}=\min _{a \geq 0}\left(q^{a \cdot r} \cdot T_{S M, p l a i n,(m, n-a, K-a \cdot m, r)}\right)
$$

We may obtain a similar statement in the RD case, where we consider any algebraic algorithm $\mathcal{A}$ to solve RD which involves linear and minor variables.
Proposition 11. The time complexity of the proposed hybrid technique applied to an algebraic algorithm $\mathcal{A}$ to solve an $R D$ problem of parameters ( $m, n, K, r$ ) is given by

$$
T_{\mathcal{A}, \text { hybrid, }(m, n, k, r)}=\min _{a \geq 0}\left(q^{a \cdot r} \cdot T_{\mathcal{A}, p l a i n,(m, n-a, k-a, r)}\right)
$$

In particular, the new $\mathrm{SM}-\mathbb{F}_{q^{m}}^{+}$approach presented in this paper is compatible with the hybrid technique. The overall complexity may be easily computed by combining Proposition 7 to obtain $T_{\mathrm{SM}-\mathbb{F}_{q^{m}}^{+}, \text {plain,. }}$ with Proposition 10 ,

## 6 Estimated costs on MinRank and RD instances.

Finally, we provide the bit complexity of the attacks described in this paper on some parameter sets. First, we apply the hybrid technique described in Section 5 to the Support-Minors modeling on generic MinRank instances (see Proposition 10. The same technique is then used on the $\mathrm{SM}-\mathbb{F}_{q^{m}}^{+}$system from Section 4 to attack RD instances (see Proposition 7 and Proposition 11). In both cases, these attacks are compared to former attacks on MinRank and RD.

### 6.1 MinRank instances

For plain MinRank, we notice that the approach of Section 5 on Support-Minors may allow to reach smaller complexities than the ones obtained with the specialization technique of [16] by fixing linear variables, especially for instances with larger $q$. As an illustration, we present some parameter sets in Table 1 . The first one comes from [?, Table 24.7.1, D] and the following ones are obtained by increasing the value of $q$ from 2 to 64 but by keeping the same $(m, n, K, r)$. Note that for $q=64$ and also for even larger values which are not presented here, the Support-Minors attack starts beating the best combinatorial attack, and the greater $q$, the bigger the gap.

Table 1. Comparison between the Support-Minors approach of 16 (specialization of $K_{h y b}$ linear variables) in column "SM 20 " and the approach of Section 5 in column "SM 22". The "comb" column refers to the complexity of the best combinatorial attack (see [26, §4.2] for a broader description of these attacks).

| $(q, m, n, K, r)$ | SM 20 | $b$ | $K_{h y b}$ | SM 22 | $b$ | $a$ |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| $(2,19,19,81,10)$ | $\mathbf{1 1 5}$ | 1 | 66 | $\mathbf{7 5}$ | 1 | 4 |
| $(4,19,19,81,10)$ | $\mathbf{1 8 0}$ | 2 | 62 | $\mathbf{1 1 5}$ | 1 | 4 |
| $(8,19,19,81,10)$ | $\mathbf{2 1 9}$ | 11 | 34 | $\mathbf{1 5 5}$ | 14 | 90 |
| $(16,19,19,81,10)$ | $\mathbf{2 5 3}$ | 11 | 34 | $\mathbf{1 9 5}$ | 14 | 135 |
| $(64,19,19,81,10)$ | $\mathbf{3 2 1}$ | 11 | 34 | $\mathbf{2 5 6}$ | 14 | 270 |

### 6.2 RD instances

Recall that the cost of the best combinatorial attack of 12 in $\mathbb{F}_{q}$ operations is

$$
\begin{equation*}
\mathcal{O}\left((n-k)^{\omega} m^{\omega} q^{r\left\lceil\frac{(k+1) m}{n}\right\rceil-m}\right), \tag{18}
\end{equation*}
$$

where $\omega$ is the linear algebra constant taken equal to 2.81. Also, cryptographically relevant RD instances are such that $r=\mathcal{O}(\sqrt{n})$ or such that the weight $r$ is closer to the Gilbert-Varshamov bound, and we selected parameter sets corresponding to these two situations. The $r=\mathcal{O}(\sqrt{n})$ regime is for instance the one encountered in the NIST submissions ROLLO and RQC. In Table 2, we give the binary logarithm of the complexity of our attack "over $\mathbb{F}_{q^{m}}$ " on ROLLO-I parameters and we also keep track of the optimum values of $a_{b}$ and $b$. This cost is compared to the one of the combinatorial attack of 12 ("comb") and to the one of the MaxMinors attack ("MM."). A more recent trend for rank-based proposals is now to consider a different regime where the weight $r$ is chosen closer to the rank Gilbert-Varshamow bound $d_{\mathrm{RGV}}=\mathcal{O}(n)$, see for instance 43|21. A main motivation for this choice is that algebraic attacks may become less efficient than combinatorial attacks in this case. Note also that in the scheme of 43 which uses LRPC codes, choosing $d$ of the same order somehow increases the rank of the moderate weight codewords in the masked LRPC code and therefore may allow to gain confidence in the indistinguishability assumption. In Table 3, the same comparison as in Table 2 is performed on RD instances with parameters ( $m=2 k, n=2 k, k, r \sim d_{\mathrm{RGV}}$ ). In this very particular case (constant $q$, fixed rate $1 / 2$ and $m=n$ ), one may adopt the approximation $d_{\mathrm{RGV}}(m, n, k, q) \sim n(1-\sqrt{1 / 2})$ when $n \rightarrow+\infty$. Finally, Figure 1 contains a broader comparison between the same attacks for fixed $(m, n, k)$ but for various values of weight.

Table 2. Comparison between known attacks on the new ROLLO-I parameters in [16] and 3] after the 2021-04-21 update. The "*"-symbol means that the best attack is obtained on the derived code from key attack with parameters ( $m, n, k, r$ ) = ( $m, 2 k-\left\lfloor\frac{k}{d}\right\rfloor, k-\left\lfloor\frac{k}{d}\right\rfloor, d$ ), where $d$ refers to the rank of the moderate weight codewords in the masked LRPC code. Otherwise, the attack is on an RD problem with parameters ( $m, 2 k, k, r$ ). The struck out numbers are the underestimated values from 16, Table 3].

| Instance | $q$ | $k$ | $m$ |  |  | pk size <br> (B) | DFR | $\mathrm{MM}-\mathbb{F}_{q}$ | $a$ | $p$ | $\mathrm{SM}-\mathbb{F}_{q^{m}}^{+}$ | $b$ | $a$ | comb |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| new2ROLLO-I-128 | 2 | 83 | 73 | 7 | 8 | 757 | -27 | 233 | 18 | 0 | 180233 | 1 | 15 | 222 |
| new2ROLLO-I-192 | 2 | 97 | 89 | 8 | 8 | 1057 | -33 | 258* | 17 | 0 | 197* 256* | 1 | 14 | 292* |
| new2ROLLO-I-256 | 2 | 113 | 103 | 9 | 9 | 1454 | -33 | 408* | 30 | 1 | 283* 403* | 1 | 27 | 385* |
| ROLLO-I-128-spe | 2 | 83 | 67 | 7 | 8 | 693 | -28 | 240 | 19 | 0 | 247 | 1 | 17 | 206 |
| ROLLO-I-192-spe | 2 | 97 | 79 | 8 | 8 | 958 | -34 | 274* | 19 | 0 | 278* | 1 | 17 | 262* |
| ROLLO-I-256-spe | 2 | 113 | 97 | 9 | 9 | 1371 | -33 | 417* | 31 | 0 | 419* | 2 | 27 | 364* |
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## A Missing proofs from Section 3

It will be helpful to notice that Fact 1 implies
Lemma 2. Let $T \subset\{1 . . n-k-1\}$, then

$$
\begin{align*}
\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, T+k+1} & =1  \tag{19}\\
\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, I} & =0 \text { if } I \cap\{k+2, \cdots, n\} \nsubseteq T+k+1 \tag{20}
\end{align*}
$$

Proof. This follows immediately from the fact that $\boldsymbol{H}_{\boldsymbol{y}}$ is in systematic form in its $n-k-1$ last coordinates (i.e. for the positions $j \in\{k+2, \cdots, n\}$ ): $\boldsymbol{H}_{y}=\left(* \boldsymbol{I}_{n-k-1}\right)$. Indeed $\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, T+k+1}=\left|\boldsymbol{I}_{s}\right|=1$ where $s=\# T$. The other minor is 0 since it contains a column which is 0 .

## A. 1 Proof of Proposition 1

Let us recall this proposition.

Proposition 1. The equations in $\mathcal{Q}_{0}$ can be obtained as linear combinations between the equations in $\mathcal{Q}_{\geq 1}$ :

$$
\begin{equation*}
Q_{T+k+1}=-\sum_{Q_{I} \in \mathcal{Q}_{\geq 1}}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, I} Q_{I}, \quad \forall T \subset\{1 . . n-k-1\}, \quad \# T=r+1 \tag{21}
\end{equation*}
$$

Proof. We first observe that $Q$ in $\mathcal{Q}_{0}$ is of the form $Q_{T+k+1}$ with $T \subset\{1 . . n-$ $k-1\}$, $\# T=r+1$. By definition we have $(\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}) \boldsymbol{H}_{\boldsymbol{y}}^{\top}=0$ and hence by using the Cauchy-Binet formula (3) we obtain

$$
0=\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}} \boldsymbol{H}_{\boldsymbol{y}}^{\top}\right|_{*, T}=\sum_{\substack{I \subset\{1 . . n\} \\ \# I=r+1}}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, I} Q_{I}
$$

We then use Lemma $2,\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, T+k+1}=1$, and $\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, I}=0$ if $I \subset\{k+2 . . n\}$, $I \neq T+k+1$. The previous equation expresses $Q_{T+k+1} \in \mathcal{Q}_{0}$ in terms of the $Q_{I}$ 's in $Q_{\geq 1}$, namely $Q_{T+k+1}=-\sum_{Q_{I} \in \mathcal{Q}_{\geq 1}}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, I} Q_{I}$.

## A. 2 Proofs of Propositions 2 and 3

For the proofs of Propositions 3 and 2, we consider a particular grevlex monomial ordering on the variables $x_{1}>\cdots>x_{k}>c_{T}$ with the $c_{T}$ 's ordered lexicographically according to $T: c_{T^{\prime}}>c_{T}$ if $t_{j}^{\prime}=t_{j}$ for $j<j_{0}$ and $t_{j_{0}}^{\prime}>t_{j_{0}}$ where $T=\left\{t_{1}<\cdots<t_{r}\right\}$ and $T^{\prime}=\left\{t_{1}^{\prime}<\cdots<t_{r}^{\prime}\right\}$. We denote by $\operatorname{LT}(f)$ the leading term of a polynomial $f$ with respect to this term order.

We will also make use of the following lemma.
Lemma 3. Let $Q_{I}$ be an equation in $\mathcal{Q}_{\geq 2}$. We have

$$
\begin{aligned}
\operatorname{LT}\left(Q_{I}\right)= & x_{i_{1}} c_{I_{1}} \\
Q_{I}= & x_{i_{1}} c_{I_{1}} \underbrace{-\boldsymbol{x} \boldsymbol{G}_{*, i_{2}} c_{I_{2}}+\cdots+(-1)^{r} \boldsymbol{x} \boldsymbol{G}_{*, i_{r+1}} c_{I_{r+1}}}_{\text {smaller terms of degree } 2} \\
& \underbrace{-y_{i_{2}} c_{I_{2}}+\cdots+(-1)^{r} y_{i_{r+1}} c_{I_{r+1}}}_{\text {smaller terms of degree } 1}
\end{aligned}
$$

where $I=\left\{i_{1}<\cdots<i_{r+1}\right\}$ and $I_{1}:=I \backslash\left\{i_{1}\right\}$. The leading terms of such $Q_{I}$ 's are all different and the variables $\left\{c_{J+k+1}\right\}_{J \subset\{1 . . n-k-1\}}$ do not appear in $Q_{I}$.

Proof. Since $Q_{I}$ is in $\mathcal{Q}_{\geq 2}$ we know that $i_{1} \leq k$. We have

$$
Q_{I}=\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}}\right|_{*, I}=\sum_{i_{u} \in I}(-1)^{1+u}\left(\boldsymbol{x} \boldsymbol{G}_{*, i_{u}}+y_{i_{u}}\right) c_{I \backslash\left\{i_{u}\right\}}
$$

Taking $\boldsymbol{G}$ and $\boldsymbol{y}$ as in Fact 1 , for any $i_{u} \in I^{-}=I \cap\{1 . . k\}$ (and at least $i_{1} \in I^{-}$ by assumption), we have $\boldsymbol{x} \boldsymbol{G}_{*, i_{u}}+\boldsymbol{y}_{i_{u}}=x_{i_{u}}$. Let $I_{u}=I \backslash\left\{i_{u}\right\}$ for $1 \leq u \leq r+1$,
then for the chosen ordering we have $I_{1}>I_{2}>\cdots>I_{r+1}$. The ordered terms in $Q_{I}$ are then

$$
\begin{aligned}
Q_{I}= & x_{i_{1}} c_{I_{1}} \underbrace{-\boldsymbol{x} \boldsymbol{G}_{*, i_{2}} c_{I_{2}}+\cdots+(-1)^{r} \boldsymbol{x} \boldsymbol{G}_{*, i_{r+1}} c_{I_{r+1}}}_{\text {smaller terms of degree } 2} \\
& \underbrace{-y_{i_{2}} c_{I_{2}}+\cdots+(-1)^{r} y_{i_{r+1}} c_{I_{r+1}}}_{\text {smaller terms of degree } 1}
\end{aligned}
$$

so that $\operatorname{LT}\left(Q_{I}\right)=x_{i_{1}} c_{I_{1}}$ and these leading terms are different for all the equations. For the last point, we observe that $\left\{i_{1}<i_{2}\right\} \subset\{1 . . k+1\}$. This implies that for any $i_{u} \in I$, the set $I \backslash\left\{i_{u}\right\}$ contains at least one of $i_{1}, i_{2}$ so that it is not included in $\{k+2 . . n\}$, from which it follows that the variables $\left\{c_{J+k+1}\right\}_{J \subset\{1 . . n-k-1\}}$ do not appear in $Q_{I}$.

We are ready now to prove Proposition 2
Proposition 2. The equations in $\mathcal{P} \cup \mathcal{Q}_{\geq 2}$ are linearly independent. Moreover, each variable $c_{J+k+1}$ for any $J \subset\{1 . . n-k-1\}, \# J=r$ appears only as the leading term of $P_{J}$ and does not appear in any of the equations in $\mathcal{Q}_{\geq 2}$ nor in $P_{J^{\prime}}$ with $J^{\prime} \neq J$.

Proof. Lemma 2 already proves that the equations in $\mathcal{Q}_{\geq 2}$ are linearly independent. Consider now a $P_{J} \in \mathcal{P}$. Here $J \subset\{1 . . n-k-1\}$, $\# J=r$. By using the special shape of $\boldsymbol{H}_{\boldsymbol{y}}$ we have

$$
\begin{aligned}
& P_{J}=\left|\boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\top}\right|_{*, J}=\sum_{\substack{T \subset\{1 . . n\} \\
\# T=r}} c_{T}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{J, T}=\sum_{\substack{T \subset\{1 . . n\}, \# T=r, T \cap\{k+2 . . n\} \subset J+k+1}} c_{T}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{J, T} \\
&=c_{J+k+1}+\sum_{\substack{T \subset\{1 . . n\}, \# T=r, T \cap\{k+2 . . n\} \subset J+k+1, T \cap\{1 . . k+1\} \neq \emptyset}} c_{T}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{J, T}
\end{aligned}
$$

We used here again Lemma 2. Note that the $c_{T}$ 's in the sum are all smaller than $c_{J+k+1}$, so that $c_{J+k+1}$ is the leading term of $P_{J}$ and does not appear in any other $P_{J^{\prime}}$. This shows that the polynomials in $\mathcal{P} \cup \mathcal{Q}_{\geq 2}$ are linearly independent, as they have distinct leading terms, and concludes the proof of Proposition 2 .

Let us now recall Proposition 3 before proving it.

Proposition 3. The equations in $\mathcal{Q}_{1}$ reduce to the equations

$$
\mathcal{P} \cup \bigcup_{j=1}^{k} x_{j} \mathcal{P}
$$

modulo the equations in $\mathcal{Q}_{\geq 2}$. More precisely, for any $J \subset\{1 . . n-k-1\}, \# J=r$ and $j \in\{1 . . k\}$ we have

$$
\begin{aligned}
P_{J} & =Q_{\{k+1\} \cup(J+k+1)}+\sum_{Q_{I} \in \mathcal{Q}_{\geq 2}}(-1)^{r}|\boldsymbol{H}|_{J \cup\{n-k\}, I} Q_{I} \\
x_{j} P_{J} & =Q_{\{j\} \cup(J+k+1)}+\sum_{Q_{I} \in \mathcal{Q}_{\geq 2}, j \in I}(-1)^{1+\operatorname{Pos}(j, I)}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{J, I \backslash\{j\}} Q_{I}
\end{aligned}
$$

where $\operatorname{Pos}\left(i_{u}, I\right)=u$ for $I=\left\{i_{1}, \cdots, i_{r+1}\right\}$ such that $i_{1}<\cdots<i_{r+1}$.
Proof. Consider $\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}} \boldsymbol{H}^{\top}\right|_{*, J \cup\{n-k\}}$. On one hand, we have with the Cauchy-Binet formula

$$
\begin{equation*}
\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}} \boldsymbol{H}^{\top}\right|_{*, J \cup\{n-k\}}=\sum_{I \subset\{1 . . n\}, \# I=r+1}|\boldsymbol{H}|_{J \cup\{n-k\}, I} Q_{I} \tag{22}
\end{equation*}
$$

On the other hand, we use the particular shapes for $\boldsymbol{H}, \boldsymbol{y}$ and $\boldsymbol{h}$ given in Fact 1 :

$$
\begin{aligned}
\boldsymbol{H} & =\binom{\boldsymbol{H}_{\boldsymbol{y}}}{\boldsymbol{h}} \\
\boldsymbol{y} & =\left(\mathbf{0}_{k} 1 *\right) \\
\boldsymbol{h} & =\left(* 1 \mathbf{0}_{n-k-1}\right)
\end{aligned}
$$

and obtain

$$
\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}} \boldsymbol{H}^{\top}=\binom{\boldsymbol{y} \boldsymbol{H}^{\top}}{\boldsymbol{C} \boldsymbol{H}^{\top}}=\left(\begin{array}{cc}
\boldsymbol{y} \boldsymbol{H}_{\boldsymbol{y}}^{\top} & \boldsymbol{y} \boldsymbol{h}^{\top} \\
\boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\top} & \boldsymbol{C} \boldsymbol{h}^{\top}
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{0}_{n-k-1} & 1 \\
\boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\top} & \boldsymbol{C h}^{\top}
\end{array}\right)
$$

so that for any $J \subset\{1 . . n-k-1\}, \# J=r$ we get

$$
\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}} \boldsymbol{H}^{\top}\right|_{*, J \cup\{n-k\}}=\left|\left(\begin{array}{cc}
\mathbf{0} & 1 \\
\boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\top} \boldsymbol{C h}^{\top}
\end{array}\right)\right|_{*, J \cup\{n-k\}}=(-1)^{r}\left|\boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\top}\right|_{*, J}=(-1)^{r} P_{J}
$$

By using

$$
|\boldsymbol{H}|_{J \cup\{n-k\}, I}= \begin{cases}0 & \text { if } I \cap\{k+2 . . n\} \not \subset J+k+1 \\ (-1)^{r} & \text { if } I=\{k+1\} \cup(J+k+1),\end{cases}
$$

we then have $P_{J}=\underbrace{Q_{\{k+1\} \cup(J+k+1)}}_{\in \mathcal{Q}_{1}}+(-1)^{r} \sum_{Q_{I} \in \mathcal{Q}_{\geq 2}}|\boldsymbol{H}|_{J \cup\{n-k\}, I} Q_{I}$.
This gives a one-to-one correspondence between equations $P_{J}$ and equations $Q_{\{k+1\} \cup J+k+1} \in \mathcal{Q}_{1}$. It remains to show that the $Q_{\left\{i_{1}\right\} \cup J+k+1} \in \mathcal{Q}_{1}$ with $i_{1} \leq k$ reduce to $x_{i_{1}} P_{J}$ modulo $\mathcal{Q}_{\geq 2}$.

If $\boldsymbol{g}_{i_{1}}:=\boldsymbol{G}_{\left\{i_{1}\right\}, *}$, we consider $\boldsymbol{H}_{i_{1}}$ a parity-check matrix of the code $\mathcal{C}_{i_{1}}:=$ $\left\langle\boldsymbol{y}, \boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{i_{1}-1}, \boldsymbol{g}_{i_{1}+1}, \ldots, \boldsymbol{g}_{k}\right\rangle$ such that $\boldsymbol{H}_{i_{1}}^{\top}=\left(\boldsymbol{H}_{\boldsymbol{y}}^{\top} \boldsymbol{e}_{i_{1}}{ }^{\top}\right)$ and where $\boldsymbol{e}_{i_{1}}$ is the $i_{1}$-th canonical basis vector in $\mathbb{F}_{q}^{n}$. Since $\boldsymbol{g}_{i_{1}} \boldsymbol{e}_{i_{1}}^{\top}=1$, we have

$$
\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}} \boldsymbol{H}_{i_{1}}^{\top}=\binom{x_{i_{1}} \boldsymbol{g}_{i_{1}} \boldsymbol{H}_{i_{1}}^{\top}}{\boldsymbol{C} \boldsymbol{H}_{i_{1}}^{\top}}=\left(\begin{array}{cc}
\mathbf{0} & x_{i_{1}} \\
\boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\top} \boldsymbol{C} \boldsymbol{e}_{i_{1}}
\end{array}\right) .
$$

For $J \subset\{1 . . n-k-1\}, \# J=r$, one obtains

$$
\begin{aligned}
& \left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}} \boldsymbol{H}_{i_{1}}^{\top}\right|_{*, J \cup\{n-k\}}=\left|\left(\begin{array}{cc}
\mathbf{0} & x_{i_{1}} \\
\boldsymbol{C} \boldsymbol{H}_{\boldsymbol{y}}^{\top} & \boldsymbol{h}_{i_{1}}^{\top}
\end{array}\right)\right|_{*, J \cup\{n-k\}} \\
= & \sum_{I \subset\{1 . . n\}, \# I=r+1}\left|\boldsymbol{H}_{i_{1}}\right|_{J \cup\{n-k\}, I} Q_{I}=(-1)^{r} x_{i_{1}}\left|\boldsymbol{C H}_{\boldsymbol{y}}^{\top}\right|_{*, J}=(-1)^{r} x_{i_{1}} P_{J} .
\end{aligned}
$$

By Laplace expansion along the last row, we have $\left|\boldsymbol{H}_{i_{1}}\right|_{J \cup\{n-k\}, I}=0$ if $i_{1} \notin I$ and $\left|\boldsymbol{H}_{i_{1}}\right|_{J \cup\{n-k\}, I}=(-1)^{r+1+\operatorname{Pos}\left(i_{1}, I\right)}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{J, I \backslash\left\{i_{1}\right\}}$ if $i_{1} \in I$, where $\operatorname{Pos}\left(i_{1}, I\right)$ denotes the position of $i_{1}$ in the ordered set $I$ ( 1 if it is the first element). We deduce from this that

$$
\begin{aligned}
x_{i_{1}} P_{J} & =\sum_{I \subset\{1 . . n\}, \# I=r+1, i_{1} \in I}(-1)^{1+\operatorname{Pos}\left(i_{1}, I\right)}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{J, I \backslash\left\{i_{1}\right\}} Q_{I} \\
& =Q_{\left\{i_{1}\right\} \cup(J+k+1)}+\sum_{Q_{I} \in \mathcal{Q}_{\geq 2}, i_{1} \in I}(-1)^{1+\operatorname{Pos}\left(i_{1}, I\right)}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{J, I \backslash\left\{i_{1}\right\}} Q_{I}
\end{aligned}
$$

Note that by the previous results, $\operatorname{LT}\left(Q_{\left\{i_{1}\right\}+J+k+1}\right)=x_{i_{1}} c_{J+k+1}$ so that all equations in $\mathcal{P} \cup \bigcup_{j=1}^{k} x_{j} \mathcal{P} \cup \mathcal{Q}_{\geq 2}$ are linearly independent.

## A. 3 Proof of Proposition 5

Proposition 5 is obvious using the previous material, by identifying the leadings terms of the polynomials. Let us first recall it.

Proposition 5. The equations in $\operatorname{Unfold}\left(\mathcal{Q}_{\geq 2}\right)$ satisfy $\mathrm{LT}\left(Q_{i, I}\right)=x_{i, i_{1}} c_{I \backslash\left\{i_{1}\right\}}$ with $i_{1}=\min (I) \leq k$. In particular, they are all linearly independent over $\mathbb{F}_{q}$.

Proof. For $Q_{I} \in \mathcal{Q}_{\geq 2}$ and $1 \leq i \leq m$, the leading term of $Q_{I}$ is $x_{i_{1}} c_{I \backslash\left\{i_{1}\right\}}=$ $\sum_{\ell=1}^{m} \beta_{\ell} x_{\ell, i_{1}} c_{I \backslash\left\{i_{1}\right\}}$ and the other monomials involve smaller $c_{T}$ 's, hence $\operatorname{LT}\left(Q_{i, I}\right)=$ $x_{i, i_{1}} c_{I \backslash\left\{i_{1}\right\}}$.

## A. 4 Proof of Proposition 4

Let us first recall this proposition.

Proposition 4. For any $b \geq 1$, the $\mathbb{F}_{q^{m} \text {-vector space generated by the equations }}$ $\mathcal{Q}_{\geq 2}$ augmented at bi-degree $(b, 1)$ by multiplying by monomials of degree $b-1$ in the $x_{i}$ variables has dimension

$$
\begin{equation*}
\mathcal{N}_{b}^{\mathbb{F}_{q^{m}}}:=\sum_{i=1}^{k}\binom{n-i}{r}\binom{k+b-1-i}{b-1}-\binom{n-k-1}{r}\binom{k+b-1}{b} \tag{23}
\end{equation*}
$$

and there are

$$
\begin{equation*}
\mathcal{M}_{b}^{\mathbb{F}_{q^{m}}}:=\binom{k+b-1}{b}\left(\binom{n}{r}-\binom{n-k-1}{r}\right) \tag{24}
\end{equation*}
$$

monomials of degree $(b, 1)$. We have $\mathcal{N}_{b}^{\mathbb{F}_{q^{m}}}<\mathcal{M}_{b}^{\mathbb{F}_{q^{m}}}-1$ for any $b \geq 1$.
Proof. To prove Proposition 4 , we describe a basis of the $\mathbb{F}_{q^{m}}$-vector space generated by the equations $\mathcal{Q}_{\geq 2}$ augmented at bi-degree $(b, 1)$ :
$\mathcal{B}_{b}=\left\{x_{i_{1}}{ }^{\alpha_{i_{1}}} \cdots x_{k}{ }^{\alpha_{k}} Q_{I}: I=\left\{i_{1}<i_{2}<\cdots<i_{r+1}\right\}, i_{2} \leq k+1, \sum_{j \geq i_{1}} \alpha_{j}=b-1\right\}$

The set $\mathcal{B}_{b}$ clearly contains linearly independent equations, since their leading terms are all different:

$$
\operatorname{LT}\left(x_{i_{1}}{ }^{\alpha_{i_{1}}} \cdots x_{k}{ }^{\alpha_{k}} Q_{I}\right)=x_{i_{1}}{ }^{\alpha_{i_{1}}+1} \cdots x_{k}{ }^{\alpha_{k}} c_{I \backslash\left\{i_{1}\right\}} .
$$

The number of polynomials in $\mathcal{B}_{b}$ is the number of sets $I$ and $\left(\alpha_{i_{1}}, \ldots, \alpha_{k}\right)$ :

$$
\mathcal{N}_{b}=\sum_{i_{1}=1}^{k} \sum_{i_{2}=i_{1}+1}^{k+1}\binom{n-i_{2}}{r-1}\binom{k-i_{1}+1+b-2}{b-1}
$$

which gives Eq. 23, considering the identities $\sum_{i_{2}=i_{1}+1}^{k+1}\binom{n-i_{2}}{r-1}=\binom{n-i_{1}}{r}-\binom{n-k-1}{r}$ and $\sum_{i_{1}=1}^{k}\binom{k-i_{1}+1+b-2}{b-1}=\binom{k+b-1}{b}$. The number of monomials comes from the fact that the variables $c_{J+k+1}$ do not appear in $\mathcal{Q}_{\geq 2}$. The inequality $\mathcal{N}_{b}<\mathcal{M}_{b}-1$ is easy to derive using previous identities and $\binom{n-i_{1}}{r}<\binom{n-1}{r}$ for all $i_{1} \geq 1$.

We will now show that the polynomials $x_{j} Q_{I}$ for $1 \leq j<i_{1}, Q_{I} \in \mathcal{Q}_{\geq 2}$ reduce to zero modulo $\mathcal{B}_{2}$, which is sufficient to conclude the proof. The number of such polynomials is equal to the number of sets $K=\left\{k_{1}<k_{2}<\cdots<k_{r+2}\right\} \subset$ $\{1 . . n\}$ such that $k_{3} \leq k+1$, and we are going to construct the same number of independent syzygies between the polynomials at bi-degree $(2,1)$. Indeed, for any such $K$, we have the relation

$$
\left|\left(\begin{array}{c}
\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}  \tag{26}\\
\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y} \\
\boldsymbol{C}
\end{array}\right)\right|_{*, K}=0
$$

By Laplace expansion along the first row, one obtains

$$
0=x_{k_{1}} Q_{\left\{k_{2}, \ldots, k_{r+2}\right\}}-\sum_{u=2}^{r+2}(-1)^{u}\left(\sum_{j=1}^{k} x_{j} \boldsymbol{G}_{j, k_{u}}+y_{k_{u}}\right) Q_{K \backslash\left\{k_{u}\right\}}
$$

Since $|K \cap\{1 . . k+1\}| \geq 3$, we obtain syzygies between the relevant $Q_{I}$, say those such that $|I \cap\{1 . . k+1\}| \geq 2$. We will now show that those syzygies are linearly independent. To this end, we order the $Q_{I}$ 's according to a grevlex order on the subsets $I$ as for the $c_{T}$ variables. The largest $Q_{I}$ is $Q_{\{n-r, \ldots, n\}}$, the smallest one is $Q_{\{1 . . r+1\}}$. The syzygy associated to $K$ is given by

$$
\mathcal{G}^{K}:=(\underbrace{0}_{I \not \subset K}, \underbrace{(-1)^{1+u} \sum_{j=1}^{k} x_{j} \boldsymbol{G}_{j, k_{u}}+\boldsymbol{y}_{k_{u}}}_{K \backslash I=\left\{k_{u}\right\}})_{I \subset\{1 . . n\}, \# I=r+1} .
$$

The largest set $I$ such that the coefficient in front of $Q_{I}$ in $\mathcal{G}^{K}$ is non-zero is $I=K_{1}=K \backslash\left\{k_{1}\right\}$ and this coefficient is $x_{k_{1}}$. The syzygies which have the same leading position $Q_{K_{1}}$ as $\mathcal{G}^{K}$ are the $\mathcal{G}^{K_{1} \cup\{j\}}$ for $1 \leq j<k_{1}$. Finally, the highest degree part in the coefficient in front of $Q_{K_{1}}$ in $\mathcal{G}^{K_{1} \cup\{j\}}$ is $x_{j}$, which shows that all the $\mathcal{G}^{K_{1} \cup\{j\}}$ are linearly independent for $1 \leq j \leq k_{1}$.

## A. 5 Proof of Proposition 8

Let us recall this proposition.
Proposition 8, For any $T \subset\{1 . . n-k-1\}$, $\# T=r+1$ and $1 \leq i \leq m$, we obtain a relation between the $\widetilde{Q}_{I}$ equations given by

$$
\begin{equation*}
\operatorname{Tr}\left(\beta_{i}^{\star}\right) \widetilde{Q}_{T+k+1}+\sum_{\substack{I \subset\{1 . . n\} \\ \# I=r+1 \\ I \cap\{k+1 . . n\} \subsetneq T+k+1}} \operatorname{Tr}\left(\beta_{i}^{\star}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, I}\right) \widetilde{Q}_{I}=0 . \tag{27}
\end{equation*}
$$

Note that the coefficients of any of these relations belong to $\mathbb{F}_{q}$.
Proof. For this purpose, we introduce the $\ell$-th Frobenius iterate of the $P_{J}$ 's, that has the advantage to satisfy the relation $\left|\boldsymbol{M}^{[\ell]}\right|=|\boldsymbol{M}|^{[\ell]}$ for any square matrix $\boldsymbol{M}$. This is equivalent to using the unfolded equations $P_{i, J}$ thanks to the following relation: for any $J \subset\{1 . . n-k-1\}, \# J=r$ we have

$$
\left\langle P_{i, J}: 1 \leq i \leq m\right\rangle_{\mathbb{F}_{q^{m}}}=\left\langle P_{J}^{[\ell]}: 0 \leq \ell \leq m-1\right\rangle_{\mathbb{F}_{q^{m}}} .
$$

We have $P_{i, J}=\operatorname{Tr}\left(\beta_{i}^{\star} P_{J}\right)=\sum_{\ell=0}^{m-1}\left(\beta_{i}^{\star}\right)^{[\ell]} P_{J}^{[\ell]}$ and $P_{J}^{[\ell]}=\sum_{i=1}^{m} \beta_{i}^{[\ell]} P_{i, J}$.
For fixed $0 \leq \ell \leq m-1$ and $T \subset\{1 . . n-k-1\}, \# T=r+1$, we consider the minor

$$
\Gamma_{\ell, T}:=\left|\binom{\boldsymbol{x} \boldsymbol{G}+\boldsymbol{y}}{\boldsymbol{C}}\left(\boldsymbol{H}_{\boldsymbol{y}}^{[\ell]}\right)^{\top}\right|_{*, T} .
$$

By Laplace expansion along the first row, this minor can be viewed as a combination with coefficients in $\mathbb{F}_{q^{m}}\left[x_{i}\right]$ between maximal minors of $\boldsymbol{C}\left(\boldsymbol{H}_{\boldsymbol{y}}{ }^{[\ell]}\right)_{*, T}^{\top}$, and these minors are exactly the $P_{J}{ }^{[\ell]}$ 's for $J \subset T$. The normal form of $\Gamma_{\ell, T}$ with respect to $\left\langle P_{i, J}\right\rangle=\left\langle P_{J}^{[\ell]}\right\rangle$ is then 0 . Also, using the Cauchy-Binet formula, each minor is a linear combination of the $Q_{I}$ 's, given by

$$
\tilde{Q}_{T+k+1}+\sum_{\substack{I \subset\{1 . . n\}, \# I=r+1, I \cap\{k+1 . . n\} \subsetneq T+k+1}} \tilde{Q}_{I}\left|\boldsymbol{H}_{\boldsymbol{y}}^{[\ell]}\right|_{T, I}=0
$$

To conclude the proof, we use the fact that the set of previous equations for all $0 \leq \ell \leq m-1$ generate the same vector space over $\mathbb{F}_{q^{m}}$ as the set of equations

$$
\operatorname{Tr}\left(\beta_{i}^{\star}\right) \tilde{Q}_{T+k+1}+\sum_{\substack{I \subset\{1 . . n\} \\ \# I=r+1 \\ I \cap\{k+1 . . n\} \subsetneq T+k+1}} \operatorname{Tr}\left(\beta_{i}^{\star}\left|\boldsymbol{H}_{\boldsymbol{y}}\right|_{T, I}\right) \tilde{Q}_{I}=0,
$$

for all $1 \leq i \leq m$.


[^0]:    ${ }^{5}$ For instance in $\mathbb{F}_{q^{2}}, f=\beta_{1} z_{1}+\beta_{2} z_{2}$ admits all multiples of $\left(\beta_{2} / \beta_{1}, 1\right)$ as solution, whereas $\operatorname{Unfold}(f)=\left\{z_{1}, z_{2}\right\}$ admits only $(0,0)$ as a solution in the algebraic closure of $\mathbb{F}_{q^{2}}$.

[^1]:    ${ }^{6}$ for affine systems, degree falls correspond to linear combinations between polynomials of a given degree that yield polynomials of smaller degree.

