
Vizard: A Metadata-hiding Data Analytic System
with End-to-End Policy Controls

Chengjun Cai
City University of Hong Kong
Dongguan Research Institute

Yichen Zang
City University of Hong Kong

Cong Wang
City University of Hong Kong

Xiaohua Jia
City University of Hong Kong

Qian Wang
Wuhan University

ABSTRACT
Owner-centric control is a widely adopted method for easing own-
ers’ concerns over data abuses and motivating them to share their
data out to gain collective knowledge. However, while many control
enforcement techniques have been proposed, privacy threats due
to the metadata leakage therein are largely neglected in existing
works. Unfortunately, a sophisticated attacker can infer very sensi-
tive information based on either owners’ data control policies or
their analytic task participation histories (e.g., participating in a
mental illness or cancer study can reveal their health conditions).
To address this problem, we introduce Vizard, a metadata-hiding
analytic system that enables privacy-hardened and enforceable con-
trol for owners. Vizard is built with a tailored suite of lightweight
cryptographic tools and designs that help us efficiently handle an-
alytic queries over encrypted data streams coming in real-time
(like heart rates). We propose extension designs to further enable
advanced owner-centric controls (with AND, OR, NOT operators)
and provide owners with release control to additionally regulate
how the result should be protected before deliveries. We develop
a prototype of Vizard that is interfaced with Apache Kafka, and
the evaluation results demonstrate the practicality of Vizard for
large-scale and metadata-hiding analytics over data streams.

CCS CONCEPTS
• Security and privacy→ Privacy-preserving protocols.
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1 INTRODUCTION
In today’s society, healthcare, business decisions, and government
operations all heavily rely on the availability of data and advanced
analytic tools for accurate decision-making. However, data is of-
ten fragmented and stored locally by individuals, and the raising
concerns over data leakage and unauthorized sharing [53, 89] have
made it very difficult to motivate individuals to share their sensi-
tive data. Traditionally, once the data is shared out, it goes out of
the hands of the owners, and it can be copied, traded, or abused
in uncontrollable manners. In a recent Pew Research survey [66],
80% and 64% respondents have concerns about how companies and
governments use their data. Most respondents feel that they have
little or no control over how their data is used. To remedy this se-
vere problem, a long line of works [41, 62, 71, 78] has been devoted
to constructing privacy frameworks that allow owners to define

their privacy preferences and regulate data usage. But most works
above need the deployment of trusted hardwares to enforce owners’
policies. For many real-world data processing systems that do not
apply trusted hardwares (like Apache Kafka [56]), they would still
operate in a notice and consent mode [19] and rely on centralized
trusted authorities for policy enforcement. However, many con-
cerning data breach and misuse incidents are due to the abuse of
such trusted authorities, as reported in [77].

Apart from the lack of privacy-preserving and enforceable data
analytic tools that do not rely on centralized trust, it is also worth
pointing out that those data policies would enlarge the attack sur-
face and help an attacker infer owners’ sensitive data. Consider an
owner Alice decides to authorize her data to an analytic task 𝑞. Even
though Alice can encrypt her data for confidentiality protections,
with side information that 𝑞 is initiated by a psychiatrist (possibly
by looking up information about 𝑞 on social media or the Internet),
an attacker can readily learn that Alice’s data will be used by a
psychiatrist and thus Alice might suffer from mental illness. The
first attempt to hide such policy-related metadata is to encrypt the
data policies and later adopt secure computation techniques on the
server side (e.g., outsourced multi-party computation [6, 12, 64]) to
privately decrypt and use the data policy. However, this approach
can only preserve the confidentiality of the underlying computation
process. A curious server can still determine whether an owner’s
data have been used for a given task by observing other metadata
like data access patterns, and infer the same sensitive information
about the owner as before [25, 54].

The above metadata leakage problem relates to a line of security
works that strike to preserve oblivious data access - hiding which
data have been accessed or used for a query execution. Traditionally,
we can attach oblivious RAM (ORAM) [48] with secure computation
techniques [1, 36, 58] to fulfill our privacy goals for both the data and
its metadata. However, most ORAM constructions existed today
focus only on a single owner setting or would rely on trusting
a proxy to maintain the encrypted RAM storage. Those ORAM
constructions that support multi-owner settings [59, 60] would
generally incur heavy computation costs, making them difficult to
adopt in real deployments. We note that a recent work from Chen et
al. [25] has vastly improved the performance, but they still require
a few seconds to handle each oblivious data access request.

In this paper, we present Vizard1, an efficient and metadata-
hiding data analytic system that provides full-fledged privacy preser-
vation and enforceable control to data owners. Vizard makes cus-
tomized use of a suite of lightweight cryptographic techniques to

1Vizard is a type of mask used in the 16th century for disguise or protection.
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meet the above goals, and proposes new designs to further accom-
modate the needs of practical data stream processing systems that
are emerging today. According to our evaluations, the newly added
metadata-hiding feature in Vizard only brings around 1.12× to
1.26× overhead compared to Zeph [19], which is a state-of-the-art
privacy-enforced and real-time data stream analytic system without
metadata protections. Overall, it would take around 4.6𝑠 in Vizard to
securely handle a policy-controlled analytic query over 10𝑘 owners,
each with a time-window of 100 data stream ciphertexts. We fur-
ther integrate Vizardwith Apache Kafka [56] to boost our ability to
handle large-scale stream submissions, and this new architecture
improves system performance up to 1.8× compared to the baseline.
Vizard’s Architecture. Vizard considers a classic setting where
each owner communicates with two non-colluding servers [12, 25,
27, 36, 64] to outsource their data submissions and execute the
analytic tasks. Like previous works, we protect the confidentiality
of owners’ data and policies as long as an attacker can compro-
mise at most one server. Here to further fulfill end-to-end controls,
Vizard enables release policies for the query results given by the
two servers and enforces them through a decentralized byzantine-
secure committee (as inspired by a recent secure data analytic
framework [68]). Finally, data consumers will contact the commit-
tee for result retrievals and obtain the policy-enforced results.

Importantly, note that Vizard aims only to hide metadata leakage
during the query execution phase but not the data stream submis-
sion phase. We thus need all owners to upload their data streams
at a fixed frequency to avoid other timing-related pattern leak-
ages [42]. Fortunately, this is readily achievable in our targeted
data stream setting with synchronized epochs, and each server will
order owners’ data submissions based on the epoch number.

1.1 Overview of Our Techniques
We now sketch the technical ideas behind the constructions of
Vizard. Our first observation is that our targeted problem relates to
a simpler but independent problem that studies how to compute
private subset histogram, as inspired by Boneh et al. [12]. In this
problem, each owner 𝑖 holds a string 𝑥 and the servers hold a
small set 𝑄 of strings. The technique for computing private subset
histogram reveals, for each string 𝜎 ∈ 𝑄 , how many owners hold 𝜎
without leaking each owner’s secret string. Recent works [12, 15]
have explored a very efficient and metadata-hiding way to solve
this problem with the help of a cryptographic tool called distributed
point function (DPF) [14], which is essentially a secret-shared and
compressed point function that has only one non-zero output (e.g.,
the output equals 1 for computing subset histogram).

Intuitively, by setting the non-zero output in a pair of DPF keys
as each owner’s data and utilizing the string 𝑥 for recording each
owner’s policy descriptions (e.g., which query task can use his data),
we can thus achieve policy-controlled and metadata-hiding analytic
from theDPF-based private subset histogram process above. Now, to
aggregate all policy-matched owners’ data, the servers need only to
use the associated description string of an incoming query (e.g., its
task name) as input to evaluate all owners’ DPF keys and aggregate
the outputs. Despite being feasible, this basic construction is far
from practical for real deployments. In particular, we need to solve
the following three challenging problems.

Challenge 1: Data Stream Support with DPF. Current DPF
schemes only allow each owner to embed one specific output in a
pair of DPF keys. Therefore, the basic construction above would
incur continuous (and burdening) DPF key construction costs on
the owner side if we directly apply it for handling data streams.
Our Solution: Observing that, unlike the data values which will
change at every epoch, the data policy specified by each owner
might remain unchanged for a long time, meaning that most parts
of the DPF key generation process (except the embedded data) are
“redundant”. In view of this, Vizard starts by decoupling data values
from the DPF keys. Because the data values are stored outside of
the DPF keys, we can allow the two servers to self-aggregate the
requested data values in advance (e.g., for a time-window covering
several epochs), so that only a single data value will be used as input
for each owner in subsequent analytics.Vizard stores a single pair of
DPF keys for each owner (as long as an owner’s data policy remains
unchanged) and only uses them to secretly embed controlling values
of 0 or 1 when we go through all owners’ data values. Ideally,
assuming there are𝑈 owners, and the data value and controlling
value of owner 𝑖 are𝑑∗

𝑖
and𝑇𝑖 respectively, what we need to compute

is thus
∑𝑈
𝑖 𝑇𝑖 · 𝑑∗𝑖 . This resulting value is equal to the summation

of all policy-matched owners’ data values, since 𝑇𝑖 = 1 only if the
query matches owner 𝑖’s policy.

The above idea is inspired by recent DPF-based private infor-
mation retrieval schemes [42, 79] that require identical copies of
a plaintext database on the two servers. To utilize it in our setting
where data confidentiality should also be protected, Vizard crafts a
new two-server homomorphic stream encryption scheme (in Sec-
tion 4.1) to encrypt those data values with a secret key that is jointly
generated by the two servers (but is not known to either server),
as inspired by Doerner et al. [36]. Our encryption scheme outputs
encrypted (but additive) database copies on the two servers, and
we can apply the same technique as above to efficiently conduct
secure policy-controlled analytics over data streams.
Challenge 2: Rich Data Policy Supports. Supporting a simple
policy condition, i.e., 𝑥 = 𝜎 , is not enough. In reality, owners might
want to construct more fine-grained policies by combining multiple
conditions with various operators like AND, OR, and NOT. For
example, an owner might want to authorize his data to consumers
that are 1) type= hospitals AND 2) region=EU.
Our Solution. Vizard enables support for all those three essential
operators. Vizard starts by following a DPF-based query frame-
work [79] (which supports secure AND and OR queries over plain-
text database) to modify the policy constructions of each owner,
so that the controlling value (i.e., 1 or 0) can properly reflect the
policy logic defined by the underlying operators. Vizard improves
upon prior work [79] and reduces the computation costs when
evaluating policies defined with AND and OR operators (via the
use of hash digests and cuckoo hashing, as shown in Section 4.3).
Our optimized designs ensure that the two servers can just evaluate
a constant amount of DPF keys even when the number of policy
conditions scales. In addition, Vizard further supports NOT oper-
ator for owners to conveniently rule out infamous or unwanted
consumers, which is done by securely inverting the controlling
values with secret shares of the value 1.
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Figure 1: The architectural vision of Vizard.

Challenge 3: End-to-End Controls. In addition to enabling own-
ers to define data policies that privately regulate how their data
should be used, providing meaningful controls on how the analytic
results should be released [88] is also desirable for enhancing owner
protection. The challenge, however, is to enforce the result release
control process without centralized trust.
Our Solution. Here in our current implementations, we have iden-
tified and provided three new types of release policies to owners: 1)
integrity-based release policy that attests policy enforcement and re-
sult integrity via correctness proofs given by the servers; 2) privacy-
based release policy that adds an appropriate amount of noises to
the result for differential privacy (DP); and 3) payment-based release
policy that enforces monetary rewards for the owners before releas-
ing the results. To avoid allocating trust in a centralized third party,
Vizard follows an emerging trend and relies on a decentralized
committee (with honest majority) to jointly enforce the policies
above [68, 69]. Each trustee in the committee will execute policy-
specific and byzantine-secure operations to independently conduct
result release controls, and data consumers will obtain the results
only if the majority of trustees approve their requests.

1.2 Summary of Contributions
The main contributions made in this paper are as the following:

• A new metadata-hiding and policy-controlled analytic system in
the two-server setting.
• Optimized extension methods to support rich data policies (i.e.,
with AND, OR, and NOT operators).
• Decentralized result release control and lightweight construc-
tions for integrity, privacy, and payment related release policies.
• Implementation and evaluation of a prototype of Vizard that is
interfaced with Apache Kafka [56].

2 PROBLEM STATEMENT
This section describes Vizard’s system model, threat assumptions,
and goals.

2.1 System Model
As depicted in Figure 1, there are four types of logical parties in
Vizard, i.e., data owner, data consumer, a secure data processing
pipeline, and a result release control committee (RRC).

• Data owners are contributors who will continuously send en-
crypted data streams to Vizard (e.g., heart rates from a wearable

device) for collective analytics. Along with their data, data own-
ers can specify data policy to regulate the data usage and define
release policy that jointly regulates the result release process.
• Data consumers are players who aim to learn collective knowl-
edge (e.g., daily averaged heart rates in a specific region) by
making queries to our system. Vizard’s goal is to generate such
knowledge in a policy-controlled and private manner.
• The secure data processing pipeline is a core computational
component in Vizard, which securely operates on owners’ data
streams and generates the requested analytic results.
• The result release control committee (RRC) is formed by a set of
stakeholders (e.g., owners, government agencies, or other third
parties) to enforce data owners’ release policies.

2.2 Threat Assumptions
Our secure data processing pipeline follows the emerging secure
two-party computation threat model [12, 25, 42] (to list just a few)
and assumes two service servers that will not collude with each
other or any other party in Vizard (e.g., servers from two different
cloud providers). But beyond the non-colluding assumptions, the
two servers might try to independently infer or learn sensitive infor-
mation about each data owner’s data due to various interests. For
honesty assumptions, rather than following a semi-honest setting
and assuming totally correct executions from those two servers,
we consider that they are rational economic players whose execu-
tion correctness could be questioned [30, 49, 74]. For example, they
might be “lazy” servers that could avoid paying CPU and storage
costs associated with our query process and return only partial or
entirely incorrect results. For data consumers that aim to obtain
useful insights over the collected data streams, they might also be
interested in learning each data owner’s sensitive information (like
data or metadata).

Data owners are the contributors and beneficiaries (if we con-
sider payment rewards from the consumers) in Vizard, and thus
we assume that they will behave honestly to retain Vizard’s reputa-
tion (so as to compete with other analytic services in the market).
We will further discuss in Section 8 on how to effectively address
potentially malicious data owners who would intentionally upload
malformed (out-of-range) data inputs [12, 27]. For the RRC that is
operated in a federated manner by a group of trustees, we assume
a standard Byzantine security setting where, at any given time,
at least 𝑡 = 2/3 of the trustees are honest and not compromised
by an attacker [57, 85]. Compromised trustees might deviate from
the protocol and conduct arbitrary behaviors to jeopardize our
enforcement on data owners’ release policies.

In Vizard, we also assume a secure channel (e.g., TLS) and the ex-
istence of a public-key infrastructure (PKI) for each data owner and
consumer to establish secure connections with Vizard. Data owners
can further utilize existing anonymity networks (e.g., Tor [35] or a
trusted VPN proxy) to hide their IP addresses and achieve better
anonymity protections. Lastly, we assume there are out-of-bound
secure communication channels between any two parties in our
system for exchanging data secrets whenever needed.
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2.3 System Goals
We aim to bring effective data analytic services to data consumers
while assuring full-fledged privacy and control for data owners. In
particular, we want to achieve the following system goals in Vizard:
• Data Confidentiality. No party except the corresponding data
owners can learn the contributed raw data streams, and the data
consumer who initiated the query can only learn about an aggre-
gated view of those raw data streams.
• Metadata Protection. Given a query request from a data con-
sumer, we want to hide the data access pattern during the query
executions, i.e., no party can know which data owners’ data
streams have been used to generate the result.
• Release Policy Enforcements. Given a release policy that is
jointly defined by data owners, Vizard aims to enforce that every
query result is released to the data consumer if and only if it
fulfills the release policy.
• Data Stream Support. Vizard aims to efficiently support data
streams that are continuously generated from data owners, and
enable time-window-based analytic queries for data consumers.
• Rich Data Policies.We also want to support a variety of flexible
owner-centric data policies and ensure that they can work effec-
tively and efficiently with our secure data processing pipeline.

3 BACKGROUND
This section introduces the background of existing techniques that
we leverage to craft our solutions. Consider the following simplified
setting: there are𝑈 data owners, and each owner 𝑖 holds a data 𝑑𝑖
and a policy string 𝑃𝑖 that indicates the owner’s preferences on data
usage regulations. (For example, a data owner can specify that only
a consumer located in the EU can use his data.) Now, a consumer
can make an analytic query 𝑞 (together with a description string 𝜎 ,
e.g., his location) to our system. Given 𝑞, we want to privately find
the policy-matched owners and aggregate their data.
Distributed Point Function (DPF). DPF is an emerging and
privacy-aware solution for accomplishing the above requirement.
At a high level, DPF is constructed by secret sharing a point function
𝑓 (which evaluates to zero only except one single secret element)
into two function shares (say 𝑓𝐴 and 𝑓𝐵 ), and each of them is given
to one of the two servers. Each function share will not reveal the
secret element anchored in 𝑓 , but the summation of their outputs
at any point is the corresponding output value of 𝑓 .

More formally, let 𝑓𝛼,𝛽 : [𝑁 ] → F be a point function such that
𝑓 (𝛼) = 𝛽 and 𝑓 (·) equals zero at any other points. A DPF consists
of two algorithms (Gen, Eval). 1) DPF.Gen(𝛼, 𝛽) → (𝑘0, 𝑘1): Given
inputs 𝛼 and 𝛽 , generates two DPF keys 𝑘0 and 𝑘1 that define the
two function shares of the point function 𝑓 ; 2) DPF.Eval(𝑏, 𝑘𝑏 , 𝜎 ∈
[𝑁 ]) → F: Given an input string 𝜎 , outputs value of the function
share (for 𝑏 ∈ {0, 1}) indexed by 𝜎 . DPF guarantees that for any
correctly constructed keys (𝑘0, 𝑘1):
• DPF.Eval(𝑘0, 𝜎) + DPF.Eval(𝑘1, 𝜎) = 𝛽 only if 𝜎 = 𝛼 , and the
output equals zero otherwise.
• Any attacker that compromises only one of the two servers can
learn nothing about the secret index 𝛼 or the value 𝛽 embedded
in the DPF key shares.
Here, we will use the latest DPF construction by Boyle et al. [15]

as a black-box tool in our designs for its effectiveness. We can

further adopt system-level optimization techniques like parallel
sub-tree traversing [34] and one-way compression functions [79]
to boost the evaluation process.
From DPF to Policy-Controlled Private Summations. The
powerful DPF primitive above can readily help us build a private
summation service that not only protects both the data values and
policies, but also hides the data access metadata (i.e., which owners
participate in a given query).

Specifically, consider now for the data owner 𝑖 ∈ {1, . . . ,𝑈 } that
holds data 𝑑𝑖 and policy 𝑃𝑖 as we described before, owner 𝑖 can
generate a pair of DPF keys with string 𝑃𝑖 as the secret index and 𝑑𝑖
as the corresponding value, via (𝑘0𝑖 , 𝑘1𝑖 ) ← DPF.Gen(𝑃𝑖 , 𝑑𝑖 ). Each
data owner then gives DPF key 𝑘0𝑖 to server 0 and key 𝑘1𝑖 to server
1. This DPF ensures that the sum of two servers’ outputs is the
embedded value 𝑑𝑖 only at the position indexed by 𝑃𝑖 , and will
equal zero at any other positions.

Therefore, to compute the summation of policy-matched owners’
data values, for each query 𝑞, server 𝑏 (𝑏 ∈ {0, 1}) first fetches the
task description 𝜎 , and then evaluates all data owners’ DPF values
shared at position indexed by 𝜎 , via

sum𝑏 ←
𝑈∑︁
𝑖

DPF.Eval(𝑘𝑏𝑖 , 𝜎) ∈ F.

Server 𝑏 can then publish the value share sum𝑏 to the other server.
It is easy to understand that the sum of the values published by the
two servers, i.e., sum0 + sum1, is the result we desired for query 𝑞.
Thanks to DPF’s inherent protections for both the value and the
secret index, any attacker that can compromise at most one of the
two servers can learn nothing about each owner’s data submission
and which owners have participated in a given query. Based on this
simple yet efficient construction, we then show how we can extend
it to support data streams and other enriched functionalities:

(a) In Section 4.1, we propose a refined construction to enable
more effective data stream supports and show how to enable
other aggregation functions (like variance, median, max, min)
with owner-side encoding techniques.

(b) In Section 4.3, we show how to enable enriched data policies
other than the simple exact match relation (e.g., 𝑃 = 𝜎) shown
above (by supporting AND, OR, and NOT operators).

(c) In Section 5, we further enable owners to jointly define release
policies that control how the result should be released and
show how to enforce them with decentralized trust.

4 METADATA-HIDING ANALYTICS OVER
DATA STREAMS

Here to support policy-controlled private summations over data
streams (e.g., {𝑑0

𝑖
, 𝑑1

𝑖
, . . . , 𝑑

𝑗
𝑖
}, where 𝑗 represents the epoch number)

based on our previous initial design, a straightforward idea is to
create a pair of DPF keys for every streamed data in the pipeline,
and let the two servers manually select the corresponding DPF
keys for query executions. For example, given a stream of DPF keys
{𝑘𝑡0

𝑏𝑖
, 𝑘

𝑡1
𝑏𝑖
. . . , 𝑘

𝑡 𝑗

𝑏𝑖
}, 𝑏 ∈ {0, 1} from owner 𝑖 and a query 𝑞 that asks

for data at epoch 𝑡𝑚 , each server 𝑏 can fetch all DPF keys associated
with epoch 𝑡𝑚 and execute the DPF evaluation process accordingly.
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Figure 2: Our refined data storage structure (for data streams
contributed by owner 𝑖) at each service server.

While being feasible, this straightforward idea would become
highly inefficient if a query asks for data values in a longer time-
window (e.g., 𝑒 = 100 epochs), as the DPF evaluation costs grow
linearly with the underlying time-window size (i.e., needs 𝑒 · 𝑈
times of DPF evaluations). Besides, data owners need to bear the
continuous DPF key generation costs during every data submission
process, which would also be highly undesirable.

4.1 Our Refined Construction for Data Streams
For the challenging issue above, our observation is that while the
data stream values change over time, the data policies defined by
each data owner could remain unchanged for a very long period
(after an initial setup process). Therefore, the secret index of the
DPF keys generated over different epochs might remain the same.
Based on this important observation, our key idea is to decouple
data values from the DPF keys and construct a refined storage
structure for better managing each owner’s data submissions (and
facilitating subsequent analytic process).

As shown in Figure 2, each server will store only the latest DPF
key share from every owner, and the data streams contributed by
the owner are ordered by their epoch numbers and stored directly
on the server. That is, the DPF keys are used now only as a secure
indicator for matching the embedded data policy with analytic
queries, but not for embedding the actual data stream values any-
more. Here for those data stream values, we follow a highly-scalable
oblivious read-only memory (OROM) structure [36] and store en-
crypted copies of data stream values on the two servers (i.e., both
servers store encrypted data stream values {𝐶0

𝑖
, . . . ,𝐶

𝑗
𝑖
}). Next, we

describe how to construct this refined storage structure via our
lightweight encryption construction below, and how to further en-
able efficient and policy-controlled summation queries atop this
refined storage structure.
Two-server Homomorphic Stream Encryption.We build our
solution by following an existing symmetric homomorphic stream
encryption (SHSE) scheme [18] that can preserve data confidential-
ity while allowing direct operations over the stream ciphertexts.

Specifically, the SHSE scheme works as the following. Consider
stream data values {𝑑0, 𝑑1, . . . , 𝑑 𝑗 , 𝑑 𝑗+1} are submitted for epoch
{𝑡0, 𝑡1, . . . , 𝑡 𝑗 , 𝑡 𝑗+1} respectively, and they are integers modulo 𝑀
(e.g., with size 264). Now, given a master key 𝑔∗ and a secure keyed
pseudo-random function (PRF) 𝐹𝑔∗ that maps each epoch number
𝑡 𝑗 to a random key 𝑔∗

𝑗
in the range [0, 𝑀 − 1], we can then encrypt

each data 𝑑 𝑗 (annotated with epoch 𝑡 𝑗 ) via

𝐸𝑛𝑐 (𝑔∗, 𝑡 𝑗−1, 𝑡 𝑗 , 𝑑 𝑗 ) = (𝑡 𝑗 , 𝑡 𝑗−1, 𝑑 𝑗 + 𝐹𝑔∗ (𝑡 𝑗 ) − 𝐹𝑔∗ (𝑡 𝑗−1))
= (𝑡 𝑗 , 𝑡 𝑗−1, 𝑑 𝑗 + 𝑔∗𝑗 − 𝑔

∗
𝑗−1 mod𝑀).
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Figure 3: Diagram of our two-server homomorphic stream
encryption construction.

In the rest of this paper, we will deduct the epoch number 𝑡 𝑗 and
𝑡 𝑗−1 in the ciphertexts generated by SHSE as long as the context is
clear. Note that the ciphertexts outputted from this SHSE scheme
are additive via modular additions. Therefore, to compute a query
𝑞𝑚 that covers epochs [𝑡 𝑗 , 𝑡𝑙 ], we can now significantly reduce the
cost by asking each server to first locally aggregate each owner’s
corresponding encrypted data values. Also, we can decrypt the
aggregated ciphertext for time-window [𝑡 𝑗 , 𝑡𝑙 ] by computing only
𝑘 𝑗−1 = 𝐹𝑔∗ (𝑡 𝑗−1) and 𝑘𝑙 = 𝐹𝑔∗ (𝑡𝑙 ), as the inner keys cancel out [19].

But how to use this effective SHSE scheme in a two-server set-
ting? At first glance, it might appear that we can readily ask each
data owner to generate a random PRF master key in the setup stage
and use that key to encrypt the data stream values before sending
them to the two servers. However, this idea would apparently cause
problems when aggregating (and decrypting) over ciphertext values
uploaded from different owners (as the PRF keys are different). Be-
sides, the symmetric nature of this SHSE scheme naturally prevents
us from allowing owners to jointly agree on a universal PRF master
key (e.g., through a third-party provider [19]), as any compromised
party can lead to disastrous privacy incidents.

With those concerns in mind, we thus propose to encrypt those
values with a key jointly generated by the two servers. At a high
level, inspired by the “stash-and-refresh” technique in [36], we
construct our encryption process via the following two steps: 1)
split data value into additive shares for each server; and 2) encrypt
each share with a server’s secret key and combine their outputs,
as shown in Figure 3. Accordingly, we first ask each data owner to
secretly share his data stream value to each server. In more detail,
given a data value 𝑑 , a data owner splits it into two shares 𝑑0 and
𝑑1 by randomly choosing 𝑑0 ∈ 𝑀 and computing 𝑑1 = 𝑑 − 𝑑0 ∈ 𝑀 ,
where 𝑀 is a finite field with large group size (we denote this
additive secret-sharing scheme as 𝑆𝑆 (·)). Data share 𝑑0 is later
given to server 0 and 𝑑1 is given to server 1.

Next, to avoid the secure two-party computation (S2PC) over-
head for PRF key generation and SHSE encryption, we thus perform
the SHSE process independently at each server with a PRF key gen-
erated by the server itself, as shown in Protocol 1. They transmit
their locally encrypted ciphertext share to the other party, and both
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Protocol 1: Two-server Homomorphic Stream Encryption. There
are two servers and𝑈 data owners. Each data owner 𝑖 holds a stream
of data values {𝑑0

𝑖
, 𝑑1

𝑖
, . . . , 𝑑

𝑗

𝑖
, . . .}, and each server 𝑏 ∈ {0, 1} holds a

secret PRF key 𝑔PRF
𝑏

. The protocol uses a finite field𝑀 with a large group
size. For each epoch 𝑡 𝑗 , each owner 𝑖 wants to encrypt his value 𝑑 𝑗

𝑖
using

the keys 𝑔PRF
𝑏

, for 𝑏 ∈ {0, 1}, and replicate the result ciphertext to the
two servers.
The protocol executes as the following at epoch 𝑡 𝑗 ∈ 𝐼 :

(1) Each data owner 𝑖 ∈ {1, . . . ,𝑈 } secretly splits his prepared data
value 𝑑 𝑗

𝑖
into two shares via an additive secret-sharing scheme,

i.e., (𝑑 𝑗

0𝑖 , 𝑑
𝑗

1𝑖 ) ← 𝑆𝑆 (𝑑 𝑗

𝑖
) . The owner sends 𝑑 𝑗

0𝑖 to server 0 and
𝑑
𝑗

1𝑖 to server 1.
(2) For every shared data value 𝑑 𝑗

𝑏𝑖
, each server 𝑏 encrypts the value

using 𝑔PRF
𝑏

via the SHSE scheme:

𝐶
𝑗

𝑏𝑖
= 𝑑

𝑗

𝑏𝑖
+ 𝐹

𝑔PRF
𝑏

(𝑡 𝑗 ) − 𝐹
𝑔PRF
𝑏

(𝑡 𝑗−1 )

= 𝑑
𝑗

𝑏𝑖
+ 𝑔𝑏𝑗 − 𝑔𝑏𝑗−1 mod𝑀

where 𝐹
𝑔PRF
𝑏

: 𝐼 → [0, 𝑀 − 1] is a pseudo-random function.
(3) Each server 𝑏 ∈ {0, 1} then sends the ciphertext shares
(𝐶 𝑗

𝑏0,𝐶
𝑗

𝑏1, . . . ,𝐶
𝑗

𝑏𝑈
) to the other server.

(4) Finally, for each owner 𝑖 , the two servers can obtain the result
ciphertext𝐶 𝑗

𝑖
by computing𝐶 𝑗

0𝑖 +𝐶
𝑗

1𝑖 mod𝑀 .

parties can then add those shares together. The resulting ciphertext
is thus the (SHSE) encryption of 𝑑 𝑗

𝑖
(the original data stream value

prepared by client 𝑖 for epoch 𝑡 𝑗 ) using two keys 𝑔PRF0 and 𝑔PRF1
(from server 0 and server 1, respectively), since

𝐶
𝑗
𝑖
= 𝐶

𝑗

0𝑖 +𝐶
𝑗

1𝑖 = 𝑑
𝑗

0𝑖 + 𝑑
𝑗

1𝑖 + 𝑔
0
𝑗 + 𝑔

1
𝑗 − 𝑔

0
𝑗−1 − 𝑔

1
𝑗−1

= 𝑑
𝑗
𝑖
+ (𝑔0𝑗 + 𝑔

1
𝑗 ) − (𝑔

0
𝑗−1 + 𝑔

1
𝑗−1) mod𝑀.

Therefore, it is easy to understand that our new two-server ho-
momorphic stream encryption design can still preserve homomor-
phism for its ciphertexts. For decrypting the ciphertexts aggregated
for a time-window [𝑡 𝑗 , 𝑡𝑙 ], we can also ask each server 𝑏 ∈ {0, 1} to
only generate 𝐹𝑔PRF

𝑏
(𝑡 𝑗−1) and 𝐹𝑔PRF

𝑏
(𝑡𝑙 ) as the decryption keys.

DPF-based Policy Control. With two identical stream ciphertext
storage at the two servers, we are now ready to introduce how we
can privately conduct data control with owners’ DPF keys, so that
only those matched ciphertexts will be used in a query. Recall that
in addition to the list of stream ciphertexts, each server 𝑏 ∈ {0, 1}
is also given a DPF key 𝑘𝑏𝑖 that encodes owner 𝑖’s data policy 𝑃𝑖 .
Thus, only when the evaluation input 𝜎 = 𝑃𝑖 , the sum of the two
servers’ DPF evaluation equals 𝛽 (which is the value embedded by
owner 𝑖). What we do is to ask owners to embed a control value “1”
at the secret position that is indexed by each of their data policy,
such that given a policy 𝑃𝑖 from owner 𝑖 and a query described by
𝜎 , DPF.Eval(𝑘0𝑖 , 𝜎) + DPF.Eval(𝑘1𝑖 , 𝜎) = 1 only if 𝜎 = 𝑃𝑖 .

Now, consider a query (with description string 𝜎) that asks for
the summation over data values submitted during a time-window
[𝑡 𝑗 , 𝑡𝑙 ]. Let 𝑇𝑏𝑖 ← DPF.Eval(𝑘𝑏𝑖 , 𝜎) be the DPF evaluation output
from server 𝑏 ∈ {0, 1} for owner 𝑖 . Server 𝑏 can 1) locally compute
owner 𝑖’s ciphertext for time-window [𝑡 𝑗 , 𝑡𝑙 ] via 𝐶∗𝑖 ←

∑𝑙
𝑡=𝑗 𝐶

𝑡
𝑖
,

and 2) compute its summation ciphertext share as

C𝑏 ←
𝑈∑︁
𝑖

𝑇𝑏𝑖 ·𝐶∗𝑖 mod𝑀.

(As we will prove later, the sum of 𝐶0 and 𝐶1 is the summation
ciphertext we desired for the query.)

Next, we consider how to construct the associated decryption key
for the summation ciphertext above. Recall that each summation
ciphertext is encrypted by keys 𝑔𝑏

𝑙
and 𝑔𝑏

𝑗−1 (𝑏 ∈ {0, 1}) from the
two servers. Therefore, assume that there are 𝑢 owners’ data values
have beenmatched and used in the summation, each server𝑏 should
compute 𝑢 · 𝐾𝑏 mod 𝑀 (where 𝐾𝑏 = 𝑔𝑏

𝑙
− 𝑔𝑏

𝑗−1 mod 𝑀) as its
decryption key. Here to preserve privacy, each server𝑏 will compute
𝑢𝑏 ←

∑𝑈
𝑖 𝑇𝑏𝑖 , and then use (𝑢𝑏 , 𝐾𝑏 ) (for 𝑏 ∈ {0, 1}) as secret inputs

to a secure two-party computation (S2PC) process to calculate

𝐷 ← (𝑢0 + 𝑢1) · (𝐾0 + 𝐾1) mod𝑀.

The output will then be securely split into two additive shares (i.e.,
𝐷0 for server 0 and 𝐷1 for server 1). After obtaining the materials
above, each server 𝑏 can then compute out𝑏 = 𝐶𝑏 − 𝐷𝑏 mod 𝑀 .
By obtaining out𝑏 (𝑏 ∈ {0, 1}), we can learn the summation of the
data values of policy-matched owners for a given query 𝑞 (with
description 𝜎 and time-window [𝑡 𝑗 , 𝑡𝑙 ]).

Correctness holds since

out0 + out1 =
𝑈∑︁
𝑖

𝑇0𝑖 ·𝐶∗𝑖 +
𝑈∑︁
𝑖

𝑇1𝑖 ·𝐶∗𝑖 − 𝑢 · (𝐾
0 + 𝐾1)

=

𝑈∑︁
𝑖

𝐶∗𝑖 · (𝑇0𝑖 +𝑇1𝑖 ) +
𝑈∑︁
𝑖

(𝑇0𝑖 +𝑇1𝑖 ) · (−𝐾0 − 𝐾1)

=

𝑈∑︁
𝑖

(𝐶∗𝑖 − 𝐾
0 − 𝐾1){𝑃𝑖 = 𝜎}

=

𝑈∑︁
𝑖

𝑑∗𝑖 {𝑃𝑖 = 𝜎}

where 𝑑∗
𝑖
:=

∑𝑙
𝑡=𝑗 𝑑

𝑡
𝑖
is the aggregated sum of owner 𝑖’s stream data

values for [𝑡 𝑗 , 𝑡𝑙 ]. The generated result shares can then be delivered
to the corresponding data consumer to finish the query process,
and the consumer needs only to conduct a local summation process
to combine the result shares and obtain the final result. Here in
Vizard, the generated result shares can also be securely sent to the
result release control committee (RRC) for an additional release
control process (which will be introduced in Section 5).
Proof Sketch. Given that each server that will not reveal its secret
DPF and PRF keys to the other server, our refined private summation
design ensures the privacy of data owners’ submissions (i.e., both
the data streams and policies) and securely hides their access (or
participation) histories for any given queries.

To start with, the security proof for policies andmetadata (caused
by data access leakage) directly follows from the security guarantee
of DPF. Observe that each owner’s policy is securely embedded
in the DPF keys and a query process will access all owners’ keys,
which ensures that each server cannot know which owners are
matched and used in the analytics [12, 36]. In the meantime, as the
SHSE scheme encrypts each data value with a key jointly generated
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by the two servers (which cannot be learned by either server), it is
apparent that the security proof for data privacy protection follows
from the security guarantee of SHSE, which is based on the security
of the underlying PRF [18]. Moreover, each server 𝑏 cannot recover
each owner’s (aggregated) stream values from ciphertexts {𝐶∗

𝑖∈𝑈 }
during the query process, as it cannot learn the decryption key
𝐾1−𝑏 of the other server from 𝐷𝑏 (which is randomly generated
with a secure nonce known only in the S2PC process).
Complexity. Recall that the initial construction (which directly
embeds data values in DPF keys) would require the owner to con-
tinuously generate DPF keys at every epoch, causing roughly 𝜆 · 𝑁
bits of communication for each server (using a PRG with 𝜆-bit keys
and 𝑁 as the length of the underlying point function). In contrast,
our refinement design for data streams generates only a single DPF
key for each data policy and incurs |𝑀 | bits of communication cost
for transmitting a data share to each server. After receiving own-
ers’ data submissions, each server would need 𝑈 rounds of SHSE
encryption costs and 𝑈 · |𝑀 | bits of communication to the other
server for transmitting the ciphertext shares.

For executing a given query, each server can locally aggregate
ciphertexts of the identified time-window (e.g., (𝑙 − 𝑗 + 1) rounds of
aggregation for [𝑡 𝑗 , 𝑡𝑙 ]),𝑈 rounds of DPF evaluations and ciphertext
constructions, and one round of S2PC-based multiplication process
for calculating the decryption share. Here, such S2PC-based multi-
plication can be facilitated by owner-aided Beaver’s triplet tricks [6]
to avoid server interactions, although it would result in an extra
(amortized) 3log|𝑀 | bits sent to each server.

4.2 Aggregation Statistics beyond Summation
Vizard can support many other aggregate statistics beyond summa-
tion. Below we sketch some useful examples.

We first consider how to compute the mean of a set of policy-
matched stream values. As Vizard naturally can compute the num-
ber of matched owners by calculating a private subset histogram,
i.e., by asking each server 𝑏 to output 𝑢𝑏 ←

∑𝑈
𝑖 𝑇𝑏𝑖 and compute

their sum. We can thus obtain the mean by dividing our summation
result by the number of matched owners. To support analytic func-
tions other than mean, we can readily leverage existing owner-side
encoding techniques [18, 19, 27, 79] (to list a few) to map a data
value to a vector with different statistics (e.g., variance) and execute
element-wise additions to obtain our desired results. For example,
by asking each owner 𝑖 to encode his value as (𝑑𝑖 , 𝑑2𝑖 ), we can thus
compute the variances of a set of policy-matched data stream values
by calculating

∑𝑈
𝑖 (𝑑2𝑖 ) −

∑𝑈
𝑖 (𝑑𝑖 )2.

While for non-additive statistics (e.g., max, min, median, range),
we can further follow a seminal work by Corrigan-Gibbs et al. [27]
and ask each data owner 𝑖 to represent his value 𝑑𝑖 as a length-𝐷
vector of bits (𝑏0, . . . , 𝑏𝐷−1), where 𝐷 is the range of the data value
(e.g., 0-200 km/h for traffic monitoring) and 𝑏 𝑗 = 1 if and only if
𝑑𝑖 = 𝑗 . Then, the secure element-wise summation of those bits can
thus reveal the required max, min, median, range, and many other
useful statistics. We refer readers to [27] for optimizations of data
values with a large range and more advanced techniques for linear
model training that can be supported in Vizard.

4.3 Supporting Rich Data Policies
In our above designs, we only allow owners to specify a DPF-based
policy function that only matches one specific query description
string, e.g., “region = EU”. But in reality, we observe that owners
might want to specify a data policy function that can utilize multiple
conditions and the essential AND, OR, NOT operators [32]. For
example, an owner contributing his daily heart rates might want
to authorize the usage to a consumer whose “type=hospital” AND
“region=EU”, so that he can authorize data usage rights to hospitals
in the EU only. We start with a prior work from Wang et al. [79]
that tries to achieve a similar goal by using multiple DPF keys.
PriorWork: Conditioned PrivateQuery viaDPFs.Wang’s work
has explored how to let data consumers privately define SQL-like
conditions for controlling the outputs of their private queries over a
plaintext public database. For example, they can let a data consumer
privately query data values associated with a set of secret labels
(e.g., age=“18” and job=“lawyer”). Similar to us, they achieve this by
assuming identical storage on the two servers and constructing DPF
keys whose summation evaluates to 1 only when the conditions
are matched. By modifying this basic construction, they are able to
enable two types of enriched conditions below2:
• AND conditions. For conditions of the form 𝑐1 = 𝑠𝑒𝑐𝑟𝑒𝑡1 AND
𝑐2 = 𝑠𝑒𝑐𝑟𝑒𝑡2 AND . . . AND 𝑐𝑛 = 𝑠𝑒𝑐𝑟𝑒𝑡𝑛 , they concatenate those
secret strings 𝑠𝑒𝑐𝑟𝑒𝑡1 | |𝑠𝑒𝑐𝑟𝑒𝑡2 | | . . . | |𝑠𝑒𝑐𝑟𝑒𝑡𝑛 and use it as input
to the DPF key generation process. Only when all associated
conditions in a query are matched, then the controlling value
will be equal to 1.
• OR conditions. For conditions of the form 𝑐1 = 𝑠𝑒𝑐𝑟𝑒𝑡1 OR 𝑐2 =

𝑠𝑒𝑐𝑟𝑒𝑡2 OR . . . OR 𝑐𝑛 = 𝑠𝑒𝑐𝑟𝑒𝑡𝑛 , they generate 𝑛 DPF keys, with
each embedding a secret string. The controlling value is calcu-
lated by

∑
𝑏∈{0,1}

∑𝑛
𝑗=1 DPF.Eval(𝑘

𝑗

𝑏
), and it is equal to 1 if only

one of the conditions is matched.
Their condition designs above can be directly adopted in Vizard

for supporting enriched data policies. However, it falls short in
performance if an owner aims to define a larger set of conditions. For
example, the DPF key size for the AND operator and the evaluation
costs for the OR operator will grow linearly with the number of
conditions. Besides, it cannot support the NOT operator, making it
difficult for an owner to efficiently filter out some infamous data
consumers or unwanted query tasks.

4.3.1 Our Refined Design for Data Usage Control. In Vizard, we
want to support those three essential operators (i.e., AND, OR, and
NOT) while keeping the costs affordable even with a large set of
conditions. We start with the AND operator.
AND Operators. Here to reduce the DPF key sizes when han-
dling a large set of condition inputs, our key idea is thus to add
an extra secure function for mapping owners’ policy conditions to
a smaller size digest. For example, we can use a cryptographic
hash function 𝐻 for compressing the secret input strings (e.g.,
𝑠𝑒𝑐𝑟𝑒𝑡1 | |𝑠𝑒𝑐𝑟𝑒𝑡2 | | . . . | |𝑠𝑒𝑐𝑟𝑒𝑡𝑛 from owner 𝑖) into a hash digest dig𝑖 ,
and later generate the DPF keys using dig𝑖 as the input. Consider
that 𝐻 is a publicly known function (e.g., SHA256), each of the two
2We note [79] can also enable range conditions, but it requires an extended DPF
function for representing an interval function [14], and thus we omit the design for
range conditions here for simplicity. We will explore extending DPF to other advanced
function secret sharing (FSS) constructions [13] in our future works.
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servers can fetch associated description strings from a query, gen-
erate a hash digest, and finally use the digest for DPF evaluations.
OR Operators. It might appear that the above idea can be gen-
eralized to OR operators. For example, given a set of conditions
𝑐1 = 𝑠𝑒𝑐𝑟𝑒𝑡1 OR 𝑐2 = 𝑠𝑒𝑐𝑟𝑒𝑡2 OR . . . OR 𝑐𝑛 = 𝑠𝑒𝑐𝑟𝑒𝑡𝑛 , we can gener-
ate an index digest for each input via ind𝑗 ← 𝐻 (𝑠𝑒𝑐𝑟𝑒𝑡 𝑗 ), and use
ind𝑗 to label the DPF keys embedding 𝑠𝑒𝑐𝑟𝑒𝑡 𝑗 . Therefore, with the
labeled DPF keys from owner 𝑖 , i.e., (𝑘 ind1

𝑏𝑖
, ..., 𝑘

ind𝑛
𝑏𝑖
) for 𝑏 ∈ {0, 1},

each server 𝑏 can first hash the description string to obtain an index
digest, and then find the corresponding key for subsequent DPF
evaluation process. Although this design can effectively achieve
𝑂 (1) DPF evaluation costs, now the two servers can reveal the
secret input embedded in every DPF key via off-line hash searches,
which obviously violates DPF security.

Here to remedy this threat, our key idea is to always identify a
fixed amount of DPF keys for the servers to evaluate, so as to hide
1) whether there is a matched DPF key and 2) which DPF key is
matched. Specifically, given a description string 𝜎 and 𝑛 DPF keys
generated by an owner, each server will be instructed to evaluate
𝑝 (with 𝑝 ≤ 𝑛) DPF keys. Those keys can consist of 𝑝 dummy
keys randomly selected from the 𝑛 keys, or a matched key and
𝑝 − 1 dummy keys. To prevent the two servers from distinguishing
these two settings, our design further follows the idea of Castro et
al. [33] and constructs a set of random mapping functions for key
selections.

Let RM : {0, 1}𝜆 × {0, 1}𝑁 → [𝑚] be a “string-to-integer” ran-
dom mapping seeded by 𝜃 ← {0, 1}𝜆 , which can be constructed
(given string 𝑠𝑒𝑐𝑟𝑒𝑡 𝑗 ) as id ← 𝐻 (𝜃, 𝑠𝑒𝑐𝑟𝑒𝑡 𝑗 ) mod (𝑚 + 1), where
𝐻 is a cryptographic hash function salted by 𝜃 and𝑚 ≥ 𝑛. If we
generate different salts {𝜃1, . . . , 𝜃𝑝 }, for each input string 𝑠𝑒𝑐𝑟𝑒𝑡 𝑗 ,
we can thus obtain 𝑝 different indexes. But instead of putting the
DPF key generated for 𝑠𝑒𝑐𝑟𝑒𝑡 𝑗 in all those 𝑝 indexes, an owner
can randomly pick one and insert the key to that position (if all
positions are filled, the cuckoo hash rule can be adopted to kick and
reinsert an existing key). The positioning of those generated DPF
keys will be finalized if all keys are inserted, and the rest positions
will be filled with fake DPF keys (e.g., using 0 as their secret in-
puts). All the keys (together with the salts) will be given to the two
servers. (In Appendix B, we will show how to properly choose the
parameters 𝑝 and𝑚 to maintain an acceptable success probability
for this positioning task).

Now, for each description string input 𝜎 , each server first com-
putes 𝑝 buckets that 𝜎 could lie, i.e., id∗ ← RM(𝜎) with all 𝑝 salts.
Finally, each server 𝑏 will evaluate the 𝑝 DPF keys identified by
{id∗1, . . . , id

∗
𝑝 } using 𝜎 and compute the controlling value 𝑇𝑏𝑖 (for

client 𝑖) as

𝑇𝑏𝑖 ←
∑︁
𝑗∈[𝑝 ]

DPF.Eval(𝑘
id∗𝑗
𝑏𝑖
, 𝜎) mod𝑀.

NOTOperators.Achieving the support for NOT operators requires
exactly the opposite of what we can get from the DPF evaluation
process, i.e., output zero if the owner’s policy matches, and 1 other-
wise. A straightforward idea to achieve this is to let owners create a
large amount of (popular) conditions with the OR operators. While
we can achieve constant evaluation cost even with a large number

of DPF keys (thanks to our optimized design above for OR oper-
ators), it would still incur enormous costs on the owner side for
generating and transmitting those DPF keys. In contrast, our key
idea is to design a simple transformation to let the DPF key eval-
uation results output the opposite value. Specifically, for a pair of
DPF keys from owner 𝑖 that emulates the point function 𝑓𝑃𝑖 ,1 (i.e.,
it outputs 1 only on a secret index 𝑃𝑖 and equals zero otherwise),
what we do is to let the two servers evaluate 𝑖’s controlling value
𝑇𝑖 as 𝑇𝑖 ← 1 − (DPF.Eval(𝑘0𝑖 , 𝜎) + DPF.Eval(𝑘1𝑖 , 𝜎)), so that

𝑇𝑖 =

{
0 if 𝑃𝑖 = 𝜎
1 otherwise

,

which is the results we want for NOT operators. To fulfill this idea,
we can let the two servers jointly create additive shares of the value
1, e.g., via (𝑣0, 𝑣1) ← 𝑆𝑆 (1). In this way, each server 𝑏 can compute
𝑇𝑏𝑖 = 𝑣𝑏 − DPF.Eval(𝑘𝑏𝑖 , 𝜎) mod 𝑀 for owner 𝑖 . Since 𝑣0 and 𝑣1
are additive shares of 1, 𝑇0𝑖 +𝑇1𝑖 is thus the controlling value we
desired for NOT operators.
Remarks. From our refined designs for AND, OR, and NOT opera-
tors above, it is clear that each type of operator requires a unique
process for correct executions. Hence owners should clearly specify
the underlying operator type for each generated DPF key, so that
the two servers can select the proper process for query handling.
Besides, instead of using each operator separately, we can also sup-
port mixed use of the operators, e.g., NOT in (𝑠𝑒𝑐𝑟𝑒𝑡1 AND 𝑠𝑒𝑐𝑟𝑒𝑡2),
by properly combining the process of AND and NOT operators.

5 RELEASE POLICY ENFORCEMENTS
Recall that after processing a query, each server𝑏 will obtain a result
share out𝑏 . In this section, we will illustrate our next step that aims
to enable result release policies and their enforcement during the
executions. As introduced before, Vizard relies on a committee of
trustees to handle the release policies. To deliver a result, the result
share from each server will be securely given to each trustee via a
threshold secret sharing scheme (e.g., Shamir’s scheme [72]), and
the result can be recovered if a majority of trustees (e.g., more than
2/3) agree to hand out their local shares.

5.1 Committee and Policy Settings
Committee Setups. The committee for release policy enforce-
ments, denoted as RRC, is comprised of volunteering nodes from
various sectors that want to join and enforce release policies. Each
volunteering node will first register to our system, and then, we
will periodically select a group of volunteering nodes as trustees
to form RRC. Any secure node selection methods (that can ensure
byzantine security) can be utilized to form RRC. Here to prevent
targeting attacks (where an attacker knows which nodes will be
selected and compromise them in advance) that will weaken the
security of RRC, we can further adopt a verifiable random function
(VRF) based approach [47, 68] for randomized node selections. After
a predefined period (e.g., three months), a new batch of trustees
can be selected for security.
Aggregated Release Policies. The results given from our system
are collective insights contributed by data owners. Therefore, it is
desirable to respect the release policies specified by each data owner.
But instead of directly following each of those policies (which
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Name: Heart rate sensor
Metadata attributes:

‒ Age group: Middle-aged
‒ Country: Singapore  

Data policy:
𝐶ଵ - Consumer: NA.
𝐶ଶ - Consumer type: Hospitals
𝐶ଷ - Region: EU 
𝐶ସ - Operation: NA.
𝐶ହ - Purpose: CVD studies
Description: 𝐶ଶ AND 𝐶ଷ AND 𝐶ହ

Owner ID: 123456789
Stream ID: sensor-01
Metadata attributes:

‒ Type: Heart rate 
‒ Age group: Middle-aged
‒ Country: Singapore  

Data policy:
‒ DPF Keys
Description: 𝐶ଶ AND 𝐶ଷ AND 𝐶ହ

Figure 4: Example of the data stream descriptions for a heart
rate sensor (left) and our secure transformation for its data
policies (right). Vizard preserves public metadata attributes
(e.g., age group and country in this example) to facilitate
grouping and filtering of different data streams.

Consumer ID: 1456164
Data requirements: [Health care data; Middle-aged; Southeast Asia]
Time window: From [2020-8-28] to [2021-10-12]
Description: [1456164; Hospitals; EU; Summation; CVD studies]

𝐶ଵ 𝐶ଶ 𝐶ଷ 𝐶ସ

Figure 5: Example of an analytic query. In addition to query
information (e.g., data requirements and time-window) that
help locating the demanded data streams, a description string
corresponding to options {𝐶1, . . . ,𝐶5} will also be included.

could be very diverse and lead to conflicting results), our idea is to
narrow down the policy choices and generate an aggregated view
that properly reflects all owners’ policy preferences. Specifically,
Vizard carefully selects and supports the following three essential
types of release policies in our current implementations. They are:
1) Integrity-based policies that ensure result correctness and data
policy enforcement; 2) Privacy-based policies that address the severe
privacy leakage problem caused by the results [12, 68, 69]; and 3)
Payment-based policies that bring fair incentives for owners and
motivate active data contributions [21, 76].

For each policy choice above, we can aggregate the parameter
preferences of all owners (e.g., the privacy budget on the result and
the payment rates) and generate a unified release policy. Due to
space limits, we only present the design ideas of each release policy
above, and readers can refer to Appendix C for the details.

5.2 Integrity-based Release Policies
Recall that owners’ data policies are privately embedded (in the
form of DPF keys) in the secure computation process between the
two servers. Therefore, in order to enforce that owners’ policies are
respected during the analytic process, we only need to ensure that
the two servers have faithfully executed our computation protocols.

There are many existing solutions to fulfill the above goals. For
example, we can leverage the lightweight “ringer” technique [49]
to effectively enforce result integrity in a probabilistically-secure
way (under the weaker “lazy-but-honest” server setting). In the
malicious setting, we can also leverage publicly verifiable multi-
party computation (verifiable MPC) techniques [30, 75] (to list just
a few) to check the integrity of the results given by the two servers.

5.3 Privacy-based Release Policies
Apart from enforcing execution correctness of the two servers, en-
dowing the aggregate statistics with differential privacy (DP) is also
highly desirable. With the enforcement of such an essential policy,
owners might be more willing to contribute data as their privacy is
better protected against sophisticated statistical attacks [88].

Vizard follows the security framework in [68, 69] and relies on
the RRC to correctly generate DP noises. Specifically, each trustee
will generate a DP noise locally, and a secure computation process
(initiated by the trustees or the servers) will then privately sum
every trustee’s noise and add the noise to the result. Achieving this
requirement in the byzantine setting is non-trivial, since we need to
ensure that the summation of all trustees’ noises follows the privacy
budget (𝜖, 𝛿) that is jointly decided by data owners. In Vizard, we
address this by adopting a byzantine-secure decentralized noise
addition scheme [73] to generate the noises, so as to enforce that
every result is protected with a pre-defined amount of DP noises.

5.4 Payment-based Release Policies
This policy aims to enforce that the result is revealed to the con-
sumer only if the consumer has made the required payment. Vizard
relies on the blockchain (e.g., Ethereum [82]) to form a transparent
payment log which all trustees in the RRC can agree upon, so that
they can later locally decide whether to help the consumer recover
the result or not. This ensures that the consumer can recover the
result only if she has paid, as the consumer cannot fraudulently
claim that she has paid on the blockchain and convince the ma-
jority of trustees in the RRC. (To boost confidence on a payment,
each trustee might need to wait for a few confirmation time, e.g., 6
blocks, before making decisions.)

6 SYSTEM IMPLEMENTATION
Vizard aims to provide full-fledged protections and rich policy
supports to the data owners while allowing effective data analytic
services. Here to facilitate practical deployment of Vizard in real
scenarios, we show some of our designs on the implementation
sides that focus on 1) data policy preferences and query formats, and
2) our integrated data stream processing pipeline that is interfaced
with Apache Kafka [56].

6.1 Data Policy and Analytic Queries
Vizard allows owner-centric data policies and respects them in a
privacy-preserving manner. While there are many policy options
that an owner can specify, we suggest and provide a sensible and
public set of options in our current implementation for demonstra-
tion purposes. Specifically, each owner can specify his preferences
for the following five options: 1) 𝐶1: Consumer. This option spec-
ifies which consumer can (or can’t, by using the NOT operator)
compute on his data (e.g., via the public consumer IDs); 2)𝐶2: Con-
sumer types. This option is a relaxed version of𝐶1, which specifies
the allowed type of consumers; 3)𝐶3: Region. This option specifies
the region requirement of the consumer; 4) 𝐶4: Operation. This
option specifies the allowed operations (e.g., summation, variance,
etc.); 5)𝐶5: Purpose. This option specifies the allowed usage of his
data. (Strings used to fill in each option above are standardized to
facilitate the owner-consumer matching.)
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Figure 6: Architectural vision of Vizard’s integration with
the Kafka data stream pipeline.

The above options will be securely transformed to DPF keys
together with a description that illustrates how those options will
be processed on the server side. For example, as shown in Figure
4, a data owner can specify that he only allows hospitals in the
European Union to do cardiovascular disease (CVD) studies over his
contributed data streams. It is done by filling in associated options
(and neglecting irrelevant options), generating DPF keys according
to the underlying operators (e.g., AND operator in this example),
and describing their relations as “𝐶2 AND 𝐶3 AND 𝐶5”.

In order to allow the two servers to correctly match query to
those specified data policies, a consumer will provide a description
string denoting their answers to those options ({𝐶1, . . . ,𝐶5}) in their
query, and these strings will be used as inputs for DPF evaluations
when processing each owner’s encrypted data values. For example,
“Hospital”, “EU”, and “CVD studies” will be fetched from a query
shown in Figure 5 when processing the data policy above (i.e.,
“𝐶2 AND 𝐶3 AND 𝐶5”). (Note that the description string from a
consumer will be authenticated before it can be used in Vizard).

6.2 Integration with Apache Kafka
Apache Kafka [56] is one of themost popular data stream processing
platforms that can preserve good load-balancing and fault-tolerant
protection. However, despite its ability to handle large-scale data
streams, Kafka normally operates in a centralized setting with plain-
text data streams. Our goal here is to integrate Vizard with Kafka,
so that we can enjoy efficient processing speed while providing
sufficient privacy protection to data owners.

Here in Vizard, we run an independent Kafka cluster on each
server as its interface for handling data submission and retrieval
requests, as in Figure 6. Specifically, Kafka will be used: 1) as a
data pipeline for buffering (shared) data streams submitted by data
owners; 2) as a ciphertext assembly pipeline to push the gener-
ated ciphertext shares to the other server (i.e., for completing the
two-server stream homomorphic encryption process); and 3) as a
gateway for securely delivering result shares to each trustee in the
RRC. Each party (including owners and servers) will interact with
the two Kafka clusters respectively via inherent Kafka APIs, and
we will enable broker replications to boost the performance.
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6.3 Implementation Details
Our prototype of Vizard is implemented on top of the Spring frame-
work [45] (which is an open and flexible framework for Java devel-
opment) and Apache Kafka [56], consisting of roughly 3000 SLOC.
We used Java in most of our implementations, but we also used
native codes in C++ for DPF and PRF functions via the Java native
interface. Specifically, we adopted the DPF implementation from
Kales et al. [55] and used AES to implement PRF protocols (and
PRG inside DPF), along with CPU-based AES-NI and other intrin-
sic instructions for boosting speed. We implemented a standard
additive sharing scheme with a finite field of group size 264. We
used an integrated framework [44] for communicating with each
server’s Kafka cluster. For evaluating the result release policies, we
utilized existing cryptographic libraries for Shamir’s secret sharing,
and realized a standard geometric distribution tool in Java for noise
generation. We also implemented a basic version of Zeph [19] (with
one privacy controller) for comparisons.

7 EVALUATIONS
We evaluate the effectiveness of Vizard by focusing on its ability to
handle large-scale data streams. The experimental evaluation con-
sists of three parts that test the performance on the data submission,
data processing, and result release stages respectively.
Experiment Setup.We run the benchmarks for owners, servers,
RRC trustees, and consumers on Amazon EC2 instances (m5.xlarge,
4 vCPU, 16 GiB, Ubuntu Server 20.04 LTS). Additionally, we leverage
Amazon MSK [43] to enable a Kafka cluster for each server on an
instance with the same configuration above, and further employ
an additional Amazon RDS server (m5.xlarge with 100GB gp2 SSD)
as each server’s MySQL database instance. Servers are deployed on
two EC2 instances spread over two availability zones in the Asia
Pacific (Hong Kong) region, and RRC trustees are placed in different
availability zones in this region also to simulate federations. This
configuration helps us to benchmark in a controlled environment
where network fluctuations are less likely. Based on our evaluations,
the bandwidth of each instance in this environment is 5Gbps and
the round trip time (RTT) between any two instances is around
0.58𝑚𝑠 . We employ the Java micro-benchmark Harness tool [9] for
performance evaluations.

7.1 Data Owner
Computation. We start with the computation costs for a data
owner to create data stream submissions, which include the con-
struction of DPF keys and data shares. From Figure 7, we can see
that both procedures above are efficient, which need only around
3.6 𝜇s to generate a pair of DPF keys for a data policy and around 3.7
𝜇s for additive share generations. We also test the speed for differ-
ent encodings (i.e., average, variance, and histogram), and we can
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Table 1: Throughput (records/second) vs. Kafka stream parti-
tions and broker replications (partition=1 is the comparison
baseline). 𝑅 represents the replication factor.

Partition
Numbers

Submission = 1𝑘 Submission = 1𝑀

𝑅 = 1 𝑅 = 3 𝑅 = 1 𝑅 = 3

1 2.85𝑘 2.78𝑘 301.93𝑘 212.72𝑘
3 0.99× 0.98× 1.42× 1.16×
5 1.02× 0.99× 1.40× 1.51×
10 1.06× 1.02× 1.41× 1.84×

Table 2: Microbenchmark on each server for conducting two-
server homomorphic encryption.

# Submissions Enc. Comm. Add. Database (opt.)

100 0.5 ms 68 ms 0.1 ms 0.3 s
1𝑘 6.3 ms 74 ms 0.1 ms 1.9 s
10𝑘 54.3 ms 118 ms 1.1 ms 12.3 s
100𝑘 555.1 ms 321 ms 11.6 ms 120.5 s

observe that the throughput ranges from 25k to 130k submission
per second, depending on the underlying encoding.
Bandwidth. The submission size for each server will be deter-
mined by the number of DPF keys and the number of data elements
in the encoding. But overall, it only requires around 26.76 KB to
simultaneously transmit 100 shared data elements and 10 DPF keys
(each takes 1020 Bytes), which we think is affordable for both PC
users and mobile phone users.

7.2 Data Processing Pipeline
Throughput for Handing Submissions. Recall that after generat-
ing their submission shares, data owners will stream each share to
one server for processing via its Kafka cluster. The Kafka cluster is
used as a buffer for coping with large-scale data stream submissions.
At its core, it comprises two main APIs: a producer API that imports
data stream to the cluster and a consumer API that exports the re-
quested streams from the cluster. From Figure 8, we can see that
our implementation nicely integrates with Kafka, and can leverage
its scaling features as expected. Table 1 also shows that increasing
both the partition and broker numbers in Kafka can help further
boost the performance when the submission scale is large enough
(e.g., 1 million submission records per second).
Two-server Homomorphic Encryption. Each server will con-
sume data streams from its Kafka cluster and conduct the encryp-
tion process for generating all owners’ stream ciphertexts. We plot
the costs for computation (i.e., local encryption and ciphertext share
addition) and communication between the two servers in Table 2.
From the table, we can observe that the main bottlenecks are the
time costs for encryption and ciphertext share transmissions (which
are conducted through monitoring the other server’s Kafka cluster).
But overall, it only takes less than a second for the two servers
to jointly encrypt 100𝑘 shares. The generated stream ciphertexts
could be stored in an SQL-enabled database to facilitate subsequent
queries, which takes an additional and linearly growing time costs
for database insertions (e.g., 12.3𝑠 for inserting 10𝑘 records).
Query Cost. Once an analytic query process is triggered, each
server will 1) locally aggregate all specified ciphertexts (i.e., based
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Figure 11: Query cost comparison with plaintext queries and
Zeph [19] (with a time-window of 10 ciphertexts).

on the time-window), 2) securely evaluate all owners’ DPF keys, and
3) jointly decrypt and generate a share of the result. Figure 10 shows
our evaluation result and its comparison with the basic solution
illustrated in Section 3 (which readily embeds data in the DPF keys).
It turns out that our query cost scales with the owner numbers and
the time-window length (for retrieving more ciphertexts from the
database). But overall, it takes only around 4.6𝑠 to query over 10𝑘
owners with a time-window of 100 ciphertexts, which is just 58.8%
of the basic construction. We observe that such performance gain
will moderately decrease when the number of owners grows (as we
require additional processing steps other than DPF key evaluations).
But in our evaluations it can still achieve 1.4× time cost savings
(71.4% of the basic construction) with 100𝑘 owners (and a time-
window of 10 ciphertexts), and the gain will grow noticeably when
we query a larger window of ciphertexts.

We further compareVizard’s query processwith that in Zeph [19],
which is a state-of-the-art data analytic system that enforces pri-
vacy control but does NOT provide metadata (or policy) protection,
in Figure 11. The figure shows that Vizard only incurs an additional
1.12× to 1.26× latency overhead compared to Zeph, which we think
is an affordable security trade-off for the query process.

Finally, we zoom in to focus on the DPF key evaluation process
and evaluate the cost for supporting enriched policies (i.e., with
AND, NOT, and OR operators). From the results, we find out that
the execution of AND and NOT operators adds a very slight cost (<
0.1𝑚𝑠) to the evaluation process. Figure 9 further compares our op-
timized approach for the OR operator with the standard approach
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that linearly evaluates DPF keys, and the results confirm the per-
formance gain of our approach (e.g., 54% cost reduction for 50 OR
conditions).

7.3 Result Release Control
Lastly, we evaluate the release control cost for delivering one result
with an RRC consisting of 10 to 30 trustees. Here for simplicity, we
omit the initialization time cost for RRC formations and focus only
on the added cost for each trustee and the two servers due to our
release controls. We start with the result share splitting process on
each server. In our evaluation, it requires less than 0.6𝑚𝑠 to compute
shares for an RRC of 30 trustees and less than 1𝑚𝑠 to deliver each
share to one trustee via its Kafka cluster, which is efficient to ensure
a smooth delivery process.
Cost for Release Policy Executions. We evaluate the perfor-
mance of Vizard’s release policies with “lazy-but-honest” servers.
Our integrity-based policy follows the widely adopted “ringers” [49]
technique to check servers’ integrity in a probabilistically-secure
way. That is, we insert challenge queries and their commitment
tokens (which are prepared in advance by owners) in a batch of new
queries and secretly share the answer (e.g., the challenge queries’
ids) to each trustee in the RRC. This technique can vastly ease the
cost on the server sides for integrity proof generations, i.e., find-
ing which queries in the given batch are the challenge queries. In
our evaluation, it only adds around 2.25𝑚𝑠 per query for the two
servers. Once the servers output their proofs, answer recovery is re-
quired for each trustee to validate the proof. Although the recovery
cost grows with the number of trustees, the overall cost remains
moderate (e.g., less than 0.25s for 30 trustees).

Our decentralized DP-based release policy is output perturbation-
based [88], which asks each trustee to sample byzantine-secure
noise locally. We evaluate the noise addition cost with a secure
computation process initiated by the two servers, i.e., each sampled
noise will be treated as a data submission for the two servers and
added during the query process. From Table 3, we can see that both
the noise generation and addition process are at the microsecond
scale, which are very efficient. Last but not least, for the payment-
based policy that asks each trustee to check against a consumer’s
payment proof on a public ledger like Ethereum, we evaluate the
proof checking cost using a popular infrastructure named Block-
Cypher [11]. The result shows that each trustee requires around 1.5s
to complete the check, which is acceptable given that a consumer
can make a batch payment for a large number of queries.

Here we omit the cost for result delivery from RRC to a consumer,
as it largely depends on the location and network condition of the
consumer and trustees. After collecting all required shares from
the RRC trustees, our release process would bring an additional 1.7
to 272 ms computation cost for the consumer to recover the result
(or DP-protected result), depending on the RRC size.

8 EXTENSIONS
In this section, we discuss some extension opportunities for Vizard.
AddressingMaliciousOwners.We can provide protections against
malicious owners that might inject carefully crafted inputs (e.g.,
out-of-range data inputs) to Vizard in order to influence the analytic
outputs more than they should. Fortunately, this problem has been

Table 3: Computation Cost for Release Control vs. RRC Size.

RRC
Size

Integrity (batch=20) Privacy Payment

Proof Gen. Check Noise Gen. Add. Check

10 45 ms 1.83 ms 3.9 𝜇s 0.1 𝜇s ∼1.5s
20 45 ms 30.62 ms 3.9 𝜇s 0.1 𝜇s ∼1.5s
30 45 ms 242.06 ms 3.9 𝜇s 1 𝜇s ∼1.5s

extensively studied in the multi-server settings since the seminal
Prio system [27], and it is covered in recent efforts that aim to
provide verifiability to the generated DPF keys (in either the semi-
honest [15] or the fully malicious server setting [12]). Vizard can
adopt those techniques to strengthen our defense against malicious
clients, ensuring that: 1) their data shares are within a valid range,
and 2) their DPF keys indeed evaluate to a correct point function
that has at most one non-zero component.
Parallel Accesses. One performance setback in Vizard is the linear
DPF key evaluation costs: namely, each server needs to go through
all clients’ keys to obtain the correct results. While we note that
this is a security trade-off for providing metadata protections, we
can boost the performance by letting each server evaluate every
owner’s DPF keys in parallel. Also, the two servers can create
multiple instances, so that each pair of instances can handle a
query request in parallel and boost the batch query performance.

9 RELATEDWORKS
Now we give a summary of some closely related works.
Data Analytics with Enforced Privacy. Enabling data analytics
while protecting the privacy of the underlying data is a well-studied
topic. Throughout the years, many practical solutions, which base
on 1) a centralized server and advanced cryptographic encryption
schemes [3, 68, 69, 73], 2) non-colluding servers and MPC-based
secure computations [27, 52, 64], or 3) trusted hardwares [37, 67,
87], are proposed. Although data confidentiality is well preserved
in existing works, the importance of metadata privacy of those
participated data owners during the query process is not effectively
explored. (For those who did enable analytic obliviousness [67, 83,
87], they mainly rely on trusted hardwares and focus on improving
security by addressing advanced side-channel problems therein.)
The property of metadata-hiding in Vizard is inspired by emerging
oblivious storage or file sharing systems [25, 36, 42, 54] that aim to
hide the file access and sharing patterns. But different from their
focus, Vizard only delegates usage rights of those outsourced data,
and the consumers can only obtain an aggregated and metadata-
hiding view of those contributed data.

Another line of works focuses on enabling owner-centric privacy
policies (i.e., data policies in Vizard), so that owners can better en-
force the usage of their data against a distrustful party. While most
existing works enforce such policies via trusted parties or hard-
wares, Burkhalter et al. [19] explore to cryptographically enforce
those privacy policies via a separate control layer that is comprised
of decentralized committee nodes. They enforce that a given re-
sult can be correctly decrypted only if the underlying computation
layer behaves faithfully and enforces all owners’ privacy policies.
However, they have not considered protection for the policies and
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thus could incur severe security threats due to metadata leakage
(e.g., which owners are involved in a sensitive task.)
DPF-based Oblivious Systems. Since the introduction of func-
tional secret sharing (FSS) and the effective distributed point func-
tion (DPF) constructions [14, 15], DPF has been widely studied to
build oblivious messaging systems [28, 42], new private information
retrieval (PIR) schemes over plaintext databases [79] or encrypted
database [31, 32], new scalable ORAM executions [36], and many
others [12, 34, 63]. Vizard extends the scalable ORAM design pro-
posed in [36] to craft optimized storage structures for data streams
and explores other enriched policy control supports to improve
Vizard’s functionalities.
Release Policy Enforcements. Controlling when a generated
result can be released has its necessity in various scenarios where
owners want an extra layer of protection besides data confiden-
tiality (e.g., execution correctness and result privacy), as firstly
introduced by Zheng et al. [88] for machine learning tasks. But
while today’s works on verifiable computation [7, 8, 65, 70] and
differential privacy [12, 24, 37, 86] can provide such a layer of pro-
tection, they usually rely on centralized trust (via one or few trusted
auditors and noise generators) for determining whether the release
policies are fulfilled or not. In contrast, Vizard designs useful release
policies for private analytics and enforces them with decentralized
trust using a byzantine-secure committee.

10 CONCLUSION
Vizard is a metadata-hiding data analytic system that allows data
owners to share their data for collective knowledge in a streamlined,
privacy-preserving, and fully-controlled manner. We hope this new
system can help break the troublesome data silos problem today
and facilitate large-scale data stream analytic services. Vizard’s
code is available on https://github.com/CongGroup/vizard.
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A ALTERNATIVE SOLUTIONS
Below we discuss some potentially feasible alternative solutions
that can fulfill Vizard’s security goals.
Generic MPC with ORAM. One apparent solution to fulfill our
goal of a policy-controlled metadata-hiding data analytic system is
to leverage existing generic-purpose secure two-party computation
(S2PC) for RAM programs (e.g., [23, 25, 36, 50, 58, 84]). Each owner
sends a share of his data and policy to each server, and then the
two servers can jointly run an S2PC process of a RAM program to
1) combine the shares; 2) securely find out the matching data based
on the policy and query request; and 3) aggregate the matched
data and output the result. However, in order to preserve metadata
(i.e., access pattern) protection against the two servers, we have
to additionally construct an ORAM client inside the S2PC, which
would incur substantial costs and affect efficiency when handling a
large amount of data [36]. In contrast, although our approach falls
in the same two-server setting, we design non-trivial optimizations
to boost the efficiency of the S2PC process and avoid the need of
an S2PC-based ORAM client for hiding data access patterns.
Secure Aggregation with DP Privacy. Another line of works on
privacy-preserving data analytics has extensively explored comput-
ing statistics in either the local model [5, 38, 80, 81] (to list just a
few) or the shuffle/anonymous model [4, 46] of differential privacy
(DP). Each owner sends his data (with DP protections) to the data
consumers, who can then obtain the desired results (e.g., summa-
tions) by readily computing on those (noisy) data. But while they
can construct protocols without the need of non-colluding servers,
they would either leak a non-negligible amount of private infor-
mation about the data owner’s data streams or could largely affect
the accuracy of the results [12]. In contrast, our solution provides
much stronger privacy guarantees for the data owners, and we can
also enforce DP privacy (as part of the release policy) for the result
outputs.
Trusted Hardwares. The use of trusted hardwares (e.g., Intel
SGX [29]) for secure data analytics [37, 70] has its unreachable ad-
vantages on efficiency. Each owner securely sends his data streams
and policies to the enclave through an encrypted channel, and the
enclave can process them as plaintext for generating the results
(along with integrity guarantees from the trusted hardware itself).
Due to self-limited memory sizes, the uploaded data streams might
be stored outside the enclave, and thus we need to establish an ad-
ditional ORAM client inside the enclave [1] for securely accessing
the outside storage. Besides, recent attacks have also shown poten-
tial confidentiality leakages through measuring enclave execution
patterns [22] or other hardware-based measurements [26], which
could largely undermine enclave security. In contrast, our solution
does not rely on trusted hardwares.

B ANALYSIS FOR OR OPERATORS
Recall that in our construction for supporting OR operators, we
propose to leverage a random mapping function RM : {0, 1}𝜆 ×
{0, 1}𝑁 → [𝑚] with 𝑝 different salts to securely place 𝑛 DPF keys,
so that later the server will need only to evaluate 𝑝 DPF keys
to compute the controlling value. With this setting, it is readily
understood that we want to reduce the parameter 𝑝 , so that each
server will do fewer computations (which is also the goal wewant to

achieve in the first place). However, given that we only have 𝑝 (𝑝 ≤
𝑛) salted random mapping functions to place those 𝑛 keys, a smaller
number of 𝑝 would inevitably increase the failure probability (i.e.,
we cannot successfully find positions for all those𝑛 keys). In essence,
this failure probability problem has been extensively studied in
the cuckoo hashing paradigm. Below we will sketch some of the
recent results from Demmler et al. [34] to justify our choice of
the parameters 𝑝 and 𝑚. Let 𝑒 be an expansion factor such that
𝑚 = 𝑒 · 𝑛, and 𝜆 be a security parameter such that we will have 2−𝜆
probability of failure in the above key inserting task. The empirical
analysis from [34] demonstrates that

𝜆 = 𝑎𝑛 · 𝑒 + 𝑏𝑛,

where 𝑎𝑛 ≈ 123.5 and 𝑏𝑛 ≈ −130 − log2𝑛, for 𝑛 ≤ 512 and 𝑝 = 3.
From Figure 12, we can see that, in order to maintain constant
computation cost on the server sides, the expansion factor 𝑒 would
grow with the increase of the security parameter 𝜆 that we want to
achieve. This indicates that a data owner might need to create more
fake DPF keys to fill in the unfilled positions in those𝑚 buckets,
which would incur an increase of the communication cost for key
transmission.

But we can observe that the increase of the underlying DPF
keys to be placed (i.e., value 𝑛) does not impact too much on the
expansion factor, which indicates that our solution would bring
a constant scale of fake DPF keys overhead even though we are
dealing with an increased number of DPF keys. Here in our system,
we will allow a maximum of 𝑛 = 50 OR operations per data policy
(which we think should be enough) and adopt 𝜆 = 40 as our security
parameter [2] for 𝑝 = 3 salted random mapping functions. Accord-
ingly, the total buckets sent to the two servers for OR operators
will be𝑚 = 1.5 · 𝑛, where 𝑛 is the number of DPF keys an owner
wants to insert.

C RELEASE POLICY CONSTRUCTIONS
In this section, we will demonstrate the design details of the result
release policies that can be supported in Vizard.

C.1 Integrity-based Release Policies
Here, we will only focus on a “ringer”-based integrity checking
design in this section and omit the concrete designs via publicly
verifiable MPCs (as existing designs can be readily adopted in our
two-server setting for checking output results [12]). Now, we first
summarize how the “ringer” technique works using a basic scheme
proposed in [74] that aims to bring execution assurance for an
outsourced database.
BasicRingerConstructions.Consider a set of queries {𝑞1, . . . , 𝑞𝑘 }
that should be executed via a function 𝐹 (·), we first randomly select
a secret query (e.g., 𝑞𝑚,𝑚 ∈ [𝑘]) and compute a challenge token
(named “ringer”) from the selected query as 𝐻 (𝐹 (𝑞𝑚)), where 𝐻 is
a one-way function like cryptographic hash. Then, the challenge
token and the set of queries will be sent to a service provider. To
prove it has correctly performed the required function 𝐹 (·) for all
queries, in addition to the query results, it also needs to return a
proof𝑚∗ for integrity checking. Thanks to the one-way property
of 𝐻 (·), if 𝑚∗ = 𝑚, we can assure that the service provider has
correctly processed this set of queries.
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Our Treatments. Observe that there is no easy way for the RRC
to calculate a challenge token, as owners’ data policies and data
values are not shared with the RRC, we thus turn our focus to
explore owner-assist approaches. Here, our idea is to let owners
periodically and randomly select a representative that will insert a
specially-crafted query 𝑞∗, whose challenge token is pre-computed
by all owners, to Vizard for integrity checking. Specifically, for each
selected representative, our treatment works in two consecutive
stages, i.e., pre-computation and challenge.

At a high level, in the pre-computation stage, the representative
will generate a large number of challenge queries to the owners and
obtain their associated challenge tokens. Then, the representative
will periodically inject a randomly selected challenge query to a
batch of queries that will be executed by the two servers and secretly
share his true answer to the RRC. Finally, each trustee in the RRC
can verify the integrity of the results delivered by the two servers
by 1) recovering the true answer given by the representative, and 2)
checking whether the two servers have correctly found the “ringer”
query or not. Below are some security concerns we need to further
address on top of this treatment workflow.
SecurityConsiderations. Firstly, for a large set of queries {𝑞∗1, 𝑞

∗
2, . . .}

generated by a randomly selected owner representative, each owner
𝑖 will be able tomatch his data policy 𝑃𝑖 to each query and determine
whether they should participate or not. But apparently, the absence
of data value of a given query will leak information about his data
policy to the representative, so we ask each owner to submit homo-
morphic commitments of his data value and submit a commitment
of zero if the data is not involved in a given query. Since the commit-
ments submitted by all owners are additive, the representative can
readily generate the challenge token of a query 𝑞∗ in the form of
Com(𝐹 (𝑞∗)) (where Com is a homomorphic commitment scheme
like Pedersen commitment) by combining all owners’ commitments.
Besides, it allows the two servers to securely evaluate whether a
query result matches Com(𝐹 (𝑞∗)) (so as to find the “ringer” query)
by locally computing a commitment of its result output and sending
it to the other server.

Secondly, it is well understood that the integrity checking treat-
ment above relies on the secrecy of those challenge queries (i.e.,
the two servers do not know which one is the challenge query
in advance). Therefore, the answer to a challenge token will be
sent to the RRC in secret sharing forms, so that the two servers
cannot learn about the answer without correctly executing those
queries (e.g., by compromising a small set of trustees inside the
RRC). Specifically, we will share those secrets using Shamir’s secret
sharing scheme [72] and set the recovery threshold as 𝑡 = 2/3
(which meets the security threshold we illustrated in Section 2.2).

Lastly, to avoid being detected as a representative that will per-
form integrity checking, the selected owner might need to create
consumer accounts for submitting his challenge queries, or it can
contact some existing consumers to help them insert those chal-
lenge queries. To ease their operation costs, Vizard can provide
a trusted shuffling service (e.g., through a mixed net enabled by
the RRC) to break the links between queries and their submitters.
Here to keep our protocol concise and clear, we adopt the basic
construction (i.e., let the representative create consumer accounts)
in our implementations for demonstration purposes.

Fake Challenge Tokens. One obvious problem of our approach is
that it can only achieve probabilistically-secure integrity checking,
and the two servers can still stop processing as soon as they have
found the “ringer” query inside. One strategy to reduce the false
positive (FP) rate defined above is to ask the representative to send
multiple challenge queries and tokens to the two servers. Besides,
we can also let the representative generate fake challenge tokens
and send them to the two servers. Fake challenge tokens do not
match any result in the batch of queries to be executed, and they
are just random values generated by the representative. Therefore,
the cost for fake challenge token generation is very cheap.

The existence of more challenge tokens (thanks to those cheap
fake challenge tokens) makes the two servers more hesitant to stop
even they have found some “ringers”, as they don’t know whether
there are other true “ringers” in the remaining challenge tokens.
As illustrated in [74], given a batch of 20 queries that consist of
2 ringers and 4 fake challenge tokens, the server will have a low
success rate (less than 20%) even after executing 16 queries.

C.2 Privacy-based Release Policies
Recall that in Vizard, we also allow privacy-based release policies
that aim to correctly generate differential privacy noise and add it to
a query result, i.e., out0+out1+noise, before deliveries. Specifically,
the generated noise can be added to the result during the query
process by the two servers, or by trustees in the RRC after receiving
result shares given by the two servers. But since Shamir’s secret
sharing scheme does not support homomorphic operations on the
shares, in Vizard we adopt the former approach and add noise to
the result during the query process. The generated (DP-noised)
result share on each server will also be split and shared to trustees
in the RRC for deliveries, so that we can enforce other policies (e.g.,
integrity and payment) at the same time.

We note that some recent works have proposed homomorphic
secret sharing schemes (HSS) [16] that allow share operations, but
their current constructions would require expensive overhead for
both share generations and recoveries, making them impractical
to be used for handling large-scale queries. We leave a concrete
and optimized design that is based on HSS (on the RRC side) in our
future works.
Concrete Design.Our goal here is to enforce that a correct amount
of DP noises (i.e., fits the (𝜖, 𝛿) privacy budget that is jointly defined
by owners) will be added during the query process with the help of
a decentralized committee. Fortunately, we can follow the line of
byzantine-secure distributed noise generation works [39, 73] and
let each trustee locally generate noise. Specifically, each trustee
generates a noise drown from a carefully-parameterized geomet-
ric distribution (i.e., Geom(exp( 𝜖

𝑆𝑅
)), with probability 1

𝑡 ·𝑊 log 1
𝛿
),

where 𝑆𝑅 is the share output range of the underlying secret sharing
scheme and 𝑡 (𝑡 = 2/3 in Vizard) is the byzantine threshold. Each
generated noise will be securely split and given to the two servers,
where every trustees’ noise shares will be accumulated on each
server and added to its result share for protection. Each server will
then securely split its result share to each trustee in the RRC (along
with integrity proofs) as we demonstrated before for the release
process. This method can achieve (𝜖, 𝛿)-DP privacy for the query

result (with a small error of roughly𝑂 ( 𝑆𝑅𝜖
√︃

1
𝑡 ) if 𝑡 = 2/3 trustees in
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RRC are honest). We note recent works [4, 51] have further reduced
the total noise needed, and their constructions are also applicable
to Vizard.
Remarks on Privacy Budget. When the budget is exhausted, no
more query should be conducted for avoiding unintended privacy
leakage. This indicates that we might need to replenish the budget
regularly (e.g., daily) to keep our query service operational. But we
also note that a recent work [68] has explored to use the Sparse-
Vector technique to stretch a given privacy budget. It would be
interesting to explore whether this technique can be used in Vizard
to prolong the life-circle of our query service, and we leave such
exploration in our future works.

C.3 Payment-based Release Policies
Vizard allows data owners to specify payment-based release poli-
cies that enforce monetary rewards for them before the result is
delivered to the consumers. Here, given the fact that the result is
secret shared and requires the majority of trustees (e.g., 2/3) to
recover, an apparent idea is thus to ask each trustee in the RRC
to serve as an arbiter to enforce payment-based result delivery, so
that a malicious consumer cannot obtain enough result shares to
recover the result if he has not faithfully made a payment. Here to
ensure that the payment record can be publicly verifiable by each
trustee, Vizard turns to the emerging blockchain technologies and
crafts a smart contract-based payment channel on Ethereum [82]
for consumers to make payments and show proofs to trustees in
the RRC. The process executes as follows:

(a) Vizard will initialize a smart contract SC, and ask data owners
to create on-chain accounts and record their accounts to SC
for receiving the payments.

(b) Data owners can then jointly decide their payment policies
(e.g., deciding $Price for each specific type of query task).

(c) After making a query to our system, each consumer will ob-
tain a query id qid that will be used to associate his on-chain
payments.

(d) To make a payment, the consumer will send a payment transac-
tion that records (“qid”, “$Price”) to pay a pre-defined amount
of money to SC, and this payment will be evenly split to all
registered data owners. (To support more fine-grained pay-
ment strategies, e.g., quality-based, without leaking the reward
distributions, we can further adopt off-chain payment chan-
nels [10, 40] to deliver owners’ rewards.)

(e) The consumer can now contact each trustee in the RRC with a
payment proof for result retrievals, and each trustee will check
the proof and (if the proof is validated) deliver its local result
share to the consumer.

Remarks. The use of blockchain to construct an on-chain payment
channel can ensure public verifiability, but it would also incur
enormous blockchain maintenance overhead for each trustee (e.g.,
require storing over hundreds of GBs of data to become a full node).

To relieve such maintenance overhead, we can further leverage
existing light client designs, which store only lightweight block
headers and rely on an existing full node for transaction retrievals.
Here in Vizard, we will ask each trustee to use existing blockchain
infrastructure (e.g., Infura for Ethereum) for simplicity, and we are
aware that additional integrity hardening techniques (e.g., [17, 20,
61]) can be further adopted to enforce security.
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