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#### Abstract

Decentralized multi-authority attribute-based encryption (MA-ABE) is a distributed generalization of standard (ciphertext-policy) attribute-based encryption where there is no trusted central authority: any party can become an authority and issue private keys, and there is no requirement for any global coordination other than the creation of an initial set of common reference parameters.

We present the first multi-authority attribute-based encryption schemes that are provably fully-adaptively secure. Namely, our construction is secure against an attacker that may corrupt some of the authorities as well as perform key queries adaptively throughout the life-time of the system. Our main construction relies on a prime order bilinear group where the $k$-linear assumption holds as well as on a random oracle. Along the way, we present a conceptually simpler construction relying on a composite order bilinear group with standard subgroup decision assumptions as well as on a random oracle.

Prior to this work, there was no construction that could resist adaptive corruptions of authorities, no matter the assumptions used. In fact, we point out that even standard complexity leveraging style arguments do not work in the multi-authority setting.


[^0]
## Contents

1 Introduction ..... 1
1.1 Our Results ..... 2
2 Technical Overview ..... 3
2.1 Background on MA-ABE ..... 4
2.2 Fully Adaptive Security ..... 4
2.3 Limitations of Previous Works ..... 5
2.4 Overview of Our Approach and Our (Composite Order) Scheme ..... 7
2.4.1 Our construction ..... 9
2.4.2 Our security proof ..... 10
2.5 Porting to Prime Order Groups ..... 13
3 Preliminaries ..... 13
3.1 Access Structures and Linear Secret Sharing Schemes ..... 13
3.2 Strong Randomness Extractors ..... 14
3.3 The Notion of Fully-Adaptive Decentralized MA-ABE for LSSS ..... 15
4 Our Composite Order Group MA-ABE Scheme ..... 17
4.1 Composite Order Bilinear Groups and Assumptions ..... 17
4.2 The Construction ..... 19
4.3 Correctness ..... 20
4.4 Security Analysis ..... 21
5 Our Prime Order Group MA-ABE Scheme ..... 44
5.1 Prime Order Bilinear Groups and Associated Notations ..... 45
5.2 Basis Structure for the Composite to Prime Order Translation Framework ..... 45
5.3 Complexity Assumptions ..... 46
5.4 The Construction ..... 47
5.5 Correctness ..... 48
5.6 Security Analysis ..... 49

## 1 Introduction

Attribute-based encryption schemes SW05 GPSW06 allow fine-grained access control when accessing encrypted data: Such encryption schemes support decryption keys that allow users that have certain credentials (or attributes) to decrypt certain messages without leaking any additional information. Over the years, the challenge of designing $A B E$ schemes has received tremendous attention resulting in a long sequence of works achieving various trade-offs between expressiveness, efficiency, security, and underlying assumptions BSW07, OSW07, Wat09, LOS ${ }^{+}$10, LW10, OT10, AFV11, LW11b, Wat11, LW12, OT12, Wat12, Boy13, GGH ${ }^{+} 13$, GVW13, Att14, BGG ${ }^{+} 14$, Wee14, CGW15, Att16, BV16, ABGW17, GKW17, CGKW18a, Att19, AMY19, GWW19, KW20, Tsa19, AY20, BV20, GW20, LL20.

Multi-Authority Attribute-Based Encryption: In ABE schemes, restricted decryption keys can only be generated and issued by a central authority who possesses the master secret key. Chase Cha07] introduced the notion of multi-authority ABE (MA-ABE) which allows multiple parties to play the role of an authority. More precisely, in an MA-ABE, there are multiple authorities which control different attributes and each of them can issue secret keys to users possessing attributes under their control without any interaction with the other authorities in the system. Given a ciphertext generated with respect to some access policy, a user possessing a set of attributes satisfying the access policy can decrypt the ciphertext by pulling the individual secret keys it obtained from the various authorities controlling those attributes.

After few initial attempts [Cha07, LCLS08, MKE08, CC09, MKE09] that had various limitations, Lewko and Waters [LW11a] were able to design the first truly decentralized MA-ABE scheme in which any party can become an authority and there is no requirement for any global coordination other than the creation of an initial trusted setup. In their scheme, a party can simply act as an authority by publishing a public key of its own and issuing private keys to different users that reflect their attributes. Different authorities need not even be aware of each other and they can join the system at any point of time. There is also no bound on the number of attribute authorities that can ever come into play during the lifetime of the system. Their scheme supports all access policies computable by $\mathrm{NC}^{1}$ circuits. Furthermore, utilizing the powerful dual system technique Wat09, security is proven assuming a composite order bilinear group with "subgroup decision"-style assumptions and in the random oracle model.

Following Lewko and Waters LW11a there were several extensions and improvements. Okamoto and Takashima OT20 gave a construction over prime order bilinear groups relying on the decision-linear (DLIN) BBS04 assumption. Rouselakis and Waters RW15 and Ambrona and Gay AG21 provided efficiency improvements but used the less standard $q$-type assumptions and the generic group model respectively. Datta et al. DKW21a gave the first Learning With Errors (LWE)-based construction supporting a non-trivial class of access policies. All of the above are in the random oracle model. Very recently, Waters, Wee, and Wu WWW22 gave a construction (for the same class of policies as DKW21a) whose security can be based in the plain model without random oracles, relying on the recently-introduced evasive LWE assumption Wee22 Tsa22 which is a very strong knowledge type assumption.

Security: The natural MA-ABE security definition requires the usual collusion resistance against unauthorized users with the important difference that now some of the attribute authorities may be corrupted and therefore may collude with the adversarial users. While some constructions support adaptive key queries, there is no known construction, under any assumption, which supports fully adaptive corruption of authorities. Given the distributed nature of MA-ABE it seems unsatisfying to assume that an attacker commits on a corrupted set of authorities at the beginning of the security game, even before seeing any secret key. Indeed, in reality we do not even expect all attribute authorities to join the system at the same time. Therefore, we
argue that the "static corruptions" model that previous works have considered does not capture realistic attack scenarios, and we therefore ask whether it is possible to improve it by supporting adaptive corruption of authorities.

We emphasize that getting fully adaptive security is a well-known gap in existing constructions. Even though the authors of LW11a were well versed in sophisticated dual system technique, they (and all followup attempts) got fundamentally stuck in solving this obstacle. More broadly, getting adaptive security is a fundamental area of research in the cryptographic community with many successes over the years (e.g., Wat15, ABSV15, GW20, LL20, KW20). Still, this natural question in the MA-ABE domain remained untouched.

Interestingly, this is one of the rare cases where generic complexity leveraging/guessing style arguments fail (even if we are fine with a sub-exponential security loss). Indeed, applying these arguments in our setting results in an exponential loss proportional to the maximum number of authorities per ciphertext. Thus, there needs to be a pre-determined maximum number of authorities per ciphertext limit and then the security parameter needs to be chosen appropriately. Our goal, of course, is to devise a truly decentralized scheme where any party could join as an authority at any point in time and there is no limit to the number of authorities.

### 1.1 Our Results

We construct the first truly decentralized MA-ABE schemes which are provably secure even when fully adaptive corruption of authorities are allowed, in addition to fully adaptive key queries. Our schemes are based on bilinear groups with standard polynomial hardness assumptions and in the random oracle model. We emphasize that our constructions are the first provably secure schemes against fully adaptive corruptions of authorities under any assumption.

We first give a construction based on bilinear groups of composite order with (by now) standard subgroup-decision assumptions, and then give a construction in prime order bilinear groups where the $k$-Linear ( $k$-Lin) HK07,Sha07] or more generally the matrix Diffie-Hellman (MDDH) [EHK $\left.{ }^{+} 13\right]$ holds.

Theorem 1.1 (Informal; see Section (4): Assume a composite order bilinear group where "standard" subgroup-decision assumptions hold. Then, there is a fully-adaptive MA-ABE scheme in the random oracle model.

The assumptions that we use in the above theorem have been used multiple times in the past and they were shown to hold in the generic bilinear group model [LW10, LW11b, LW11a. However, we still point out that composite order-based constructions have few drawbacks compared to the more standard prime order setting. First, in prime order groups, we can obtain security under more standard assumptions such as $k$-LIN or bilinear Diffie-Hellman (BDH) [BF01] assumption. Second, in prime order groups, we can achieve much more efficient systems for the same security levels Fre10 Gui13 dlPVA22. This is because in composite order groups, security typically relies on the hardness of factoring the group order. In turn, this requires the use of large group orders, which results in considerably slower group and pairing operations.

To this end, starting with Freeman Fre10 and Lewko Lew12, multiple frameworks and tools have been developed to translate existing composite order group constructions into prime order analogues (see, for example, OT10, OT12, KL15, Att16, CGW15, GDCC16, AC16 CGKW18b). We use a recent set of tools due to Chen, Gong, Kowalczyk, and Wee [CGKW18b] (building on CGW15 GDCC16]) and manage to obtain a construction in (asymmetric) bilinear groups of prime order whose security is based on the more standard $k$-Lin or MDDH assumption ${ }^{1}$

[^1]Table 1. State of the Art in Decentralized MA-ABE

| Scheme | Access policy | Assumption | Security | Bounded policy size |
| :---: | :---: | :---: | :---: | :---: |
| $\overline{\text { LW11a }}$ | $\mathrm{NC}^{1}$ | subgroup decision | selective | no |
| $\overline{\text { OT20 }}$ | $\mathrm{NC}^{1}$ | DLin | selective | no |
| $\overline{\overline{\text { RW15}}}$ | $\mathrm{NC}^{1}$ | $q$-type | static | no |
| $\mid \overline{\text { DKW21a }}$ | DNF | LWE | static | yes |
| $\overline{\overline{\text { DKW21b }}}$ | $\mathrm{NC}^{1}$ | C/D-BDH | static | yes |
| $\overline{\text { WWW22 }}$ | DNF | evasive LWE | static | yes |
| $\overline{\text { This Work }}$ | $\mathrm{NC}^{1}$ | subgroup decision | full | no |
| This Work | $\mathrm{NC}^{1}$ | $k$-Lin or MDDH | full | no |

In this table, static security requires all of the ciphertexts, secret keys, and corruption queries to be issued by the adversary before the public key of any attribute authority is published, selective security requires corruption queries to be issued ahead of time, but all other queries (secret keys and ciphertexts) can be made adaptively, and full security enables all queries, including corruption queries, to be made adaptively. Schemes having a restriction that the maximal size of policies has to be declared during system setup are said to have bounded policy size. All of the works are in the random oracle model except WWW22. Lastly, we mention that this table only lists truly decentralized schemes with no trusted centralized authority.

Theorem 1.2 (Informal; see Section 5): Assume a prime order bilinear group where the $k$ Lin or MDDH assumption holds. Then, there is a fully-adaptive MA-ABE scheme in the random oracle model.

The state of the art MA-ABE constructions are compared in Table 1.

Technical highlight: As all previous group-based decentralized MA-ABE systems secure against adaptive key queries in the standard model LLW11a, OT20], we also use the dual-systems methodology. However, as we explain below, the existing techniques in this space cannot be used to prove fully adaptive security, that is, security against both adaptive key queries and adaptive corruption of attribute authorities. As our main conceptual contribution, we introduce a new technique within this space that allows us to bleed information from one sub-group to another in an unnoticeable way. We call this technique dual systems with dual sub-systems and it allows us to undetectably move information between different sub-groups across ciphertexts and key components via a secondary dual sub-system. We believe that this conceptual contribution is of independent interest. See Section 2 for details.

## 2 Technical Overview

This section starts by providing an overview of the notion of MA-ABE schemes and our fully adaptive security definition, followed by an exposition of previous works and why they failed to achieve the fully adaptive security. We then continue with explaining our main new ideas, followed by an overview of the final scheme and its security proof. We decided to provide an extensive and detailed technical overview in order to help in understanding the challenges stemming from the fully adaptive security model and our approach for dealing with them. A reader interested in our constructions can directly refer to Section 2.4.1.

### 2.1 Background on MA-ABE

Our MA-ABE (like all other known MA-ABE schemes) is designed under the assumption that each user in the system has a unique global identifier GID coming from some universe of global identifiers $\mathcal{G I D} \subset\{0,1\}^{*}$. We shall further assume (without loss of generality) that each authority controls just one attribute, and hence we can use the words "authority" and "attribute" interchangeably. (We note that this restriction can be relaxed to support an a priori bounded number of attributes per authority LW11a.) We denote the authority universe by $\mathcal{A} \mathcal{U}$.

Let us recall the syntax of decentralized MA-ABE for $N C^{1}$ access policies, which is well known to be realizable by (monotone) linear secret sharing schemes (LSSS) BL88, LW11a. A decentralized MA-ABE scheme consists of 5 procedures GlobalSetup, AuthSetup, KeyGen, Enc, and Dec. The GlobalSetup procedure gets as input the security parameter (in unary encoding) and outputs global public parameters. All of the other procedures depend on these global parameters (we may sometimes not mention them explicitly when they are clear from context). The AuthSetup procedure can be executed by any authority $u \in \mathcal{A} \mathcal{U}$ to generate a corresponding public and master secret key pair, $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. An authority holding the master secret key $\mathrm{MSK}_{u}$ can then generate a secret key $\mathrm{SK}_{\text {GID }, u}$ for a user with global identifier GID. At any point in time, using the public keys $\left\{\mathrm{PK}_{u}\right\}$ of some authorities, one can encrypt a message msg relative to some linear secret sharing policy $(\boldsymbol{M}, \rho)$, where $\boldsymbol{M}$ is the policy matrix and $\rho$ is the function that assigns row indices in the matrix to attributes controlled by those authorities, to get a ciphertext CT. Finally, a user holding a set of secret keys $\left\{\right.$ SK $\left._{\text {GID }, u}\right\}$ (relative to the same GID) can decrypt a given ciphertext CT if and only if the attributes corresponding to the secret it possesses "satisfy" the access structure with which the ciphertext was generated. If the MA-ABE scheme is built in the random oracle model as is the case in this paper and in all previous collusion resistant MA-ABE schemes $2^{2}$ the existence of a public hash function H mapping the global identifiers in $\mathcal{G I D}$ to some appropriate space is considered. This hash function H is generated by GlobalSetup and is modeled as a random oracle in the security proof.

### 2.2 Fully Adaptive Security

Just like standard ABE, the security of an MA-ABE scheme demands collusion resistance, that is, no group of colluding users, none of whom is individually authorized to decrypt a ciphertext, should be able to decrypt the same when they pull their secret key components together. However, in case of MA-ABE, it is further required that collusion resistance should hold even if some of the attribute authorities collude with the adversarial users and thereby those users can freely obtain secret keys corresponding to the attributes controlled by those corrupt authorities. Decentralized MA-ABE further allows the public and secret keys of the corrupt authorities to be generated in a malicious way and still needs collusion resistance. This is crucial since, in a decentralized MA-ABE scheme, anyone is allowed to act as an attribute authority by generating its public and secret keys locally and independently of everyone else in the system. We are aiming for fully adaptive security which is roughly defined by the following game:

- Global Setup: The challenger runs GlobalSetup to generate global public parameters.
- Query Phase I: The attacker is allowed to adaptively make a polynomial number of queries of the following form:

1. Authority Setup Query: the challenger runs AuthSetup to create a public/master key pair for an authority specified by the adversary.
2. Secret Key Query : the challenger runs KeyGen to create a secret key for a given attribute.

[^2]3. Authority Master Key Query : the challenger provides the attacker the master secret key corresponding to some authority of the adversary's choice.

- Challenge Phase: The adversary submits two messages $\mathrm{msg}_{0}, \mathrm{msg}_{1}$, and an access structure along with a set of public keys of authorities involved in the access structure. It gets back from the challenger an encryption of one of the messages (chosen at random) with respect to the access structure. It is crucial that the adversary does not hold enough secret keys/authority master keys to decrypt a message that is encrypted with respect to the access structure.
- Query Phase 2: Same as in Query Phase 1 (while making sure that the constraint from the challenge phase is not violated).
- Guess: The attacker submits a guess for which message underlies the challenge ciphertext.

All previous MA-ABE schemes consider a much weaker definition where the adversary must commit during the Global Setup phase on the set of authorities in the system as well as on the subset of corrupted authorities. Already at that point, the private/public key pairs of all noncorrupt authorities are created by the challenger and the public keys are given to the attacker. (That is, during Query Phase I and II, only queries of form 2 (secret key query) are allowed.) Our fully adaptive definition is much more realistic given the distributed nature of MA-ABE.

### 2.3 Limitations of Previous Works

As in any $A B E$ scheme, the challenge in $M A-A B E$ is to make it collusion resistant. Usually, $A B E$ schemes achieve collusion resistance by using the system's authority who knows a master secret key to "tie" together different key components representing the different attributes of a user with the help of fresh randomness specific to that user. Such randomization would make the different key components of a user compatible with each other, but not with the parts of a key issued to another user.

In a multi-authority setting, however, we want to satisfy the simultaneous goals of autonomous key generation and collusion resistance. The requirement of autonomous key generation means that standard techniques for key randomization cannot be applied since there is no one party to compile all the pieces together. Furthermore, in a decentralized MA-ABE system each component may come from a different authority, where such authorities have no coordination and are possibly not even aware of each other. To overcome this, all previous decentralized MA-ABE schemes use the output of a public hash function applied on the user's global identity, GID, as the randomness tying together multiple key components issued to a specific user by different authorities $3^{3}$

To see the challenge let us focus on one particular construction due to Lewko and Waters LW11a]. Although this is the very first truly decentralized MA-ABE scheme, all relevant follow-up works heavily rely on it and therefore suffer from similar problems. The security proof of the LW11a construction uses the dual system technique originally developed by Waters Wat09. In a dual system, ciphertexts and keys can take on two forms: normal or semi-functional. Semifunctional ciphertexts and keys are not used in the real system, they are only used in the security proof. A normal key can decrypt normal or semi-functional ciphertexts, and a normal ciphertext can be decrypted by normal or semi-functional keys. However, when a semi-functional key is used to decrypt a semi-functional ciphertext, decryption will fail. Security for dual systems is proved using a sequence of "indistinguishable" games. The first game is the real security game (with normal ciphertext and keys). In the next game, the ciphertext is semi-functional, while all the keys are normal. For an attacker that makes $q$ secret key requests, we define $q$ games, where in the $k$-th one, the first $k$ keys are semi-functional while the remaining keys are normal.

[^3]In game $q$, all the keys and the challenge ciphertext given to the attacker are semi-functional. Hence, none of the given keys are useful for decrypting the challenge ciphertext.

The proof of LW11a follows this high level approach, but inherently relies on the fact that the corrupted authorities are specified in advance. There, towards the end of the proof, all keys are semi-functional and the challenge ciphertext is also semi-functional. The goal in the last hybrid is to move to a game where the semi-functional challenge ciphertext is of a random message (rather than the original message). For this to be indistinguishable, they need to "shut off" the rows in the matrix of the access policy corresponding to the corrupted authorities. This is done by using an information theoretic tool of choosing a vector which is orthogonal to those rows in the challenge ciphertext (such a vector must exist since the corrupted set must be unauthorized). Effectively, this allows them to completely ignore the existence of authority master keys corresponding to those rows, while for the other rows the inexistence of a secret key was already taken care of when they moved to a game where all keys are semi-functional.

This approach clearly fails when authorities can be corrupted adaptively. Technically, it is impossible to "shut off" the rows corresponding to the corrupted authorities since the latter may not be even known at the time the challenge ciphertext is created since authorities may be corrupted after the challenge ciphertext is created where the challenger should be able to give the adversary the corresponding master key. However, with the (proof) approach of Lewko and Waters LW11a this is impossible since the challenger (at that point) does not even have a properly formed master key for the authority.

A Fundamental Limitation?: At this point it is useful to step back and try to discern whether and why handling corrupted authorities was a foundational problem of LW11a and has remained open for more than a decade. Lewko and Waters create an intricate dual system encryption proof that uses two semi-functional subspaces. Their techniques go beyond the prior methods of LOS $^{+} 10$, LW10] to adapt to the demands of the multi-authority setting. Now the question is the following.

Question: Is the lack of handling authority corruption mostly an oversight that can be addressed by pushing their techniques a tiny bit further or is there a more fundamental barrier?

The answer to this question can be distilled by making a quick observation about the LewkoWaters construction. In their construction all user keys are composed of bilinear group elements. Thus, one can execute a dual system encryption proof by applying subgroup decision or $k$-linear assumptions (depending on the setting) to change the distribution of such groups over the course of a sequence of games as is typically done.

The authority master secret keys however consist solely of exponents over the order of the group. The reason for authority keys being exponents is a consequence of the demands of the multi-authority setting. To bring authority keys into the fold of a dual system encryption proof one would need a plan for changing such keys to some kind of semi-functional form. However, there is no trodden path in the dual system encryption literature for doing this for keys formed solely from exponents. Indeed, none of the hardness assumptions seem to align with this goal at all!

Due to these fundamental barriers, the construction and proof of Lewko and Waters dealt with key queries and corrupted authorities separately. For uncorrupted authorities, the proof handles key generation queries via a dual system encryption. In contrast, corrupted authorities were statically "routed around" in the proof so as to not have important information when needed and thus taken "outside" the dual system encryption proof.

In our work, we will show how to overcome this barrier and bring adaptive corruption of authorities into the fold of a dual system encryption proof. Doing so will require both a novel construction and proof ideas. We shall focus on the composite order construction next as this is
where most of the new ideas already come up and it is also much easier to describe. We give an overview of how we port the construction to the prime order setting in Section 2.5.

### 2.4 Overview of Our Approach and Our (Composite Order) Scheme

Looking into the Lewko-Waters LW11a] MA-ABE scheme and the security proof more closely, we observe that their authority master keys consist of two exponents, namely $\alpha, y \leftarrow \mathbb{Z}_{N}$ where $N=p_{1} p_{2} p_{3}$ is the order of the underlying composite order group. At the final step of their security proof where they transition from a correctly formed semi-functional ciphertext for the challenge message to one for a completely random message, they simulated the exponents $\alpha$ and $y$ based on the instance of the underlying hard problem. As such, they could not hope to give out those keys to the adversary during the security game. In other words, they could not support adaptive corruption of authorities.

In order to resolve this problem, ultimately, we want to come up with a construction and a corresponding proof strategy that never needs to simulate the authority master keys based on instances of underlying hard problems. Towards this end, we first observe that it is due to their scheme design that Lewko-Waters LW11a needed to simulate the authority master keys. More specifically, in each ciphertext, the payload is masked with the group element $e\left(g_{1}, g_{1}\right)^{s}$ in the target group for random $s \leftarrow \mathbb{Z}_{N}$. Next, the ciphertext provides secret shares of the masking factor $s$ according to the underlying access policy in the exponent of $e\left(g_{1}, g_{1}\right)$ and they mask them with $\alpha$ for the corresponding authorities also in the exponent of $e\left(g_{1}, g_{1}\right)$. This is done to ensure that during decryption, only the shares corresponding to the attributes possessed by the decryptor can be recovered by canceling out the $\alpha$ part with a collection of appropriate secret keys for user GID.

Now, at the final hybrid transition of their security proof, they utilized an assumption similar to decisional bilinear Diffie-Hellman (DBDH) where they simulate $s$ as abc, where $a, b, c \leftarrow \mathbb{Z}_{N}$ are random exponents and unknown to the simulator. Therefore, the simulator has to embed the term $a b$ within $\alpha$ so that it can simulate the ciphertext components containing the shares of $s$ by canceling out $a b$ in the exponent.

In order to do away with $\alpha$ and transition to a construction and proof technique that do not require simulating the authority master keys, we consider a new element $h$ from the $p_{1}$ subgroup in the global public parameters. Instead of relying on the entropy derived from the exponents $\alpha$ corresponding to the authorities/attributes a user does not possess, we would like to rely on the entropy obtained from this new component $h$ to hide the payload (recall that $h$ is a part of the global public parameters and is not associated with any attribute authority). Simulating $h$ based on the underlying hard problem would not affect the simulator's ability to give out authority master keys. So, our initial idea is to simply mask the payloads with $e\left(g_{1}, h\right)^{s}$ for $s \leftarrow \mathbb{Z}_{N}$. We then provide ElGamal encryptions of the secret shares of the masking factor $s$ under the corresponding authority master keys, which now consist only of the exponents $y$. More precisely, we include $C_{1, x}=g_{1}^{r_{x}}, C_{2, x}=g_{1}^{y_{\rho(x)} r_{x}} g_{1}^{\sigma_{x}}$ for all rows $x$ of the associated LSSS access structure $(\boldsymbol{M}, \rho)_{4}^{4}$ For the user's secret keys, instead of generating it as $g^{\alpha} \cdot \mathbf{H}(\mathrm{GID})^{y}$, as in Lewko-Waters construction, we form the secret keys as $(h \cdot \mathrm{H}(\mathrm{GID}))^{y}$.

The high level idea of the security proof is then to change $h$ from being an element of the $p_{1}$ subgroup to being an element of the $p_{1} p_{2}$ subgroup. Then, the factor masking the message would become $e\left(g_{1}, h\right)^{s} \cdot e\left(g_{2}, h\right)^{s}$. At this point, we can leverage the entropy of $s \bmod p_{2}$ to hide the payload in the final game.

Dual systems with dual sub-systems: Unfortunately, the above scheme does not satisfy correctness. This is because, at the time of decryption, while pairing the ciphertext and key

[^4]components, some additional terms involving the shares of the masking factor $s$ in the exponent of $e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)$ would remain. In order to cancel out these terms and ensure correctness, we introduce another parallel sub-system where we provide ElGamal encryptions of shares of $-s$ under corresponding authority master keys and provide elements of the form $\mathrm{H}(\mathrm{GID})^{y}$ as part of the user's secret keys. At the time of decryption, this part will produce $e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{-s}$ that will cancel $e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{s}$ from the first sub-system.

Now, observe that if the same authority master keys $y$ are used across both the sub-systems, then a user obtaining $(h \cdot \mathrm{H}(\mathrm{GID}))^{y}$ and $\mathrm{H}(\mathrm{GID})^{y}$ as parts of its secret key can easily recover $h^{y}$ which may hamper security. We therefore use two different exponents for the two sub-systems.

Overall, our scheme consists of two sub-systems which we refer to as the " $A$ " sub-system and the " B " sub-system. Accordingly, the master key of an attribute authority consists of two random exponents $y_{A}, y_{B} \leftarrow \mathbb{Z}_{N}$. The first sub-system deals with encoding the payload and the shares of the masking factor $s$, whereas the second sub-system works as a shadow system to cancel out some extra terms during decryption to ensure correctness.

Our security proof proceeds as follows. The first step of our proof is to make a ciphertext semi-functional over the $p_{3}$ subgroup. The argument relies on two key facts. (1) Any subset of authorities the attacker compromises will not satisfy the access structure. Thus, the corrupted authorities alone are not enough to (information theoretically) determine if the challenge ciphertext is semi-functional. (2) The keys given out by uncorrupted authorities will not have any component in the order $p_{3}$ subgroup, thus they will not help out such an attacker (at this step). Put together, this gives a method to leverage the information theoretic steps in order to handle adaptive corruption of authorities. Our approach uses both computational and information theoretic arguments to step between different hybrid experiments. A critical feature of our security proof is that any step that relies on the attacker's keys not satisfying the access structure will be an information theoretic argument, thereby sidestepping issues related to guessing which authorities are corrupted. (There will of course be multiple computational arguments between and setting up the information theoretic ones.) A similar high-level approach of using information regarding what the adversary corrupts only in information theoretic arguments was used in few previous dual system proofs (e.g., Wat09, LW10, LOS ${ }^{+} 10$ ), but here we are able to implement the technique in the (more challenging) distributed setting and enfolding corrupted authorities.

Our approach allows us to establish both semi-functional keys and ciphertexts in a given subspace of the cryptosystem. However, it comes with a big caveat. While the semi-functional argument is established in the $p_{3}$ subgroup we had to keep it separate from the ciphertext component blinding the message which lives solely in the $p_{1}$ subgroup. At this stage it is therefore unclear that all the work we did will even hide the message at all. Therefore, the next portion of our proof needs to "bleed" the semi-functional portions of the ciphertext into the portions blinding the message. Here again our two sub-system construction crucially comes into play. We will take turns by first bleeding over into one and then into the other.

We call this novel technique as a dual system with dual sub-systems. This technique utilizes the semi-functionality within one sub-system to introduce semi-functionality within the other. Then, this will allow us to transform the challenge ciphertext and keys in such a way that the $p_{2}$ segment of the special group element $h$ remains information-theoretically hidden to the adversary and so its entropy can then be amplified using a suitable randomness extractor to hide the encrypted message completely.

As we mentioned above, we set the user secret key components for the two sub-system asymmetrically, namely, we multiply the special group element $h$ within the user secret key components that correspond to the first sub-system. But, we do not multiply it within those corresponding to the second sub-system. We crucially leverage this asymmetry in the security proof as follows. We first bleed the semi-functional portions within the $p_{3}$ subgroup of the second sub-system into the $p_{2}$ subgroup of the same to make the $p_{2}$ components semi-functional. After that, we utilize this semi-functionality of the second sub-system to switch the special group
element $h$ from being embedded within the user secret key components of the first sub-system to those corresponding to the second sub-system. Once we are done with this step, we then bleed the semi-functional portions within the $p_{3}$ subgroup of the first sub-system into the $p_{2}$ portions of the same and make the $p_{2}$ portions of this sub-system semi-functional. This strategy is crucial since it is not clear how to leverage the dual-system methodology to inject semi-functionality into the $p_{2}$ portions of the first sub-system if the group element $h$ is not moved away from this subsystem. At this point, the $p_{2}$ segment of the ciphertext component blinding the message becomes completely independent of the $p_{2}$ segments of all the other ciphertext and key components. Therefore, we can utilize its entropy to blind the message information-theoretically. For a more detailed overview of our hybrid proof strategy, please refer to Section 2.4 .2 below.

We once again emphasize that all applications of the dual system methodology so far only dealt with a single system. The two sub-system design is completely new to this work. Also, as we argued above, full security of MA-ABE seems out of reach using standard previously used dual system techniques (since it is not clear how to bleed the semi-functional portions of the ciphertext components into those blinding the message and make the user keys independent of the special group element $h$ within a single system). As is evident from our work, our new technique is useful and we believe that it will find further uses in other contexts related to adaptive security (for example, constructing adaptively secure functional encryption schemes beyond linear functions under standard group-based assumption).

### 2.4.1 Our construction

Recall that our scheme relies on bilinear group $\mathbb{G}$ of composite order $N$ which is a product of three primes, that is, $N=p_{1} p_{2} p_{3}$ with subgroups $\mathbb{G}_{p_{1}}, \mathbb{G}_{p_{2}}$, and $\mathbb{G}_{p_{3}}$. We also make use of a seeded randomness extractor Ext and let seed be a seed for it. The elements $g_{1}$ and $h$ are uniformly random generators of the subgroup $\mathbb{G}_{p_{1}}$ that along with seed are part of the global parameters GP. H is a global hash function that we model as a random oracle in the security proof.

At a very high level, as is evident from the construction, the encryption algorithm blinds the message msg with the term $\operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed), where $s$ is a random element in $\mathbb{Z}_{N}$. The goal in the security proof is to show that given the view of the adversary there is enough entropy left in $e\left(g_{1}, h\right)^{s}$ so that the message is indeed hidden. There are two secret sharing schemes involved, one of $s$ and the other of $-s$. Let us denote the shares of $s$ with $\sigma_{A, x}$ and the shares of $-s$ with $\sigma_{B, x}$. The decryptor recovers $e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{\sigma_{A, x}}$ and $e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{\sigma_{B, x}}$ by appropriately pairing their keys for attributes and ciphertext components. If the user holds sufficient secret keys to decrypt a ciphertext, the two terms $e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{\sigma_{A, x}}$ and $e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{\sigma_{B, x}}$ can be used to recover $e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{s}$ and $e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{-s}$ which, if multiplied, give the blinding factor $e\left(g_{1}, h\right)^{s}$, as necessary.

AuthSetup(GP,u): The algorithm chooses random values $y_{A, u}, y_{B, u} \in \mathbb{Z}_{N}$ and outputs

$$
\mathrm{PK}_{u}=\left(g_{1}^{y_{A, u}}, g_{1}^{y_{B, u}}\right) \quad \mathrm{MSK}_{u}=\left(y_{A, u}, y_{B, u}\right)
$$

$\operatorname{Enc}\left(\mathbf{G P}, \mathbf{m s g},(\boldsymbol{M}, \boldsymbol{\rho}),\left\{\mathbf{P K}_{\boldsymbol{u}}\right\}\right):$ It first chooses a random value $s \leftarrow \mathbb{Z}_{N}$. It then uses the LSSS access policy ${ }^{5}(\boldsymbol{M}, \rho)$ to generate a secret sharing of $s$ where $\sigma_{A, x}$ will be the share for all $x \in[\ell]$, i.e, for all $x \in[\ell]$, let $\sigma_{A, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}$, where $\boldsymbol{v}_{A} \leftarrow \mathbb{Z}_{N}^{d}$ is a random vector with $s$ as its first entry and $\boldsymbol{M}_{x}$ is the $x^{\text {th }}$ row of $\boldsymbol{M}$. It additionally creates another secret sharing of $-s$ with respect to the LSSS access policy $(\boldsymbol{M}, \rho)$ where $\sigma_{B, x}$ is the corresponding share for $\rho(x)$ for

[^5]all $x \in[\ell]$, i.e., for all $x \in[\ell], \sigma_{B, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}$, where $\boldsymbol{v}_{B} \leftarrow \mathbb{Z}_{N}^{d}$ is a random vector with $-s$ as its first entry. The procedure generates the ciphertext as follows: For each row $x \in[\ell]$, it chooses random $r_{A, x}, r_{B, x} \leftarrow \mathbb{Z}_{N}$ and outputs the ciphertext
$$
\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right),
$$
where
\[

C=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}, seed\right), \quad $$
\begin{array}{ll}
C_{1, A, x}=g_{1}^{r_{A, x}} & C_{2, A, x}=g_{1}^{y_{A, \rho(x)}^{r_{A, x}}} g_{1}^{\sigma_{A, x}} \\
C_{1, B, x}=g_{1}^{r_{B, x}} & C_{2, B, x}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} .
\end{array}
$$
\]

KeyGen(GP, GID, MSK $_{u}$ ): The authority attribute $u$ generates a secret key SK $_{\text {GID }, u}$ for GID as $\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}, K_{\mathrm{GID}, B, u}\right)$, where

$$
K_{\mathrm{GID}, A, u}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, u}} \quad K_{\mathrm{GID}, B, u}=(\mathrm{H}(\mathrm{GID}))^{y_{B, u}} .
$$

$\operatorname{Dec}\left(\mathbf{G P}, \mathbf{C T}, \mathbf{G I D},\left\{\mathbf{S K}_{\mathbf{G I D}, u}\right\}\right):$ Decryption takes as input the global parameters GP, the hash function $\mathbf{H}$, a ciphertext $\mathrm{C} T$ for an LSSS access structure $(\boldsymbol{M}, \rho)$ with $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$, the user's global identifier GID $\in \mathcal{G \mathcal { I } \mathcal { D }}$, and the secret keys $\left\{\mathrm{SK}_{\mathrm{GID}, \rho(x)}\right\}_{x \in I}$ corresponding to a subset of rows of $\boldsymbol{M}$ with indices $I \subseteq[\ell]$. If $(1,0, \ldots, 0)$ is not in the span of these rows, $\boldsymbol{M}_{I}$, then decryption fails. Otherwise, the decryptor finds coefficients $\left\{w_{x} \in \mathbb{Z}_{N}\right\}_{x \in I}$ such that $(1,0, \ldots, 0)=\sum_{x \in I} w_{x} \cdot \boldsymbol{M}_{x}$.

For all $x \in I$, the decryption algorithm computes:

$$
\begin{aligned}
& D_{A, x}=e\left(C_{2, A, x}, \mathrm{H}(\mathrm{GID}) \cdot h\right) \cdot e\left(C_{1, A, x}, K_{\mathrm{GID}, A, \rho(x)}\right)^{-1}=e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{\sigma_{A, x}} \\
& D_{B, x}=e\left(C_{2, B, x}, \mathrm{H}(\mathrm{GID})\right) \cdot e\left(C_{1, B, x}, K_{\mathrm{GID}, B, \rho(x)}\right)^{-1}=e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{\sigma_{B, x}}
\end{aligned}
$$

It computes $D=\prod_{x \in I}\left(D_{A, x} \cdot D_{B, x}\right)^{w_{x}}=e\left(g_{1}, h\right)^{s}$ and outputs $C \oplus \operatorname{Ext}(D$, seed $)=\mathrm{msg}$.
The proposed scheme is correct by inspection; see Section 4.3 for details.

### 2.4.2 Our security proof

We now dive into a more detailed look at our security proof. We choose to present an overview of the main steps of our proof interleaved with a running commentary on the intuition behind them. Our goal here is to give a reader both a semi-detailed sense of the proof along side the conceptual ideas driving our approach.
$\mathrm{Hyb}_{0}$ : We start with the real game.
$\mathrm{Hyb}_{1}$ : Modify the random oracle to return random elements from $\mathbb{G}_{p_{1}}$. This modification is clearly indistinguishable under the subgroup decision assumption between $\mathbb{G}_{p_{1}}$ and $\mathbb{G}$ (Assumption 4.1).

After this step all user key material is relegated to the $\mathbb{G}_{p_{1}}$ subgroup. (Recall $h$ was already in $\mathbb{G}_{p_{1}}$ ). One important consequence of this is that for any uncorrupted authority $u$, both the $y_{A, u}$ and $y_{B, u}$ values modulo $p_{2}$ and $p_{3}$ are information theoretically hidden no matter how many keys the attacker requests from the authority $u$.
$\mathrm{Hyb}_{2}$ : Add a $\mathbb{G}_{p_{3}}$ component to each part of the challenge ciphertext. This transition follows from the subgroup decision assumption between $\mathbb{G}_{p_{1}}$ and $\mathbb{G}_{p_{1} p_{3}}$ (Assumption 4.2).
$\mathrm{Hyb}_{3}$ : We modify the $\mathbb{G}_{p_{3}}$ components of $C_{2, A, x}, C_{2, B, x}$ to involve shares of independent secrets instead of correlated ones.

This is an information theoretic step relying on two important facts. (1) That the attacker has no information on $y_{A, u}, y_{B, u}\left(\bmod p_{3}\right)$ of any uncorrupted authority $u$ per our step in
$\mathrm{Hyb}_{1}$. The fact that $y_{A, u} \bmod p_{3}$ is hidden (and each authority appears at most once in a ciphertext) means that $C_{2, A, x}$ cannot be distinguished from random in the $\mathbb{G}_{p_{3}}$ subgroup. Thus, the share is hidden when row $x$ corresponds to an uncorrupted authority $u$. (2) That the rows of the challenge matrix $(\boldsymbol{M}, \rho)$ associated with the corrupted authorities are unauthorized for decryption. Hence, they are insufficient for learning the value of $s$ $\bmod p_{3}$.

Critically, this step employs an information theoretic argument and therefore there is no issue to how to properly embed a reduction to a computational assumption in the presence of adaptive corruptions. In general, this is a theme in our whole reduction process. Throughout the proof, we separate the computational and information theoretic arguments. The parts of the argument that relate to what the attacker corrupted is only in the information theoretic pieces where adaptivity is not a problem.

After this step the ciphertext begins to have a somewhat semi-functional form in that the $\mathbb{G}_{p_{3}}$ subgroups are not correlated in the system $A$ and $B$ halves. However, the effect is currently vacuous as none of the keys "look at" the $\mathbb{G}_{p_{3}}$ subgroup which vanishes upon pairing the keys and ciphertext.
$\mathrm{Hyb}_{4}$ : Add a $\mathbb{G}_{p_{2}}$ component to each part of the challenge ciphertext. This transition follows from the subgroup decision assumption between $\mathbb{G}_{p_{1}}$ and $\mathbb{G}_{p_{1} p_{2}}$ (Assumption 4.3).
$\mathrm{Hyb}_{4}$ : Modify the random oracle to return random elements from $\mathbb{G}_{p_{1} p_{3}}$. The proof that this change is indistinguishable actually goes through a sequence of sub-hybrids where we change the oracle queries one by one. Intuitively, changing the random oracle output for a certain GID is akin to making the secret key components for GID to be semi-functional. Thus, the proof will need to leverage the fact that the key components acquired by GID do not satisfy the challenge ciphertext access structure. For each GID the proof will first establish this in the $\mathbb{G}_{p_{2}}$ subgroup to be "temporarily semi-functional", then use this to move it to the "permanent semi-functional" space in $\mathbb{G}_{p_{3}}$. Finally, undo the work in the $\mathbb{G}_{p_{2}}$ space to make it available for moving the next GID over.
We consider the following sequence of sub-hybrids for each random oracle query $\mathrm{GID}_{j}$.

- First modify the random oracle output $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ to be a random element in $\mathbb{G}_{p_{1} p_{2}}$ instead of $\mathbb{G}_{p_{1}}$. This change is clearly indistinguishable under the subgroup decision assumption between $\mathbb{G}_{p_{1}}$ and $\mathbb{G}_{p_{1} p_{2}}$ (Assumption 4.3).
- Modify the $\mathbb{G}_{p_{2}}$ components of $C_{2, A, x}, C_{2, B, x}$ to involve shares of independent secrets instead of correlated ones. This is again an information theoretic step which uses the fact that the rows of the challenge matrix $(\boldsymbol{M}, \rho)$ associated with the corrupted authorities in conjunction with all those rows for which the adversary requests a secret key for GID $_{j}$ are unauthorized for decryption. The adaptive corruption of the authority as well as the adaptive key requests for $\mathrm{GID}_{j}$ do not cause any problem.
We emphasize that since this information theoretic argument is done over the $\mathbb{G}_{p_{2}}$ subgroup, it does not matter whether the adversary has information about the $\mathbb{G}_{p_{3}}$ from keys for other global identities. This is the benefit for modifying keys one by one in an isolated subspace.
- Next, modify $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ to be a random element from the whole group $\mathbb{G}$. This transition is indistinguishable under the subgroup decision assumption between $\mathbb{G}_{p_{1} p_{2}}$ and $\mathbb{G}$ (Assumption 4.4). The work done so far allows us to simulate this transition using the group elements available in the problem instance.
- Modify the $\mathbb{G}_{p_{2}}$ components of $C_{2, A, x}, C_{2, B, x}$ to again involve shares of correlated secrets instead of independent ones. This is again an information theoretic step similar to the previous one.
- Change the random oracle output $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ to be a random element in $\mathbb{G}_{p_{1} p_{3}}$ instead of $\mathbb{G}$. This transition is indistinguishable under the subgroup decision assumption between $\mathbb{G}_{p_{1}}$ and $\mathbb{G}_{p_{1} p_{2}}$ (Assumption 4.3).

Note that in the above sequence of sub-hybrids, the $\mathbb{G}_{p_{2}}$ subgroup is used over and over again to "escort" a value into the $\mathbb{G}_{p_{3}}$ subgroup. Until this step, this portion of the proof follows closely (LW11a) at a high level although there are differences in the low level details. In particular, unlike [LW11a] which involves a single semi-functional form of the ciphertext, we consider several different semi-functional forms in order to handle a more sophisticated scenario of adaptive authority corruption in addition to the adaptive secret key queries. However, the following steps significantly depart from LW11a.
Hyb $_{5}$ : Sample $h$ from $\mathbb{G}_{p_{1} p_{2}}$ instead of $\mathbb{G}_{p_{1}}$. The indistinguishability follows from the subgroup decision assumption between $\mathbb{G}_{p_{1}}$ and $\mathbb{G}_{p_{1} p_{2}}$ (Assumption 4.3). In addition, the challenge ciphertext message is now blinded as

$$
C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s} \cdot e\left(g_{2}, h\right)^{s^{\prime \prime}}, \text { seed }\right)
$$

for random $s^{\prime \prime}$ and a generator $g_{2} \in \mathbb{G}_{p_{2}}$. At this point the message is blinded in $\mathbb{G}_{p_{2}}$ while the semi-functional components are established in the $\mathbb{G}_{p_{3}}$ subgroups for both keys and ciphertexts. We now need to bleed these over into $\mathbb{G}_{p_{2}}$ to argue the message is hidden.
$\mathrm{Hyb}_{6}$ : Make the $C_{1, B, x}, C_{2, B, x}$ parts have shares of an independent random secret in $\mathbb{G}_{p_{2}}$ rather than one correlated to $C_{1, A, x}, C_{2, A, x}$. This is again an information theoretic step which relies on the fact that the rows of the challenge matrix $\boldsymbol{M}$ labeled by the corrupted authorities are unauthorized for decryption.
We now have that the ' $B$ ' side of our cryptosystem is complete for our proof with the secret shared on the ' $B$ ' side being uncorrelated in the $\mathbb{G}_{p_{2}}$ component with both the ' $A$ ' share and $s^{\prime \prime}$ from $C$. This step is feasible since the keys in our system are created as $\mathrm{H}(\mathrm{GID})^{y_{B, u}}$. In contrast the ' $A$ ' side has keys created as (H(GID) $\left.\cdot h\right)^{y_{A, u}}$. To decouple the $\mathbb{G}_{p_{2}}$ component of the ' $A$ ' side with $s$ ' we must next effectively move the $h$ value from the ' $A$ ' side to ' $B$ ' side.
$\mathrm{Hyb}_{9}{ }^{[6}$ Modify the random oracle output for all the global identifiers GID queried by the adversary as $\mathrm{H}\left(\mathrm{GID}_{j}\right)=P_{j} \cdot h^{-1}$ for the $j^{\text {th }}$ random oracle query where $P_{j}$ is randomly sampled from $\mathbb{G}_{p_{1} p_{3}}$. Once this transition is achieved, we will clearly have $\mathrm{H}\left(\mathrm{GID}_{j}\right) \cdot h=P_{j}$ for all random oracle queries, i.e., $\mathrm{H}\left(\mathrm{GID}_{j}\right) \cdot h$ involves no $\mathbb{G}_{p_{2}}$ component. This step is crucial for changing the $\mathbb{G}_{p_{2}}$ components of $C_{1, A, x}, C_{2, A, x}$ in the subsequent hybrids. This transition is achieved via a sequence of sub-hybrids.

- Modify the $j^{\text {th }}$ random oracle query to output random elements from $\mathbb{G}$. The indistinguishability follows from the subgroup decision assumption between $\mathbb{G}_{p_{1} p_{2}}$ and $\mathbb{G}$ (Assumption 4.5).
- Modify the $j^{\text {th }}$ random oracle query to output $R_{j} \cdot h^{-1}$ where $R_{j}$ is randomly sampled from $\mathbb{G}$. Observe that since $R_{j}$ is uniformly sampled from $\mathbb{G}$, this new form of $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ is actually identical to the one in the previous game.
- Modify the $j^{\text {th }}$ random oracle query to output $P_{j} \cdot h^{-1}$ where $P_{j}$ is randomly sampled from $\mathbb{G}_{p_{1} p_{3}}$. The indistinguishability follows from the subgroup decision assumption between $\mathbb{G}_{p_{1} p_{2}}$ and $\mathbb{G}$ (Assumption 4.5).

Hyb $_{10}$ : Make the $C_{1, A, x}, C_{2, A, x}$ parts have shares of an independent random secret in $\mathbb{G}_{p_{2}}$. This is again an information theoretic step similar to the previous one of $\mathrm{Hyb}_{6}$.

[^6]$\mathrm{Hyb}_{11}$ : Replace $C$ with a random value unrelated to the message. Due to the work done so far, $s^{\prime \prime} \bmod p_{2}$ is information theoretically hidden and so $s^{\prime \prime}$ has at least $\log \left(p_{2}\right)$ bits of entropy. The extractor hides the message.

### 2.5 Porting to Prime Order Groups

As mentioned there have been many works trying to come up with a method to translate existing composite order group constructions into prime order analogues Fre10, Lew12, OT10, OT12, KL15 Att16| CGW15 GDCC16 AC16 CGKW18b]. All of these frameworks are different and have varying levels of simplicity or generality. We use the recent framework of Chen et al. [CGKW18b] which seems to be the most efficient and (arguably) the simplest to use, and succeed in adapting the construction as well as the proof from the composite order setting to the prime order setting.

This framework, in a high level, shows how to simulate a composite order group and its subgroups using a prime order group while guaranteeing a prime order analogue of various subgroup decision style assumptions. These analogues follow from the standard $k$-Linear assumption (and more generally, the MDDH assumption $\mathrm{EHK}^{+} 17$ ). Here, since the translation process is not completely black box and needs to be adapted for the scheme at hand, we need to introduce a few extra technical ideas to handle our specific setting. Specifically, the proof of security of our prime order construction relies not only on subgroup decision style assumptions but also on few information theoretic arguments as well as on the security of a random oracle. Using the framework and making it work on our scheme is fairly technical and systematic; we refer to the technical section for details. Nevertheless, we point out that the high level idea as well as the sequence of hybrids is the same as in the composite order case.

## 3 Preliminaries

A function negl: $\mathbb{N} \rightarrow \mathbb{R}$ is negligible if it is asymptotically smaller than any inverse-polynomial function, namely, for every constant $c>0$ there exists an integer $N_{c}$ such that negl $(\lambda) \leq \lambda^{-c}$ for all $\lambda>N_{c}$. We let $[n]=\{1, \ldots, n\}$.

We use bold lower case letters, such as $\boldsymbol{v}$, to denote vectors and upper-case, such as $\boldsymbol{M}$, for matrices. We assume all vectors, by default, are column vectors. The $i$ th row of a matrix is denoted $\boldsymbol{M}_{i}$ and analogously for a set of row indices $I$, we denote $\boldsymbol{M}_{I}$ for the submatrix of $\boldsymbol{M}$ that consists of the rows $\boldsymbol{M}_{i}$ for all $i \in I$. For an integer $q \geq 2$, we let $\mathbb{Z}_{q}$ denote the ring of integers modulo $q$. We represent $\mathbb{Z}_{q}$ as integers in the range $(-q / 2, q / 2]$.

Indistinguishability: Two sequences of random variables $\mathcal{X}=\left\{\mathcal{X}_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ and $\mathcal{Y}=\left\{\mathcal{Y}_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ are computationally indistinguishable if for any non-uniform PPT algorithm $\mathcal{A}$ there exists a negligible function negl $(\cdot)$ such that $\left|\operatorname{Pr}\left[\mathcal{A}\left(1^{\lambda}, \mathcal{X}_{\lambda}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(1^{\lambda}, \mathcal{Y}_{\lambda}\right)=1\right]\right| \leq \operatorname{negl}(\lambda)$ for all $\lambda \in \mathbb{N}$.

For two distributions $\mathcal{D}$ and $\mathcal{D}^{\prime}$ over a discrete domain $\Omega$, the statistical distance between $\mathcal{D}$ and $\mathcal{D}^{\prime}$ is defined as $\operatorname{SD}\left(\mathcal{D}, \mathcal{D}^{\prime}\right)=(1 / 2) \cdot \sum_{\omega \in \Omega}\left|\mathcal{D}(\omega)-\mathcal{D}^{\prime}(\omega)\right|$. A family of distributions $\mathcal{D}=$ $\left\{\mathcal{D}_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ and $\mathcal{D}^{\prime}=\left\{\mathcal{D}_{\lambda}^{\prime}\right\}_{\lambda \in \mathbb{N}}$, parameterized by security parameter $\lambda$, are said to be statistically indistinguishable if there is a negligible function $\operatorname{negl}(\cdot)$ such that $\operatorname{SD}\left(\mathcal{D}_{\lambda}, \mathcal{D}_{\lambda}^{\prime}\right) \leq \operatorname{neg}(\lambda)$ for all $\lambda \in \mathbb{N}$.

### 3.1 Access Structures and Linear Secret Sharing Schemes

In this subsection, we present the definitions of access structures and linear secret sharing schemes.

Definition 3.1 (Access Structures, $[\overline{\mathrm{BL} 88}, \overline{\text { Bei12 }]): ~ L e t ~} \mathbb{U}$ be the attribute universe. An access structure on $\mathbb{U}$ is a collection $\mathbb{A} \subseteq 2^{\mathbb{U}} \backslash \emptyset$ of non-empty sets of attributes. The sets in $\mathbb{A}$
are called the authorized sets and the sets not in $\mathbb{A}$ are called the unauthorized sets. An access structure is called monotone if $\forall B, C \in 2^{\mathbb{U}}$ if $B \in \mathbb{A}$ and $B \subseteq C$, then $C \in \mathbb{A}$.

Definition 3.2 (Linear Secret Sharing Schemes (LSSS), [BL88, Bei12, LW11a]): Let $q=q(\lambda)$ be a prime and $\mathbb{U}$ the attribute universe. A secret sharing scheme $\Pi$ with domain of secrets $\mathbb{Z}_{q}$ for a monotone access structure $\mathbb{A}$ over $\mathbb{U}$, a.k.a. a monotone secret sharing scheme, is a randomized algorithm that on input a secret $z \in \mathbb{Z}_{q}$ outputs $|\mathbb{U}|$ shares $\operatorname{sh}_{1}, \ldots$, sh $_{|\mathbb{U}|}$ such that for any set $S \in \mathbb{A}$ the shares $\left\{\operatorname{sh}_{i}\right\}_{i \in S}$ determine $z$ and other sets of shares are independent of $z$ (as random variables). A secret sharing scheme $\Pi$ realizing monotone access structures on $\mathbb{U}$ is linear over $\mathbb{Z}_{q}$ if

1. The shares of a secret $z \in \mathbb{Z}_{q}$ for each attribute in $\mathbb{U}$ form a vector over $\mathbb{Z}_{q}$.
2. For each monotone access structure $\mathbb{A}$ on $\mathbb{U}$, there exists a matrix $\boldsymbol{M} \in \mathbb{Z}_{q}^{\ell \times s}$, called the sharegenerating matrix, and a function $\rho:[\ell] \rightarrow \mathbb{U}$, that labels the rows of $\boldsymbol{M}$ with attributes from $\mathbb{U}$ which satisfy the following: During the generation of the shares, we consider the vector $\boldsymbol{v}=\left(z, r_{2}, \ldots, r_{s}\right)$, where $r_{2}, \ldots, r_{s} \leftarrow \mathbb{Z}_{q}$. Then the vector of $\ell$ shares of the secret $z$ according to $\Pi$ is given by $\boldsymbol{\mu}=\boldsymbol{M} \boldsymbol{v}^{\top} \in \mathbb{Z}_{q}^{\ell \times 1}$, where for all $j \in[\ell]$ the share $\mu_{j}$ "belongs" to the attribute $\rho(j)$. We will be referring to the pair $(\boldsymbol{M}, \rho)$ as the LSSS policy of the access structure $\mathbb{A}$.

The correctness and security of a monotone LSSS are formalized in the following: Let $S$ (resp. $S^{\prime}$ ) denote an authorized (resp. unauthorized) set of attributes according to some monotone access structure $\mathbb{A}$ and let $I$ (resp. $I^{\prime}$ ) be the set of rows of the share generating matrix $\boldsymbol{M}$ of the LSSS policy pair $(\boldsymbol{M}, \rho)$ associated with $\mathbb{A}$ whose labels are in $S$ (resp. $\left.S^{\prime}\right)$. For correctness, there exist constants $\left\{w_{i}\right\}_{i \in I}$ in $\mathbb{Z}_{q}$ such that for any valid shares $\left\{\boldsymbol{\mu}_{i}=\left(\boldsymbol{M} \boldsymbol{v}^{\top}\right)_{i}\right\}_{i \in I}$ of a secret $z \in \mathbb{Z}_{q}$ according to $\Pi$, it is true that $\sum_{i \in I} w_{i} \boldsymbol{\mu}_{i}=z$ (equivalently, $\sum_{i \in I} w_{i} \boldsymbol{M}_{i}=(1, \stackrel{\overbrace{0, \ldots, 0}}{s-1})$, where $\boldsymbol{M}_{i}$ is the $i$ th row of $\left.\boldsymbol{M}\right)$. For soundness, there does not exists any subset $I$ of the rows of the matrix $\boldsymbol{M}$ and any coefficients $\left\{w_{i}\right\}_{i \in I}$ for which the above hold.

Remark 3.1 ( $\mathbf{N C}^{\mathbf{1}}$ and Monotone LSSS): Consider an access structure $\mathbb{A}$ described by an $N C^{1}$ circuit. There is a folklore transformation that converts this circuit to a Boolean formula of logarithmic depth that consists of (fan-in 2) AND, OR, and (fan-in 1) NOT gates. We can further push the NOT gates to the leaves using De Morgan laws, and assume that internal nodes only constitute of OR and AND gates and leaves are labeled either by attributes or by their negations. In other words, we can represent any $\mathrm{NC}^{1}$ policy over a set of attributes into one described by a monotone Boolean formula of logarithmic depth over the same attributes together with their negations. Lewko and Waters LW11a presented a monotone LSSS for access structures described by monotone Boolean formulas. This implies that any $\mathrm{NC}^{1}$ access policy can be captured by a monotone LSSS.

### 3.2 Strong Randomness Extractors

The min-entropy of a random variable $X$ is $\mathbf{H}_{\infty}(X)=-\log \left(\max _{x} \operatorname{Pr}[X=x]\right)$. A $t$-source is a random variable $X$ with $\mathbf{H}_{\infty}(X) \geq t$. The statistical distance between two random variables $X$ and $Y$ over a finite domain $\Omega$ is $\mathbf{S D}(X, Y)=\frac{1}{2} \sum_{\omega \in \Omega}|\operatorname{Pr}[X=\omega]-\operatorname{Pr}[Y=\omega]|$.

Definition 3.3 (Seeded Randomness Extractor, Definition 6.16 |Vad12]): A function Ext : $\Omega \times S \rightarrow \Gamma$ is a strong $(t, \epsilon)$-extractor if for every $t$-source $X$ on $\Omega, \mathbf{S D}\left(\left(\mathcal{U}_{S}, \operatorname{Ext}\left(X, \mathcal{U}_{S}\right)\right)\right.$, $\left.\left(\mathcal{U}_{S}, \mathcal{U}_{\Gamma}\right)\right)<\epsilon$.

Theorem 3.1 (Theorem 6.17 (Vad12]): For every $n, t \in \mathbb{N}$ and $\epsilon>0$, there exists a strong $(t, \epsilon)$-extractor Ext : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ with $m=t-2 \log (1 / \epsilon)-O(1)$ and $d=$ $\log (n-t)+2 \log (1 / \epsilon)+O(1)$.

### 3.3 The Notion of Fully-Adaptive Decentralized MA-ABE for LSSS

A decentralized multi-authority attribute-based encryption (MA-ABE) system MA-ABE = (GlobalSetup, AuthSetup, KeyGen, Enc, Dec) consists of five procedures whose syntax is given below. The supported access structures that we deal with are ones captured by linear secret sharing schemes (LSSS). We denote by $\mathcal{A} \mathcal{U}$ the authority universe and by $\mathcal{G I D}$ the universe of global identifiers of the users. We denote by $\mathbb{M}$ the supported message space. Additionally, we assume that each authority controls just one attribute, and hence we would use the terms "authority" and "attribute" interchangeably. This definition naturally generalizes to the situation in which each authority can potentially control an arbitrary (bounded or unbounded) number of attributes (see LW11a RW15]).

- GlobalSetup $\left(1^{\lambda}\right) \mapsto G P$ : The global setup algorithm takes in the security parameter $\lambda$ in unary representation and outputs the global public parameters GP for the system. We assume that GP includes the descriptions of the universe of attribute authorities $\mathcal{A U}$ and universe of the global identifiers of the users $\mathcal{G I D}$. Note that both $\mathcal{A U}$ and $\mathcal{G I D}$ are given by $\{0,1\}^{\lambda}$ in case there is no bound on the number of authorities and users in the system.
- AuthSetup $(\mathrm{GP}, u) \mapsto\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ : The authority $u \in \mathcal{A} \mathcal{U}$ calls the authority setup algorithm during its initialization with the global parameters GP as input and receives back its public and master secret key pair $\mathrm{PK}_{u}, \mathrm{MSK}_{u}$.
- KeyGen (GP, GID, MSK ${ }_{u}$ ) $\mapsto \mathrm{SK}_{\text {GID }, u}$ : The key generation algorithm takes as input the global parameters GP, a user's global identifier GID $\in \mathcal{G I D}$, and a master secret key $\mathrm{MSK}_{u}$ of an authority $u \in \mathcal{A} \mathcal{U}$. It outputs a secret key $\mathrm{SK}_{\mathrm{GID}, u}$ for the user.
- Enc(GP,msg, $\left.(\boldsymbol{M}, \rho),\left\{\mathrm{PK}_{u}\right\}\right) \mapsto \mathrm{CT}$ : The encryption algorithm takes in the global parameters GP, a message msg $\in \mathbb{M}$, an LSSS access policy $(\boldsymbol{M}, \rho)$ such that $\boldsymbol{M}$ is a matrix over $\mathbb{Z}_{N}$ and $\rho$ is a row-labeling function that assigns to each row of $M$ an attribute/authority in $\mathcal{A} \mathcal{U}$, and the set $\left\{\mathrm{PK}_{u}\right\}$ of public keys for all the authorities in the range of $\rho$. It outputs a ciphertext CT. We assume that the ciphertext implicitly contains $(\boldsymbol{M}, \rho)$.
- $\operatorname{Dec}\left(\mathrm{GP}, \mathrm{CT},\left\{\mathrm{SK}_{\mathrm{GID}, u}\right\}\right) \mapsto \mathrm{msg}^{\prime}:$ The decryption algorithm takes in the global parameters GP, a ciphertext CT generated with respect to some LSSS access policy ( $M, \rho$ ), and a collection of keys $\left\{\mathrm{SK}_{\mathrm{GID}, u}\right\}$ corresponding to user ID-attribute pairs $\{(\mathrm{GID}, u)\}$ possessed by a user with global identifier GID. It outputs a message $\mathrm{msg}^{\prime}$ when the collection of attributes associated with the secret keys $\left\{\mathrm{SK}_{\mathrm{GID}, u}\right\}$ satisfies the LSSS access policy $(\boldsymbol{M}, \rho)$, i.e., when the vector $(1,0, \ldots, 0)$ is contained in the linear span of those rows of $\boldsymbol{M}$ which are mapped by $\rho$ to some attribute/authority $u \in \mathcal{A} \mathcal{U}$ such that the secret key $\mathrm{SK}_{\text {GID }, u}$ is possessed by the user with global identifier GID. Otherwise, decryption fails.

Correctness: An MA-ABE scheme for LSSS-realizable access structures is said to be correct if for every $\lambda \in \mathbb{N}$, every message msg $\in \mathbb{M}$, and $\operatorname{GID} \in \mathcal{G I D}$, every LSSS access policy $(\boldsymbol{M}, \rho$ ), and every subset of authorities $U \subseteq \mathcal{A} \mathcal{U}$ controlling attributes which satisfy the access structure, it holds that

Fully Adaptive Security: We define the fully adaptive (chosen-plaintext) security for a decentralized MA-ABE scheme, namely, we consider a security game where there could be adaptive secret key queries, adaptive authority corruption queries, and adaptive challenge ciphertext
query. This is formalized in the following game between a challenger and an attacker. Note that we will consider two types of authority public keys, those which are honestly generated by the challenger and those which are supplied by the attacker itself where the former type of authority keys can be corrupted by the attacker at any point of time during the game and the latter type of authority keys can potentially be malformed.

The game consists of the following phases:
Global Setup: The challenger runs GlobalSetup to generate global public parameters GP and gives it to the attacker.

Query Phase 1: The attacker is allowed to adaptively make a polynomial number of queries of the following types:

- Authority Setup Queries: The attacker request to set up an authority $u \in \mathcal{A} \mathcal{U}$ of its choice. If an authority setup query for the same authority $u$ has already been queried before, the challenger aborts. Otherwise, the challenger runs AuthSetup to create a public/master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$. The challenger provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Note that the challenger does not return the generated public/master key pair to the attacker.
- Secret Key Queries: The attacker makes a secret key query by submitting a pair (GID, $u$ ) to the challenger, where $\operatorname{GID} \in \mathcal{G I D}$ is a global identifier and $u \in \mathcal{A} \mathcal{U}$ is an attribute authority. If an authority setup query for the authority $u$ has not been made already, the challenger aborts. Otherwise, the challenger runs KeyGen using the public/master key pair it already created in response to authority setup query for $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}$ for (GID, $u$ ). The challenger provides $\mathrm{SK}_{\mathrm{GID}, u}$ to the attacker.
- Authority Master Key Queries: The attacker requests the master secret key of an authority $u \in \mathcal{A U}$ to the challenger. If an authority setup query for the authority $u$ has not been made previously, the challenger aborts. Otherwise, the challenger provides the attacker the master secret key $\mathrm{MSK}_{u}$ for the authority $u$ it created in response to the authority setup query for $u$.

Challenge Phase: The attacker submits two messages, $\mathrm{msg}_{0}$, $\mathrm{msg}_{1} \in \mathbb{M}$ and an LSSS access structure ( $\boldsymbol{M}, \rho$ ). The attacker also submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ for a subset of attribute authorities appearing in the LSSS access structure $(\boldsymbol{M}, \rho)$. The authority public keys $\left\{\mathrm{PK}_{u}\right\}$ supplied by the attacker can potentially be malformed, i.e., can fall outside the range of AuthSetup. The LSSS access structure ( $\boldsymbol{M}, \rho$ ) and the authority public keys $\left\{\mathrm{PK}_{u}\right\}$ must satisfy the following constraints.
(a) Let $U_{\mathcal{A}}$ denote the set of attribute authorities for which the attacker supplied the authority public keys $\left\{\mathrm{PK}_{u}\right\}$. Also let $U_{\mathcal{B}}$ denote the set of attribute authorities for which the challenger created the master public key pairs in response to the authority setup query of the attacker so far. Then, it is required that $U_{\mathcal{A}} \cap U_{\mathcal{B}}=\emptyset$.
(b) Let $V$ denote the subset of rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which the attacker made a master key query so far. For each global identifier GID $\in \mathcal{G I D}$, let $V_{\text {GID }}$ denote the subset of rows of $\boldsymbol{M}$ labeled by authorities $u$ such that the attacker queried a secret key for the pair (GID, $u$ ). For each GID $\in \mathcal{G I} \mathcal{D}$, it is required that the rows of $\boldsymbol{M}$ labeled by authorities in $V \cup V_{\text {GID }}$ do not span $(1,0, \ldots, 0)$.

The challenger flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT by running the Enc algorithm that encrypts $\mathrm{msg}_{b}$ under the access structure ( $\boldsymbol{M}, \rho$ ).

Query Phase 2: The attacker is allowed to make all types of queries as in Query Phase 1 as long as they do not violate the constraints Properties (a) and (b) above.

Guess: The attacker must submit a guess $b^{\prime}$ for $b$. The attacker wins if $b=b^{\prime}$.
The advantage of an adversary $\mathcal{A}$ in this game is defined as:

$$
\operatorname{Adv}_{\mathcal{A}}^{\text {MA-ABE,fully-adaptive }}(\lambda)=\left|\operatorname{Pr}\left[b^{\prime}=b\right]-1 / 2\right| .
$$

Definition 3.4 (Fully adaptive security for MA-ABE for LSSS): An MA-ABE scheme for LSSS-realizable access structures is fully adaptively secure if for any PPT adversary $\mathcal{A}$ there exists a negligible function negl $(\cdot)$ such that for all $\lambda \in \mathbb{N}$, we have $\operatorname{Adv}_{\mathcal{A}}^{\mathrm{MA}-\mathrm{ABE} \text {,fully-adaptive }}(\lambda) \leq \operatorname{negl}(\lambda)$.
Remark 3.2 (Fully adaptive security of MA-ABE for LSSS in the Random Oracle Model): Similar to LW11a, RW15, OT20, we additionally consider the aforementioned notion of fully adaptive security in the random oracle model. In this context, we assume a global hash function H published as part of the global public parameters and accessible by all the parties in the system, including the attacker. In the security proof, we model H as a random function and allow it to be programmed by the challenger. Therefore, in the fully adaptive security game described above, we further let the adversary adaptively submit H -oracle queries to the challenger, along with the key queries it makes both before and after the challenge ciphertext query.

## 4 Our Composite Order Group MA-ABE Scheme

In Section 4.1 we recall composite order bilinear groups and the assumptions on which our construction relies. In Section 4.2 we give the construction. In Section 4.3 we prove correctness. In Section 4.4 we give the security proof.

### 4.1 Composite Order Bilinear Groups and Assumptions

Our system relies on composite order bilinear groups, which were first defined in BGN05. Particularly, we will rely on a bilinear group $\mathbb{G}$ of composite order $N$ which is a product of three primes, that is, $N=p_{1} p_{2} p_{3}$. Such a group has unique subgroups of order $q$ for all divisor $q$ of $N$ and we will denote such a subgroup as $\mathbb{G}_{q}$. Also every element $g \in \mathbb{G}$, can be written (uniquely) as the product of an element of $\mathbb{G}_{p_{1}}$, an element of $\mathbb{G}_{p_{2}}$, and an element of $\mathbb{G}_{p_{3}}$. We refer to these elements as the " $\mathbb{G}_{p_{1}}$ part of $g$ ", the " $\mathbb{G}_{p_{2}}$ part of $g$ ", and the " $\mathbb{G}_{p_{3}}$ part of $g$ ", respectively. We shall assume that there is a procedure $\mathcal{G}\left(1^{\lambda}\right)$ that gets as input a security parameter $\lambda$ and outputs $\mathbb{G}=\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right)$, where $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ is a pairing. We assume that the group operations in $\mathbb{G}$ and $\mathbb{G}_{T}$ as well as the bilinear map $e$ are computable in polynomial time in $\lambda$. Further, we assume that $e$ satisfies the following:

1. (Bilinear) $\forall g, h \in \mathbb{G}, a, b \in \mathbb{Z}_{N}, e\left(g^{a}, h^{b}\right)=e(g, h)^{a b}$.
2. (Non-degenerate) $\exists g \in \mathbb{G}$ such that $e(g, g)$ has order $N$ in $\mathbb{G}_{T}$.

Below, we formulate the precise assumptions under which our MA-ABE construction will be proven secure.
Assumption 4.1 (Subgroup Decision SD-I): The SD-I assumption states that for any PPT adversary $\mathcal{A}$, there exists a negligible function negl $(\cdot)$ such that for any security parameter $\lambda \in \mathbb{N}$

$$
\operatorname{Adv}_{\mathcal{A}}^{\text {SD-I }}(\lambda)=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{0}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{1}\right)=1\right]\right| \leq \operatorname{neg|}(\lambda),
$$

where

$$
\begin{aligned}
& \mathrm{G}=\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right), \\
& g_{1} \leftarrow \mathbb{G}_{p_{1}}, \\
& \mathcal{D}=\left(\mathbb{G}, g_{1}\right), \\
& T_{0} \leftarrow \mathbb{G}, T_{1} \leftarrow \mathbb{G}_{p_{1}} .
\end{aligned}
$$

Assumption 4.2 (Subgroup Decision SD-II): The SD-II assumption states that for any PPT adversary $\mathcal{A}$, there exists a negligible function negl( $\cdot$ ) such that for any security parameter $\lambda \in \mathbb{N}$

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{SD}-\mathrm{II}}(\lambda)=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{0}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{1}\right)=1\right]\right| \leq \operatorname{negl}(\lambda)
$$

where

$$
\begin{aligned}
& \mathrm{G}=\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right) \\
& g_{1}, X_{1} \leftarrow \mathbb{G}_{p_{1}}, g_{2} \leftarrow \mathbb{G}_{p_{2}}, X_{3} \leftarrow \mathbb{G}_{p_{3}} \\
& \mathcal{D}=\left(\mathrm{G}, g_{1}, g_{2}, X_{1} X_{3}\right) \\
& T_{0} \leftarrow \mathbb{G}_{p_{1}}, T_{1} \leftarrow \mathbb{G}_{p_{1} p_{3}}
\end{aligned}
$$

Assumption 4.3 (Subgroup Decision SD-III): The SD-III assumption states that for any PPT adversary $\mathcal{A}$, there exists a negligible function negl( $\cdot$ ) such that for any security parameter $\lambda \in \mathbb{N}$

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{SD}-\mathrm{III}}(\lambda)=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{0}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{1}\right)=1\right]\right| \leq \operatorname{negl}(\lambda)
$$

where

$$
\begin{aligned}
& \mathrm{G}=\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right) \\
& g_{1}, X_{1} \leftarrow \mathbb{G}_{p_{1}}, X_{2} \leftarrow \mathbb{G}_{p_{2}}, g_{3} \leftarrow \mathbb{G}_{p_{3}} \\
& \mathcal{D}=\left(\mathrm{G}, g_{1}, g_{3}, X_{1} X_{2}\right) \\
& T_{0} \leftarrow \mathbb{G}_{p_{1}}, T_{1} \leftarrow \mathbb{G}_{p_{1} p_{2}}
\end{aligned}
$$

Assumption 4.4 (Subgroup Decision SD-IV): The SD-IV assumption states that for any PPT adversary $\mathcal{A}$, there exists a negligible function negl $(\cdot)$ such that for any security parameter $\lambda \in \mathbb{N}$

$$
\operatorname{Adv}_{\mathcal{A}}^{\operatorname{SD}-\operatorname{IV}}(\lambda)=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{0}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{1}\right)=1\right]\right| \leq \operatorname{negl}(\lambda)
$$

where

$$
\begin{aligned}
& \mathrm{G}=\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right) \\
& g_{1}, X_{1} \leftarrow \mathbb{G}_{p_{1}}, g_{2}, Z_{2} \leftarrow \mathbb{G}_{p_{2}}, X_{3}, Z_{3} \leftarrow \mathbb{G}_{p_{3}} \\
& \mathcal{D}=\left(\mathrm{G}, g_{1}, g_{2}, X_{1} X_{3}, Z_{2} Z_{3}\right) \\
& T_{0} \leftarrow \mathbb{G}_{p_{1} p_{2}}, T_{1} \leftarrow \mathbb{G}
\end{aligned}
$$

Assumption 4.5 (Subgroup Decision SD-V): The SD-V assumption states that for any PPT adversary $\mathcal{A}$, there exists a negligible function negl( $\cdot$ ) such that for any security parameter $\lambda \in \mathbb{N}$

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{SD}-\mathrm{V}}(\lambda)=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{0}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, T_{1}\right)=1\right]\right| \leq \operatorname{negl}(\lambda)
$$

where

$$
\begin{aligned}
& \mathrm{G}=\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right) \\
& g_{1}, X_{1} \leftarrow \mathbb{G}_{p_{1}}, X_{2}, Z_{2} \leftarrow \mathbb{G}_{p_{2}}, g_{3}, Z_{3} \leftarrow \mathbb{G}_{p_{3}}, \\
& \mathcal{D}=\left(\mathbb{G}, g_{1}, g_{3}, X_{1} X_{2}, Z_{2} Z_{3}\right), \\
& T_{0} \leftarrow \mathbb{G}_{p_{1} p_{3}}, T_{1} \leftarrow \mathbb{G} .
\end{aligned}
$$

Previous Appearances and Generic Security of the Assumptions: First observe that we really only use three assumptions since Assumptions 4.2 and 4.3 are the same other than the roles of the subgroups $\mathbb{G}_{p_{2}}$ and $\mathbb{G}_{p_{3}}$. And similarly for Assumptions 4.4 and 4.5 . However we enumerate them as separate assumptions for clarity. Next, note that all these assumptions were previously stated and used (multiple times) in the literature. Assumption 4.1 is exactly Assumption 1 in LW11a. Assumption 4.3 (and hence Assumption 4.2) are exactly Assumption 2 in LW11a. Assumption 4.5 (and hence Assumption 4.4) are exactly Assumption 4 in LW11b (or Assumption 2 in [LW10|). In particular, in the above works, it was shown that these assumptions hold in the generic group model, as long as it is hard to find a nontrivial factor of the group order $N$.

### 4.2 The Construction

Here, we present our MA-ABE for $\mathrm{NC}^{1}$ construction in composite order bilinear groups. As mentioned, we assume that each authority controls just one attribute, and hence we would use the terms "authority" and "attribute" interchangeably.

GlobalSetup $\left(\mathbf{1}^{\boldsymbol{\lambda}}\right)$ : The global setup algorithm takes in the security parameter $1^{\lambda}$ encoded in unary. The procedure first chooses primes $p_{1}, p_{2}, p_{3}$ and let $N=p_{1} p_{2} p_{3}$. Next, it generates a bilinear group $\mathbb{G}=\left(N, \mathbb{G}, \mathbb{G}_{T}, e\right)$ of order $N$. Let $\mathbb{G}_{p_{1}}$ be the subgroup of $\mathbb{G}$ of order $p_{1}$ and let $g_{1}$ and $h$ be uniformly random generators of the subgroup $\mathbb{G}_{p_{1}}$. We make use of a strong seeded randomness extractor Ext : $\mathbb{G}_{T} \times S \rightarrow \mathbb{M}$, where $\mathbb{M} \subset\{0,1\}^{*}$ is the message space and $S \subset\{0,1\}^{*}$ is the seed space. The algorithm samples a seed seed $\leftarrow S$. It sets the global parameters $\mathrm{GP}=\left(\mathrm{G}, g_{1}, h\right.$, seed $)$. Furthermore, we make use of a hash function $\mathbf{H}:\{0,1\}^{*} \rightarrow \mathbb{G}$ mapping global identities $\mathrm{GID} \in \mathcal{G I D}$ to elements in $\mathbb{G}$.

AuthSetup( GP, H, u): Given the global parameters GP, the hash function H, and an authority index $u \in \mathcal{A} \mathcal{U}$, the algorithm chooses random values $y_{A, u}, y_{B, u} \in \mathbb{Z}_{N}$ and outputs

$$
\mathrm{PK}_{u}=\left(P_{A, u}=g_{1}^{y_{A, u}}, P_{B, u}=g_{1}^{y_{B, u}}\right) \quad \mathrm{MSK}_{u}=\left(y_{A, u}, y_{B, u}\right) .
$$

$\operatorname{Enc}\left(\mathbf{G P}, \mathbf{H}, \mathbf{m s g},(\boldsymbol{M}, \rho),\left\{\mathrm{PK}_{u}\right\}\right)$ : The encryption algorithm takes as input the global parameters GP, the hash function $\mathbb{H}$, a message msg $\in \mathbb{M}$ to encrypt, an LSSS access structure ( $\boldsymbol{M}, \rho$ ), where $\boldsymbol{M}=\left(M_{x, j}\right)_{\ell \times d}=\left(\boldsymbol{M}_{1}, \ldots, \boldsymbol{M}_{\ell}\right)^{\top} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$, and public keys of the relevant authorities $\left\{\mathrm{PK}_{u}\right\}$. The function $\rho$ associates rows of $\boldsymbol{M}$ to authorities (recall that we assume that each authority controls a single attribute). We assume that $\rho$ is an injective function, that is, an authority/attribute is associated with at most one row of $M$.

It first chooses a random value $s \leftarrow \mathbb{Z}_{N}$. It then uses the LSSS access structure $(\boldsymbol{M}, \rho)$ to generate a secret sharing of $s$ where $\sigma_{A, x}$ will be the share for all $x \in[\ell]$, i.e, for all $x \in[\ell]$, let $\sigma_{A, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}$, where $\boldsymbol{v}_{A} \leftarrow \mathbb{Z}_{N}^{d}$ is a random vector with $s$ as its first entry and $\boldsymbol{M}_{x}$ is the $x^{\text {th }}$ row of $\boldsymbol{M}$. It additionally creates another secret sharing of $-s$ with respect to the LSSS access policy $(\boldsymbol{M}, \rho)$ where $\sigma_{B, x}$ is the corresponding share for $\rho(x)$ for all $x \in[\ell]$, i.e., for all $x \in[\ell]$, $\sigma_{B, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}$, where $\boldsymbol{v}_{B} \leftarrow \mathbb{Z}_{N}^{d}$ is a random vector with $-s$ as its first entry. The procedure generates the ciphertext as follows: For each row $x \in[\ell]$, it chooses random $r_{A, x}, r_{B, x} \leftarrow \mathbb{Z}_{N}$ and outputs the ciphertext

$$
\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right),
$$

where

$$
C=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}, \text { seed }\right),
$$

$$
\begin{array}{ll}
C_{1, A, x}=g_{1}^{r_{A, x}} & C_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} \\
C_{1, B, x}=g_{1}^{r_{B, x}} & C_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}}
\end{array}
$$

KeyGen(GP, H, GID, MSK $_{\boldsymbol{u}}$ ): The key generation algorithm takes as input the global parameters GP, the hash function H , the user's global identifier GID $\in \mathcal{G \mathcal { I } \mathcal { D }}$, and the authority's master secret key $\mathrm{MSK}_{u}$. It generates a secret key SK ${ }_{\text {GID }, u}$ for GID as

$$
\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}, K_{\mathrm{GID}, B, u}\right)
$$

where

$$
K_{\mathrm{GID}, A, u}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, u}} \quad K_{\mathrm{GID}, B, u}=(\mathrm{H}(\mathrm{GID}))^{y_{B, u}} .
$$

$\operatorname{Dec}\left(\mathbf{G P}, \mathbf{H}, \mathbf{C T}, \mathbf{G I D},\left\{\mathbf{S K}_{\mathbf{G I D}, u}\right\}\right)$ : Decryption takes as input the global parameters GP, the hash function $H$, a ciphertext $C T$ for an LSSS access structure $(\boldsymbol{M}, \rho)$ with $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ injective, the user's global identifier GID $\in \mathcal{G \mathcal { I } \mathcal { D }}$, and the secret keys $\left\{\mathrm{SK}_{\mathrm{GID}, u}\right\}_{u \in \rho(I)}$ corresponding to a subset of rows of $\boldsymbol{M}$ with indices $I \subseteq[\ell]$. If $(1,0, \ldots, 0)$ is not in the span of these rows, $\boldsymbol{M}_{I}$, then decryption fails. Otherwise, the decryptor finds $\left\{w_{x} \in \mathbb{Z}_{N}\right\}_{x \in I}$ such that $(1,0, \ldots, 0)=\sum_{x \in I} w_{x} \cdot \boldsymbol{M}_{x}$.

For all $x \in I$, the decryption algorithm first compute:

$$
\begin{aligned}
& D_{A, x}=e\left(C_{2, A, x}, \mathrm{H}(\mathrm{GID}) \cdot h\right) \cdot e\left(C_{1, A, x}, K_{\mathrm{GID}, A, \rho(x)}\right)^{-1}=e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{\sigma_{A, x}} \\
& D_{B, x}=e\left(C_{2, B, x}, \mathrm{H}(\mathrm{GID})\right) \cdot e\left(C_{1, B, x}, K_{\mathrm{GID}, B, \rho(x)}\right)^{-1}=e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{\sigma_{B, x}}
\end{aligned}
$$

Then compute $D=\prod_{x \in I}\left(D_{A, x} \cdot D_{B, x}\right)^{w_{x}}=e\left(g_{1}, h\right)^{s}$. Finally it outputs $C \oplus \operatorname{Ext}(D$, seed $)=\operatorname{msg}$.
In the next section (Section 4.3) we prove correctness of the scheme. The proof of security is deferred to Section 4.4.

### 4.3 Correctness

Assume that the authorities in $\left\{\mathrm{SK}_{\mathrm{GID}, u}\right\}$ correspond to a qualified set according to the LSSS access structure $(\boldsymbol{M}, \rho)$ associated with CT, that is, the corresponding subset of row indices $I$ corresponds to rows in $\boldsymbol{M}$ that have $(1,0, \ldots, 0)$ in their span.

For each $x \in I$, letting $\rho(x)$ be the corresponding authority,

$$
\begin{aligned}
e\left(C_{2, A, x}, \mathrm{H}(\mathrm{GID}) \cdot h\right) & =e\left(g_{1}^{y_{A, p(x)} r_{A, x}} g_{1}^{\sigma_{A, x}}, \mathrm{H}(\mathrm{GID}) \cdot h\right) \\
& =e\left(g_{1}^{y_{A, \rho(x)} r_{A, x}}, \mathrm{H}(\mathrm{GID}) \cdot h\right) \cdot e\left(g_{1}^{\sigma_{A, x}}, \mathrm{H}(\mathrm{GID}) \cdot h\right) \\
& =e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{\left.y_{A, \rho(x)}\right)_{A, x}} \cdot e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{\sigma_{A, x}} .
\end{aligned}
$$

Also, for each $x \in I$,

$$
e\left(C_{1, A, x}, K_{\mathrm{GID}, A, \rho(x)}\right)=e\left(g_{1}^{r_{A, x}},(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, \rho(x)}}\right)=e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{y_{A, \rho(x)} r_{A, x}} .
$$

Hence,

$$
\begin{aligned}
D_{A, x} & =e\left(C_{2, A, x}, \mathrm{H}(\mathrm{GID}) \cdot h\right) \cdot e\left(C_{1, A, x}, K_{\mathrm{GID}, A, \rho(x)}\right)^{-1} \\
& =\frac{e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{y_{A, \rho(x)} r_{A, x}} \cdot e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{\sigma_{A, x}}}{e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{y_{A, \rho(x)} r_{A, x}}} \\
& =e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{\sigma_{A, x}} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
D_{B, x} & =e\left(C_{2, B, x}, \mathrm{H}(\mathrm{GID})\right) \cdot e\left(C_{1, B, x}, K_{\mathrm{GID}, B, \rho(x)}\right)^{-1} \\
& =\frac{e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{y_{B, \rho(x)} r_{B, x}} \cdot e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{\sigma_{B, x}}}{e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{\left.y_{B, \rho(x, x}\right)_{B, x}}} \\
& =e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{\sigma_{B, x}} .
\end{aligned}
$$

We then have

$$
\begin{aligned}
D & =\prod_{x \in I}\left(D_{A, x} \cdot D_{B, x}\right)^{w_{x}}=\prod_{x \in I}\left(e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{\sigma_{A, x}}\right)^{w_{x}} \cdot\left(e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{\sigma_{B, x}}\right)^{w_{x}} \\
& =\prod_{x \in I} e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{w_{x} \sigma_{A, x}} \cdot e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{w_{x} \sigma_{B, x}} \\
& =e\left(g_{1}, \mathrm{H}(\mathrm{GID}) \cdot h\right)^{s} \cdot e\left(g_{1}, \mathrm{H}(\mathrm{GID})\right)^{-s} \\
& =e\left(g_{1}, h\right)^{s},
\end{aligned}
$$

where the fourth equality follows since $\sum_{x \in I} w_{x} \cdot \boldsymbol{M}_{x}=(1,0, \ldots, 0)$ and $\sigma_{A, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}$ and $\sigma_{B, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}$. Thus we have

$$
\begin{aligned}
C \oplus \operatorname{Ext}(D, \text { seed }) & =\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}, \text { seed }\right) \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}, \text { seed }\right) \\
& =\operatorname{msg} .
\end{aligned}
$$

### 4.4 Security Analysis

Theorem 4.1 (Security of Composite-Order MA-ABE Scheme): The above MA-ABE scheme for $\mathrm{NC}^{1}$ is fully adaptively secure in the random oracle model assuming that Assumptions 4.1 to 4.5 hold.

In order to prove Theorem 4.1, we consider a polynomial-length sequence of hybrid games which differ from one another in the formation of the challenge ciphertext, the output of the random oracle H , or the secret keys queried by the adversary $\mathcal{A}$. The first hybrid in the sequence corresponds to the fully adaptive security game of the proposed MA-ABE scheme, while the final hybrid is one where the advantage of $\mathcal{A}$ is (unconditionally) zero. We argue that $\mathcal{A}$ 's advantage changes only by a negligible amount between each successive hybrid game, thereby establishing Theorem 4.1. The high level structure of our hybrid reduction is shown in Fig. 4.1.

Let the access structure submitted by the adversary $\mathcal{A}$ while requesting the challenge ciphertext be $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ injective. In this proof, we will model H as a random oracle programmed by the challenger. Let the total number of global identifiers GID the challenger generates the H oracle outputs for be $q$. Also, we order the global identifiers $\left\{\mathrm{GID}_{t}\right\}$ in the sequence the H oracle outputs for them are generated by the challenger.

## The Hybrids

$\mathbf{H y b}_{0}$ : This is the real fully adaptive security game for the proposed MA-ABE scheme described in Section 3.3.
$\mathbf{H y b}_{1}$ : This game is identical to $\mathrm{Hyb}_{0}$ except that for all global identifiers GID, the challenger programs the output $\mathrm{H}(\mathrm{GID})$ of the random oracle H as $\mathrm{H}(\mathrm{GID}) \leftarrow \mathbb{G}_{p_{1}}$.


Fig. 4.1: Structure of the Hybrid Reduction for Our Composite-Order MA-ABE Scheme
$\mathbf{H y b}_{\mathbf{2}}$ : This game is the same as $\mathrm{Hyb}_{1}$ except the challenger generates the challenge ciphertext as follows: Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities in $U_{\mathcal{A}}$, i.e., the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext

$$
\tilde{C T}=(\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in Y},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in \bar{Y}}
$$

where $\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed $)$, for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{r_{B, x}},
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} .
\end{array}
$$

Next, it samples random $s^{\prime} \leftarrow \mathbb{Z}_{N}$ and computes $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}$ for all $x \in[\ell]$, where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s^{\prime},-s^{\prime}$ as their first entry, respectively. The challenger samples $r_{A, x}^{\prime}, r_{B, x}^{\prime} \leftarrow \mathbb{Z}_{N}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}, \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{array}{ll}
C_{1, A, x}=\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & C_{2, A, x}=\tilde{C}_{2, A, x} \sqrt{g_{3}^{\prime}},=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} \sqrt{g_{3}^{\sigma_{A, x}^{\prime}}}, \\
C_{1, B, x}=\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & C_{2, B, x}=\tilde{C}_{2, B, x} g_{3}^{g_{B, x}^{\prime}}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}} g_{3}^{\sigma_{B, x}^{\prime}},
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C _ { 1 , A , x } = \tilde { C } _ { 1 , A , x } \longdiv { g _ { 3 } ^ { r _ { A , x } ^ { \prime } } } = g _ { 1 } ^ { r _ { A , x } } g _ { g ^ { r _ { A , x } ^ { \prime } } }, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} g_{3}^{g_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} g_{3}^{y_{A, \rho(x)}^{r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}},} \\
& C_{1, B, x}=\tilde{C}_{1, B, x} \sqrt{g_{3}^{r_{B, x}^{\prime}}}=g_{1}^{r_{B, x}} g_{3}^{r_{B, x}^{\prime}}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}} .
\end{aligned}
$$

$\mathbf{H y b}_{3}$ : This game is the same as $\mathrm{Hyb}_{2}$ except the challenger generates the challenge ciphertext as follows: Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities in $U_{\mathcal{A}}$, i.e., the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. It first flips a random coin $\beta \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext

$$
\tilde{C T}=(\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in Y},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in \bar{Y}}
$$

where $\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed $)$, for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{r_{B, x}},
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} .
\end{array}
$$

Next, it samples random $s_{A}^{\prime}, s_{B}^{\prime} \leftarrow \mathbb{Z}_{N}$ and computes $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}$, where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s_{\underline{A}}^{\prime}$ and $s_{B}^{\prime}$ as their first entry, respectively. The challenger samples $r_{A, x}^{\prime}, r_{B, x}^{\prime} \leftarrow \mathbb{Z}_{N}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[f]}\right)$ where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}, \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{array}{ll}
C_{1, A, x}=\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & C_{2, A, x}=\tilde{C}_{2, A, x} g \sqrt{\sigma_{A, x}^{\prime}} \\
C_{1, B, x}=\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & C_{2, B, x}=\tilde{C}_{2, B, x} r_{A, x(x)} g_{1}^{\sigma_{B, x}}=g_{B, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{B, x}} \sqrt{\sigma_{3}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
\sigma_{B, x}^{\sigma_{B, x}^{\prime}},
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} g_{3}^{r_{A, x}^{\prime}}=g_{1}^{r_{A, x}} g_{3}^{r_{A, x}^{\prime}}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} g_{3 A, \rho(x) r_{A, x}^{\prime}}^{y_{3}^{\prime}} g_{3, x}^{\sigma_{A, x}^{\prime}}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x} g_{3, x}^{\prime}=g_{1}^{r_{B, x}} g_{3}^{r_{B, x}^{\prime}}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}}=g_{1}^{y_{B, \rho(x)}^{\prime} r_{B, x}} g_{1}^{\sigma_{B, x}} g_{3}^{y_{B, \rho(x)} r_{B, x}^{r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}} .} .
\end{aligned}
$$

$\mathbf{H y b}_{4:(j-1)}(j \in[\boldsymbol{q}+\mathbf{1}])$ : This game is the same as $\mathrm{Hyb}_{3}$ except that for the $t^{\text {th }}$ global identifier $\mathrm{GID}_{t}$ for $t \leq j-1$, the challenger programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right) \leftarrow \mathbb{G}_{p_{1} p_{3}}$, while for $t>j-1$, it programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right) \leftarrow \mathbb{G}_{p_{1}}$ as earlier. Observe that $\mathrm{Hyb}_{4: 0}$ coincides with $\mathrm{Hyb}_{3}$.

We introduce a sequence of sub-games namely, $\left(\mathrm{Hyb}_{4: j: 1}, \ldots, \mathrm{Hyb}_{4: j: 4}\right)$ between $\mathrm{Hyb}_{4:(j-1)}$ and $\mathrm{Hyb}_{4: j}$ for all $j \in[q]$ as defined below.
$\mathbf{H y b}_{4: j: 1}(j \in[\boldsymbol{q}])$ : This experiment is the same as $\mathrm{Hyb}_{4:(j-1)}$ except that for the $j^{\text {th }}$ global identifier $\mathrm{GID}_{j}$, the challenger programs the output $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{j}\right) \leftarrow \mathbb{G}_{p_{1} p_{2}}$ while for all $t<j$, it programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right) \leftarrow \mathbb{G}_{p_{1} p_{3}}$, and for $t>j$, it programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right) \leftarrow \mathbb{G}_{p_{1}}$ as earlier. Also in this game, the challenge ciphertext is generated as follows: Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities in $U_{\mathcal{A}}$, i.e., the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext

$$
\tilde{C T}=(\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in Y},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in \bar{Y}}
$$

where $\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed $)$, for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}},
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} .
\end{array}
$$

Next, it samples random $s_{A}^{\prime}, s_{B}^{\prime}, s^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ and computes $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=$ $\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}, \sigma_{A, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime \prime}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime \prime}$, for all $x \in[\ell]$, where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime}, \boldsymbol{v}_{A}^{\prime \prime}, \boldsymbol{v}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s_{A}^{\prime}, s_{B}^{\prime}, s^{\prime \prime},-s^{\prime \prime}$ as their first entry, respectively. The challenger samples $r_{A, x}^{\prime}, r_{B, x}^{\prime}, r_{A, x}^{\prime \prime}, r_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}, \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{\sigma_{A, x}^{\prime}}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{g_{A, x}^{\prime}}, \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{\sigma_{B, x}^{\prime}}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{\sigma_{B, x}^{\prime}},
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}}=g_{1}^{r_{A, x}} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x}+g_{2}^{y_{A, \rho(x)}^{r_{A, x}^{\prime \prime}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}}
\end{aligned}
$$

$$
\begin{aligned}
& =g_{1}^{y_{A, \rho(x)}^{r_{A, x}}} g_{1}^{\sigma_{A, x}} \sqrt{y_{A, \rho(x)}^{r_{A, x}^{\prime \prime}} g_{2}^{\sigma_{A, x}^{\prime \prime}}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
C_{1, B, x} & =\tilde{C}_{1, B, x} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}}=g_{1}^{r_{B, x}} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} g_{2}^{y_{B, \rho(x)}^{r_{B, x}^{\prime \prime}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x)}^{r_{B, x}^{\prime}}} g_{3}^{\sigma_{B, x}^{\prime}}} \\
& =g_{1}^{y_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x) r_{B, x}^{\prime}}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}} .}
\end{aligned}
$$

$\mathbf{H y b}_{4: j: 2} \quad(j \in[\boldsymbol{q}])$ : This game is the same as $\mathrm{Hyb}_{4: j: 1}$ except the challenger generates the challenge ciphertext as follows: Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$, i.e., the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. The challenger first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext

$$
\tilde{C T}=(\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in Y},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in \bar{Y}}
$$

where $\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed $)$, for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}}
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}}
\end{array}
$$

Next, it samples random $s_{A}^{\prime}, s_{B}^{\prime}, s_{A}^{\prime \prime}, s_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ and computes $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=$ $\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}, \sigma_{A, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime \prime}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime \prime}$ for all $x \in[\ell]$, where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime}, \boldsymbol{v}_{A}^{\prime \prime}, \boldsymbol{v}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s_{A}^{\prime}, s_{B}^{\prime}, s_{A}^{\prime \prime}, s_{B}^{\prime \prime}$ as their first entry respectively. The challenger samples $r_{A, x}^{\prime}, r_{B, x}^{\prime}, r_{A, x}^{\prime \prime}, r_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}, \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} g_{2}^{\boxed{\sigma_{A, x}^{\prime \prime}}} g_{3}^{\sigma_{A, x}^{\prime}}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{\boxed{\sigma_{A, x}^{\prime \prime}}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} g_{2}^{\frac{\sigma_{B, x}^{\prime \prime}}{2}} g_{3}^{\sigma_{B, x}^{\prime}}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{\boxed{\sigma_{B, x}^{\prime \prime}}} g_{3}^{\sigma_{B, x}^{\prime}},
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}}=g_{1}^{r_{A, x}} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}} \\
C_{2, A, x} & =\tilde{C}_{2, A, x} g_{2}^{y_{A, \rho(x)}^{r_{A, x}^{\prime \prime}}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)}^{r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}} \\
& =g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{y_{A, \rho(x)} r_{A, x}^{\prime \prime}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}
\end{aligned}
$$

$$
\begin{aligned}
C_{1, B, x} & =\tilde{C}_{1, B, x} g_{2}^{r_{B, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}}=g_{1}^{r_{B, x}} g_{2}^{r_{B, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}} \\
C_{2, B, x} & =\tilde{C}_{2, B, x} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2}^{\boxed{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x)}^{r_{B, x}^{\prime}}} g_{3}^{\sigma_{B, x}^{\prime}}} \\
& =g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x) r_{B, x}^{\prime}}^{y_{B}} g_{3}^{\sigma_{B, x}^{\prime}}} .
\end{aligned}
$$

$\mathbf{H y b}_{4: j: 3} \quad(j \in[\boldsymbol{q}])$ : This game is analogous to $\mathrm{Hyb}_{4: j: 2}$ except for the $j^{\text {th }}$ global identifier $\mathrm{GID}_{j}$, the challenger programs the output $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{j}\right) \leftarrow \mathbb{G}$.
$\mathbf{H y b}_{4: j: 4} \quad(j \in[\boldsymbol{q}])$ : This game is analogous to $\mathrm{Hyb}_{4: j: 3}$ except that in this game, the challenge ciphertext is generated as follows: Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$, i.e., the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. The challenger first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext

$$
\tilde{C T}=(\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in Y},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in \bar{Y}}
$$

where $\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed $)$, for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}}
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=g_{1}^{y_{B, \rho(x) r^{r}}{ }_{B, x}} g_{1}^{\sigma_{B, x}}
\end{array}
$$

Next, it samples random $s_{A}^{\prime}, s_{B}^{\prime}, s^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ and computes $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=$ $\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}, \sigma_{A, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime \prime}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime \prime}$, for all $x \in[\ell]$, where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime}, \boldsymbol{v}_{A}^{\prime \prime}, \boldsymbol{v}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s_{A}^{\prime}, s_{B}^{\prime}, s^{\prime \prime},-s^{\prime \prime}$ as their first entry respectively. The challenger samples $r_{A, x}^{\prime}, r_{B, x}^{\prime}, r_{A, x}^{\prime \prime}, r_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}, \text { seed }\right)
$$

and for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}} \\
& C_{2, A, x}=\tilde{C}_{2, A, x} g g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{\sigma_{A, x}^{\prime}}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{\frac{\sigma_{A, x}^{\prime \prime}}{r_{r}}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=g_{1} \\
& C_{2, B, x}=\tilde{C}_{2, B, x} g_{2}^{\boxed{\sigma_{B, x}^{\prime \prime}}} g_{3}^{\sigma_{B, x}^{\prime}}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{\sigma_{B, x}^{\prime}} .
\end{aligned}
$$

For all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}}=g_{1}^{r_{A, x}} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}} \\
C_{2, A, x} & =\tilde{C}_{2, A, x} g_{2}^{y_{A, \rho(x)}^{r_{A, x}^{\prime \prime}}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)}^{r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}} \\
& =g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{y_{A, \rho(x) r^{\prime}}^{\prime \prime}}{ }^{\sigma_{,, x}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)}^{r_{A, x}^{\prime}}} g_{3}^{\sigma_{A, x}^{\prime}}
\end{aligned}
$$

$$
\begin{aligned}
C_{1, B, x} & =\tilde{C}_{1, B, x} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}}=g_{1}^{r_{B, x}} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}} \\
C_{2, B, x} & =\tilde{C}_{2, B, x} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x)}^{r_{B, x}^{\prime}}} g_{3}^{\sigma_{B, x}^{\prime}} \\
& =g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x) r_{B, x}^{\prime}}^{\prime} g_{3}^{\sigma_{B, x}^{\prime}}} .
\end{aligned}
$$

$\mathbf{H y b}_{5}$ : This game is identical to $\mathrm{Hyb}_{4: q}$ except the following: While generating the global public parameters GP the challenger generates $h \leftarrow \mathbb{G}_{p_{1} p_{2}}$ instead of $h \leftarrow \mathbb{G}_{p_{1}}$. Also in this game, the challenge ciphertext is generated as follows: Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$, i.e., the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. The challenger first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext

$$
\tilde{C T}=(\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in Y},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in \bar{Y}}
$$

where $\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed $)$, for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}}
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}}
\end{array}
$$

Next, it samples random $s_{A}^{\prime}, s_{B}^{\prime}, s^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ and computes $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=$ $\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}, \sigma_{A, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime \prime}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime \prime}$, for all $x \in[\ell]$, where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime}, \boldsymbol{v}_{A}^{\prime \prime}, \boldsymbol{v}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s_{A}^{\prime}, s_{B}^{\prime}, s^{\prime \prime},-s^{\prime \prime}$ as their first entry respectively. The challenger samples $r_{A, x}^{\prime}, r_{B, x}^{\prime}, r_{A, x}^{\prime \prime}, r_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s} \cdot e\left(g_{2}, h\right)^{s^{\prime \prime}}, \text { seed }\right)
$$

and for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}} \\
& C_{2, A, x}=\tilde{C}_{2, A, x} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{\sigma_{A, x}^{\prime}}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{\sigma_{A, x}^{\prime}} \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}} \\
& C_{2, B, x}=\tilde{C}_{2, B, x} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{\sigma_{B, x}^{\prime}}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{\sigma_{B, x}^{\prime}}
\end{aligned}
$$

For all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}}=g_{1}^{r_{A, x}} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}} \\
C_{2, A, x} & =\tilde{C}_{2, A, x} g_{2}^{y_{A, \rho(x)} r_{A, x}^{\prime \prime}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}} \\
& =g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{y_{A, \rho(x)} r_{A, x}^{\prime \prime}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}} \\
C_{1, B, x} & =\tilde{C}_{1, B, x} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}}=g_{1}^{r_{B, x}} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}} \\
C_{2, B, x} & =\tilde{C}_{2, B, x} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}} \\
& =g_{1}^{y_{B, \rho(x) r_{B, x}}^{r_{B}} g_{1}^{\sigma_{B, x}} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}}} .
\end{aligned}
$$

Remark 4.1: We would like to highlight that we consider the game transition from Hyb dij: to $\mathrm{Hyb}_{4: j}$ for all $j \in[q-1]$ in order to prepare the form of the challenge ciphertext suitable for handling the transition of the next H oracle output $\mathrm{H}\left(\mathrm{GID}_{j+1}\right)$. However, after reaching $\mathrm{Hyb}_{4: q: 4}$, at which point the desired transition of the H oracle outputs $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ for all $t \in[q]$ is complete, we didn't consider the unnecessary transition from $\mathrm{Hyb}_{4: q: 4}$ to $\mathrm{Hyb}_{4, q}$, rather we directly move from $\mathrm{Hyb}_{4: q: 4}$ to $\mathrm{Hyb}_{5}$.
$\mathbf{H y b}_{\mathbf{6}}$ : This game is the same as $\mathrm{Hyb}_{5}$ except the challenger generates the challenge ciphertext as follows: Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities in $U_{\mathcal{A}}$, i.e., the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. The challenger first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext

$$
\tilde{C T}=(\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in Y},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in \bar{Y}}
$$

where $\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed $)$, for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{B, x}
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} .
\end{array}
$$

Next, it samples random $s_{A}^{\prime}, s_{B}^{\prime}, s^{\prime \prime}, s_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ and computes $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=$ $\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}, \sigma_{A, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime \prime}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime \prime}$ for all $x \in[\ell]$, where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime}, \boldsymbol{v}_{A}^{\prime \prime}, \boldsymbol{v}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s_{A}^{\prime}, s_{B}^{\prime}, s^{\prime \prime}, s_{B}^{\prime \prime}$ as their first entry, respectively. The challenger samples $r_{A, x}^{\prime}, r_{B, x}^{\prime}, r_{A, x}^{\prime \prime}, r_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s} \cdot e\left(g_{2}, h\right)^{s^{\prime \prime}}, \text { seed }\right)
$$

and for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{\sigma_{A, x}^{\prime}}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} g_{2} \stackrel{\sigma_{B, x}^{\prime \prime}}{ } g_{3}^{\sigma_{B, x}^{\prime}}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2} \sqrt{\sigma_{B, x}^{\prime \prime}} g_{3}^{\sigma_{B, x}^{\prime}} .
\end{aligned}
$$

For all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}}=g_{1}^{r_{A, x}} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} g_{2}^{y_{A, \rho(x)} r_{A, x}^{\prime \prime}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}} \\
& =g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{y_{A, \rho(x)} r_{A, x}^{\prime \prime}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x} g_{2}^{r_{B, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}}=g_{1}^{r_{B, x}} g_{2}^{r_{B, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}} \\
& =g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2} \frac{\sigma_{B, x}^{\prime \prime}}{} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}} .
\end{aligned}
$$

$\mathrm{Hyb}_{7}$ : This game is identical to $\mathrm{Hyb}_{6}$ except that for all global identifiers GID, the challenger programs the output $\mathrm{H}(\mathrm{GID})$ of the random oracle $H$ as $\mathrm{H}(\mathrm{GID}) \leftarrow \mathbb{G}$.
$\mathbf{H y b}_{8}$ : This game is the same as $\mathrm{Hyb}_{7}$ except that the challenger generates the outputs of the H oracle as follows: For any global identifiers GID, the challenger first samples a random group element $R \leftarrow \mathbb{G}$ and sets $\mathrm{H}(\mathrm{GID})=R \cdot h^{-1}$.
$\mathbf{H y b}_{\mathbf{9}}$ : This game is the same as $\mathrm{Hyb}_{8}$ except that the challenger generates the outputs of the H oracle as follows: For any global identifiers GID, the challenger first samples a random group element $P \leftarrow \mathbb{G}_{p_{1} p_{3}}$ and sets $\mathrm{H}(\mathrm{GID})=P \cdot h^{-1}$.
$\mathbf{H y b}_{\mathbf{1 0}}$ : This game is the same as $\mathrm{Hyb}_{9}$ except the challenger generates the challenge ciphertext as follows: Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities in $U_{\mathcal{A}}$, i.e., the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. The challenger first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext

$$
\tilde{C T}=(\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in Y},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in \bar{Y}}
$$

where $\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed $)$, for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}{ }_{B, x},
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, & \tilde{C}_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}}, \\
\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, & \tilde{C}_{2, B, x}=g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} .
\end{array}
$$

Next, it samples random $s_{A}^{\prime}, s_{B}^{\prime}, s^{\prime \prime}, s_{A}^{\prime \prime}, s_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ and computes $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=$ $\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}, \sigma_{A, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime \prime}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime \prime}$ for all $x \in[\ell]$ where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime}, \boldsymbol{v}_{A}^{\prime \prime}, \boldsymbol{v}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s_{A}^{\prime}, s_{B}^{\prime}, s_{A}^{\prime \prime}, s_{B}^{\prime \prime}$ as their first entry respectively. The challenger samples $r_{A, x}^{\prime}, r_{B, x}^{\prime}, r_{A, x}^{\prime \prime}, r_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s} \cdot e\left(g_{2}, h\right)^{s^{\prime \prime}}, \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=g_{1}^{r_{A, x}}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{\sigma_{A, x}^{\prime}}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=g_{1}^{r_{B, x}}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{\sigma_{B, x}^{\prime}}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{\sigma_{B, x}^{\prime}} .
\end{aligned}
$$

For all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}}=g_{1}^{r_{A, x}} g_{2}^{r_{A, x}^{\prime \prime}} g_{3}^{r_{A, x}^{\prime}}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} g_{2}^{y_{A, \rho(x)} r_{A, x}^{\prime \prime}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)}^{r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}} \\
& =g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}} g_{2}^{y_{A, \rho(x)} r_{A, x}^{\prime \prime}} g_{2}^{\sigma_{A, x}^{\prime \prime}} g_{3}^{y_{A, \rho(x)}^{r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}},} \\
C_{1, B, x} & =\tilde{C}_{1, B, x} g_{2}^{r_{B, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}}=g_{1}^{r_{B, x}} g_{2}^{r_{B, x}^{\prime \prime}} g_{3}^{r_{B, x}^{\prime}}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} g_{2}^{y_{B, \rho(x)} r_{B, x}^{\prime \prime}} g_{2}^{\sigma_{B, x}^{\prime \prime}} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}} \\
& =g_{1}^{y_{B, \rho(x)} r_{B, x}} g_{1}^{\sigma_{B, x}} g_{2}^{y_{B, \rho(x) r_{B, x}^{\prime \prime}}^{\sigma_{B, x}^{\prime \prime}} g_{2}^{y_{B, \rho(x)}^{r_{B, x}^{\prime}}} g_{3}^{\sigma_{B, x}^{\prime}}} .
\end{aligned}
$$

$\mathbf{H y b}_{\mathbf{1 1}}$ : This game is the same as $\mathrm{Hyb}_{10}$ except that while generating the challenge ciphertext, the challenger sets the component $C$ as $C \leftarrow \mathbb{M}$ (independent of $\operatorname{msg}_{0}, \operatorname{msg}_{1}$ ).

## Analysis

For any adversary $\mathcal{A}$ and any $i \in\{0, \ldots, 3\} \cup\{4:(j-1), 4: j: 1, \ldots, 4: j: 4\}_{j \in[q]} \cup\{5, \ldots, 11\}$, let $p_{\mathcal{A}, i}: \mathbb{N} \rightarrow[0,1]$ denote the function such that for all $\lambda \in \mathbb{N}, p_{\mathcal{A}, i}(\lambda)$ is the probability that $\mathcal{A}$, on input $1^{\lambda}$, guesses the challenge bit correctly in the hybrid game $\mathrm{Hyb}_{i}$. From the definition of $\operatorname{Hyb}_{0}$, it follows that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 0}(\lambda)-1 / 2\right|=\operatorname{Adv}_{\mathcal{A}}^{\mathrm{MA}-\mathrm{ABE} \text {,fully:adaptive }}(\lambda)$ and $p_{\mathcal{A}, 3}(\lambda) \equiv p_{\mathcal{A}, 4: 0}(\lambda)$. Also, for all $\lambda \in \mathbb{N}, p_{\mathcal{A}, 11}=1 / 2$ since there is no information of the challenge bit $b \leftarrow\{0,1\}$ selected by the challenger within the challenge ciphertext in Hyb ${ }_{11}$. Hence, for all $\lambda \in \mathbb{N}$, we have

$$
\begin{align*}
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{MA}-\mathrm{ABE}, \text { fully:adaptive }}(\lambda) \leq & \sum_{i \in[3]}\left|p_{\mathcal{A}, i-1}(\lambda)-p_{\mathcal{A}, i}(\lambda)\right|+\sum_{j \in[q]}\left[\left|p_{\mathcal{A}, 4:(j-1)}(\lambda)-p_{\mathcal{A}, 4: j: 1}(\lambda)\right|\right. \\
& \left.+\sum_{k \in[3]}\left|p_{\mathcal{A}, 4: j: k}(\lambda)-p_{\mathcal{A}, 4: j:(k+1)}(\lambda)\right|\right]+\sum_{j \in[q-1]}\left|p_{\mathcal{A}, 4: j: 4}-p_{\mathcal{A}, 4: j}\right|  \tag{4.1}\\
& +\left|p_{\mathcal{A}, 4: q: 4}(\lambda)-p_{\mathcal{A}, 5}(\lambda)\right|+\sum_{i \in\{6, \ldots, 11\}}\left|p_{\mathcal{A}, i-1}(\lambda)-p_{\mathcal{A}, i}(\lambda)\right|
\end{align*}
$$

Lemmas 4.1 4.15 will show that each term on the RHS of Eq. 4.1) is nothing but negligible. Hence, Theorem 4.1 follows.

Lemma 4.1: If the SD-I assumption holds, then for every PPT adversary $\mathcal{A}$, there exists $a$ negligible function negl $_{1}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 0}(\lambda)-p_{\mathcal{A}, 1}(\lambda)\right| \leq \operatorname{neg}_{1}(\lambda)$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{0}$ and $\mathrm{Hyb}_{1}$ with non-negligible advantage $\epsilon(\lambda)$. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the SD-I problem. The algorithm $\mathcal{B}$ gets an instance of the SD-I problem form its challenger that consists of the group description $G=(N=$ $\left.p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right)$, the group element $g_{1} \leftarrow \mathbb{G}_{p_{1}}$, and another group element $T_{\beta}$ where $T_{\beta} \leftarrow \mathbb{G}$ if $\beta=0$ or $T_{\beta} \leftarrow \mathbb{G}_{p_{1}}$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples random $\theta \leftarrow \mathbb{Z}_{N}$, seed $\leftarrow S$, sets $h=g_{1}^{\theta}$, and gives the global public parameters $\mathrm{GP}=\left(\mathrm{G}, g_{1}, h\right.$, seed) to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $y_{A, u}, y_{B, u} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{PK}_{u}=\left(g_{1}^{y_{A, u}}, g_{1}^{y_{B, u}}\right)$ and $\mathrm{MSK}_{u}=\left(y_{A, u}, y_{B, u}\right) . \mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: Whenever $\mathcal{A}$ queries the random oracle H for some $\mathrm{GID} \in \mathcal{G I D}, \mathcal{B}$ chooses a random exponent $\tilde{\theta}_{\mathrm{GID}} \in \mathbb{Z}_{N}$ and sets $\mathrm{H}(\mathrm{GID})=T_{\beta}^{\tilde{\theta}} \tilde{\mathrm{G}}_{\mathrm{ID}}$. It stores this value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again. If $T_{\beta}$ is a generator of $\mathbb{G}_{p_{1}}$, these will be random elements of $\mathbb{G}_{p_{1}}$. If $T_{\beta}$ is a generator of $\mathbb{G}$, these will be random elements of $\mathbb{G}$.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID, $u$ ) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, u}}, K_{\mathrm{GID}, B, u}=\right.$ $\left.(\mathrm{H}(\mathrm{GID}))^{y_{B, u}}\right)$ for (GID, u). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure $(\boldsymbol{M}, \rho)$. If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I} \mathcal{D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT by running the Enc algorithm that encrypts msg $_{b}$ under the access structure $(\boldsymbol{M}, \rho)$.

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Clearly the game simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{0}$ or $\mathrm{Hyb}_{1}$ according as $T_{\beta} \leftarrow \mathbb{G}$ or $T_{\beta} \leftarrow \mathbb{G}_{p_{1}}$ since $\tilde{\theta}_{\mathrm{GID}} \leftarrow \mathbb{Z}_{N}$ for all global identifiers GID. Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain noticeable advantage in solving SD-I.

Lemma 4.2: If the SD-II assumption holds, then for every PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{2}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 1}(\lambda)-p_{\mathcal{A}, 2}(\lambda)\right| \leq \operatorname{neg}_{2}(\lambda)$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{1}$ and $\mathrm{Hyb}_{2}$ with non-negligible advantage $\epsilon(\lambda)$. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the SD-II problem. The algorithm $\mathcal{B}$ gets an instance of the SD-II problem from its challenger that consists of the group description $\mathfrak{G}=\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right)$, the group elements $g_{1}, g_{2}, X_{1}, X_{3}$, where $g_{1}, X_{1} \leftarrow \mathbb{G}_{p_{1}}$,
$g_{2} \leftarrow \mathbb{G}_{p_{2}}, X_{3} \leftarrow \mathbb{G}_{p_{3}}$, and another group element $T_{\beta}$ where $T_{\beta} \leftarrow \mathbb{G}_{p_{1}}$ if $\beta=0$ or $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{3}}$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples random $\theta \leftarrow \mathbb{Z}_{N}$, seed $\leftarrow S$, sets $h=g_{1}^{\theta}$, and gives the global public parameters $\mathrm{GP}=\left(\mathrm{G}, g_{1}, h\right.$, seed $)$ to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $y_{A, u}, y_{B, u} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{PK}_{u}=\left(g_{1}^{y_{A, u}}, g_{1}^{y_{B, u}}\right)$ and $\mathrm{MSK}_{u}=\left(y_{A, u}, y_{B, u}\right) . \mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: Whenever $\mathcal{A}$ queries the random oracle H for some $\mathrm{GID} \in \mathcal{G I D}, \mathcal{B}$ chooses a random exponent $\theta_{\mathrm{GID}} \in \mathbb{Z}_{N}$ and sets $\mathrm{H}(\mathrm{GID})=g_{1}^{\theta_{\mathrm{GID}}}$. It stores this value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID, $u$ ) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $M$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, u}}, K_{\mathrm{GID}, B, u}=\right.$ $\left.(\mathrm{H}(\mathrm{GID}))^{y_{B, u}}\right)$ for (GID, u). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}$, msg $_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $\boldsymbol{M}, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ chooses a random $\omega \leftarrow \mathbb{Z}_{N}$ and implicitly sets $s=r \cdot \omega$ where $g_{1}^{r}$ is the $\mathbb{G}_{p_{1}}$ part of $T_{\beta}$ and sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(T_{\beta}, h\right)^{\omega}\right.$, seed). $\mathcal{B}$ also chooses two vectors, $\tilde{\boldsymbol{v}}_{A}=$ $\left(\omega, \tilde{v}_{A, 2}, \ldots, \tilde{v}_{A, d}\right), \tilde{\boldsymbol{v}}_{B}=\left(-\omega, \tilde{v}_{B, 2}, \ldots, \tilde{v}_{B, d}\right)$, where $\tilde{v}_{A, 2}, \ldots, \tilde{v}_{A, d}, \tilde{v}_{B, 2} \ldots, \tilde{v}_{B, d}$ are chosen randomly from $\mathbb{Z}_{N}$. We let $\omega_{A, x}=\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{A}$ and $\omega_{B, x}=\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{B}$ for all $x \in[\ell]$.

Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For each $x$ in $Y, \mathcal{B}$ chooses random $r_{A, x}, r_{B, x} \leftarrow \mathbb{Z}_{N}$. For each $x$ in $\bar{Y}, \mathcal{B}$ chooses random values $\tilde{r}_{A, x}, \tilde{r}_{B, x} \leftarrow \mathbb{Z}_{N}$, and implicitly sets $r_{A, x}=r \tilde{r}_{A, x}$ and $r_{B, x}=r \tilde{r}_{B, x}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{array}{ll}
C_{1, A, x}=g_{1}^{r_{A, x}} & C_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} T_{\beta}^{\omega_{A, x}}, \\
C_{1, B, x}=g_{1}^{r_{B, x}} & C_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} T_{\beta}^{\omega_{B, x}},
\end{array}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{array}{ll}
C_{1, A, x}=T_{\beta}^{\tilde{r}_{A, x}} & C_{2, A, x}=T_{\beta}^{y_{A, \rho(x)} \tilde{r}_{A, x}} T_{\beta}^{\omega_{A, x}}, \\
C_{1, B, x}=T_{\beta}^{\tilde{r}_{B, x}} & C_{2, B, x}=T_{\beta}^{y_{B, \rho(x)} \tilde{r}_{B, x}} T_{\beta}^{\omega_{B, x}},
\end{array}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.
Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Note that for all $x \in[\ell]$, the $\mathbb{G}_{p_{1}}$ part of $T_{\beta}^{\omega_{A, x}}$ (respectively $T_{\beta}^{\omega_{B, x}}$ ) is $g_{1}^{M_{x} \cdot \boldsymbol{v}_{A}}$ (respectively $g_{1}^{\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}}$ ), where $\boldsymbol{v}_{A}=r \tilde{\boldsymbol{v}}_{A}$ (respectively $\boldsymbol{v}_{B}=r \tilde{\boldsymbol{v}}_{B}$ ) is a random vector in $\mathbb{Z}_{N}^{d}$ whose first entry is $s=r \omega$ (respectively $-s=r(-\omega)$ ). Also for all $x \in \bar{Y}$, the $\mathbb{G}_{p_{1}}$ part of $T_{\beta}^{\tilde{r}_{A, x}}$ (respectively $T_{\beta}^{\tilde{r}_{B, x}}$ ) is $g_{1}^{r_{A, x}}$ (respectively $g_{1}^{r_{B, x}}$ ), where $r_{A, x}=r \tilde{r}_{A, x}$ (respectively $r_{B, x}=r \tilde{r}_{B, x}$ ). Thus, if $T_{\beta}=g_{1}^{r} \leftarrow \mathbb{G}_{p_{1}}$ the ciphertext simulated by $\mathcal{B}$ is distributed exactly as in $\mathrm{Hyb}_{1}$. On the other hand, if $T_{\beta}=g_{1}^{r} g_{3}^{c} \leftarrow \mathbb{G}_{p_{1} p_{3}}$ the ciphertext simulated by $\mathcal{B}$ is distributed exactly as in $\mathrm{Hyb}_{2}$ with parameters $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot c \tilde{\boldsymbol{v}}_{A}$ (modulo $p_{3}$ ), $\sigma_{B, x}^{\prime}=\boldsymbol{M}_{x} \cdot c \tilde{\boldsymbol{v}}_{B}$ (modulo $p_{3}$ ), $r_{A, x}^{\prime}=c \tilde{r}_{A, x}$ (modulo $\left.p_{3}\right), r_{B, x}^{\prime}=c \tilde{r}_{B, x}\left(\right.$ modulo $\left.p_{3}\right)$ for all $x \in[\ell]$.

In order to see this, note that since $\left\{\tilde{r}_{A, x}, \tilde{r}_{B, x}\right\}_{x \in \bar{Y}}, \omega,\left\{\tilde{v}_{A, j}, \tilde{v}_{B, j}\right\}_{j \in[2, d]}$ are chosen randomly in $\mathbb{Z}_{N}$, their values modulo $p_{1}$ and modulo $p_{3}$ are uncorrelated by the Chinese Remainder Theorem. Hence, our parameters $\sigma_{A, x}^{\prime}, \sigma_{B, x}^{\prime}, r_{A, x}^{\prime}, r_{B, x}^{\prime}$ are random and independent of the other variables. Thus it follows that the games simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{1}$ or $\mathrm{Hyb}_{2}$ depending on whether $T_{\beta} \leftarrow \mathbb{G}_{p_{1}}$ or $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{3}}$, respectively. Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain noticeable advantage in solving SD-II.

Lemma 4.3: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{3}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 2}(\lambda)-p_{\mathcal{A}, 3}(\lambda)\right| \leq \operatorname{neg}_{3}(\lambda)$.

Proof: Observe that the only difference between $\mathrm{Hyb}_{2}$ and $\mathrm{Hyb}_{3}$ is that in $\mathrm{Hyb}_{2}$ the components $\left\{\sigma_{A, x}^{\prime}\right\}_{x \in[\ell]}$ and $\left\{\sigma_{B, x}^{\prime}\right\}_{x \in[\ell]}$ are shares of correlated secrets, i.e., $s^{\prime}$ and $-s^{\prime}$ respectively for $s^{\prime} \leftarrow$ $\mathbb{Z}_{N}$, whereas in $\mathrm{Hyb}_{3}$ they are shares of independent secrets $s_{A}^{\prime}, s_{B}^{\prime} \leftarrow \mathbb{Z}_{N}$. Therefore, in order to prove that these two games are statistically indistinguishable, we will argue that the secrets being shared by $\left\{\sigma_{A, x}^{\prime}\right\}_{x \in[\ell]}$ and $\left\{\sigma_{B, x}^{\prime}\right\}_{x \in[\ell]}$ are information theoretically hidden to the adversary $\mathcal{A}$ in $\mathrm{Hyb}_{2}$.

First, note that the shares $\sigma_{A, x}^{\prime}$ and $\sigma_{B, x}^{\prime}$ for all the rows $x$ of the challenge access matrix $\boldsymbol{M}$ labeled by corrupted authorities (i.e., the authorities for which $\mathcal{A}$ either requests the master key or creates it on its own) are information theoretically revealed to $\mathcal{A}$. However, by the game restriction the subspace spanned by those rows does not include the vector $(1,0, \ldots, 0)$. We may assume that this holds modulo $p_{3}$. This means that there must exist a vector $\boldsymbol{u} \in \mathbb{Z}_{N}^{d}$ such that $\boldsymbol{u}$ is orthogonal to all these rows of $\boldsymbol{M}$ but is not orthogonal to $(1,0, \ldots, 0)$, (i.e., the first entry of $\boldsymbol{u}$ is nonzero). We consider a basis $\mathbb{U}$ of $\mathbb{Z}_{N}^{d}$ involving the vector $\boldsymbol{u}$ and write $\boldsymbol{v}_{A}^{\prime}=\hat{\boldsymbol{v}}_{A}+a \boldsymbol{u}$ for some $a \bmod p_{3}$ and some vector $\hat{\boldsymbol{v}}_{A}$ in the span of $\mathbb{U} \backslash\{\boldsymbol{u}\}$. We note that $\hat{\boldsymbol{v}}_{A}$ is uniformly distributed in the subspace spanned by $\mathbb{U} \backslash\{\boldsymbol{u}\}$ (modulo $p_{3}$ ) and reveals no information about $a \bmod p_{3}$. Now, since the first coordinate of $\boldsymbol{u}$ is nonzero modulo $p_{3}$, it follows that the first coordinate of $\boldsymbol{v}_{A}^{\prime}$, i.e., $s_{A}^{\prime}$, depends on the value of $a \bmod p_{3}$. But the shares $\sigma_{A, x}^{\prime}$ for all the corrupted rows of $\boldsymbol{M}$ contains no information about $a \bmod p_{3}$ since $\boldsymbol{u}$ is orthogonal to all these rows.

Therefore, the only possible way for $\mathcal{A}$ to get information about $a \bmod p_{3}$ is through the ciphertext components $C_{2, A, x}$ corresponding to the uncorrupted rows of $\boldsymbol{M}$. However, for each such row $x, \mathcal{A}$ can only recover $r_{A, x}^{\prime}\left(\right.$ modulo $\left.p_{3}\right)$ and $y_{A, \rho(x)} r_{A, x}^{\prime}+\sigma_{A, x}^{\prime}$ (modulo $p_{3}$ ) information theoretically. Since the labeling function $\rho$ is injective, it follows that $y_{A, \rho(x)} \bmod p_{3}$ is a fresh random value that appears nowhere else. This means that given $r_{A, x}^{\prime}, y_{A, \rho(x)} r_{A, x}^{\prime}+\sigma_{A, x}^{\prime}$ (modulo $p_{3}$ ), if $r_{A, x}^{\prime} \bmod p_{3}$ is nonzero (note that $r_{A, x}^{\prime} \bmod p_{3}=0$ with negligible probability), any value of $\sigma_{A, x}^{\prime} \bmod p_{3}$ can be explained by a particular value of $y_{A, \rho(x)} \bmod p_{3}$. Since $y_{A, \rho(x)} \bmod p_{3}$ is uniformly random and information theoretically hidden to $\mathcal{A}$ given the public keys $\mathrm{PK}_{\rho(x)}=$ $\left(g_{1}^{y_{A, \rho(x)}}, g_{1}^{y_{B, \rho(x)}}\right)$ of the corresponding uncorrupted authorities $\rho(x)$ (note that $g_{1}^{y_{A, \rho(x)}}$ only leaks $\left.y_{A, \rho(x)} \bmod p_{1}\right)$, it follows that $\sigma_{A, x}^{\prime}$ is information theoretically hidden to $\mathcal{A}$. Therefore, no information about $a \bmod p_{3}$ is leaked to $\mathcal{A}$ which in turn means that the secret being shared by $\left\{\sigma_{A, x}^{\prime}\right\}_{x \in[\ell]}$ (and analogously by $\left\{\sigma_{B, x}^{\prime}\right\}_{x \in[\ell]}$ ) is information theoretically hidden to $\mathcal{A}$.

Lemma 4.4: If the SD-III assumption holds, then for every PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{4: j: 1}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 4:(j-1)}(\lambda)-p_{\mathcal{A}, 4: j: 1}(\lambda)\right| \leq \operatorname{neg}_{4: j: 1}(\lambda)$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{4: j}$ and $\mathrm{Hyb}_{4: j: 1}$ with non-negligible advantage $\epsilon(\lambda)$. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has noticeable advantage in solving the SD-III problem. The algorithm $\mathcal{B}$ gets an instance of the SD-III problem from its challenger that consists of the group description $G=(N=$ $\left.p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right)$, the group elements $g_{1}, g_{3}, X_{1}, X_{2}$, where $g_{1}, X_{1} \leftarrow \mathbb{G}_{p_{1}}, X_{2} \leftarrow \mathbb{G}_{p_{2}}$, $g_{3} \leftarrow \mathbb{G}_{p_{3}}$, and another group element $T_{\beta}$ where $T_{\beta} \leftarrow \mathbb{G}_{p_{1}}$ if $\beta=0$ or $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{2}}$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples random $\theta \leftarrow \mathbb{Z}_{N}$, seed $\leftarrow S$, sets $h=g_{1}^{\theta}$, and gives the global public parameters $\mathrm{GP}=\left(\mathrm{G}, g_{1}, h\right.$, seed) to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $y_{A, u}, y_{B, u} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{PK}_{u}=\left(g_{1}^{y_{A, u}}, g_{1}^{y_{B, u}}\right)$ and $\mathrm{MSK}_{u}=\left(y_{A, u}, y_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: When $\mathcal{B}$ needs to generate $\mathrm{H}(\mathrm{GID})$ for some global identifier $\operatorname{GID} \in \mathcal{G \mathcal { I } \mathcal { D }}$, either it responds to a direct H oracle query of $\mathcal{A}$ or answers to a secret key query of $\mathcal{A}, \mathcal{B}$ proceeds as follows: For the first $j-1$ global identifiers GID, $\mathcal{B}$ samples $\theta_{\mathrm{GID}} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{H}(\mathrm{GID})=\left(g_{1} g_{3}\right)^{\theta_{\mathrm{GID}}}$ (this is a random element of $\mathbb{G}_{p_{1} p_{3}}$ since the values of $\theta_{\text {GID }}$ modulo $p_{1}$ and modulo $p_{3}$ are uncorrelated by the Chinese Remainder Theorem). For the $j^{\text {th }}$ global identifier $\mathrm{GID}_{j}, \mathcal{B}$ samples random $\tilde{\theta}_{\mathrm{GID}_{j}} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{H}\left(\mathrm{GID}_{j}\right)=T_{\beta}^{\tilde{\theta}_{\mathrm{GID}_{j}}}$. For all subsequent global identifiers GID, $\mathcal{B}$ samples $\theta_{\text {GID }} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{H}(\mathrm{GID})=g_{1}^{\theta_{\mathrm{GID}}}$. It stores these value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some $(\mathrm{GID}, u) \in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy
matrix $M$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, u}}, K_{\mathrm{GID}, B, u}=\right.$ $\left.(\mathrm{H}(\mathrm{GID}))^{y_{B, u}}\right)$ for (GID, u). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}$, msg $_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $\boldsymbol{M}, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ chooses a random $\omega \leftarrow \mathbb{Z}_{N}$ and implicitly sets $s=r \cdot \omega$ where $g_{1}^{r}$ is the $\mathbb{G}_{p_{1}}$ part of $T_{\beta}$ and sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(T_{\beta}, h\right)^{\omega}\right.$, seed). $\mathcal{B}$ also chooses two vectors, $\tilde{\boldsymbol{v}}_{A}=$ $\left(\omega, \tilde{v}_{A, 2}, \ldots, \tilde{v}_{A, d}\right), \tilde{\boldsymbol{v}}_{B}=\left(-\omega, \tilde{v}_{B, 2}, \ldots, \tilde{v}_{B, d}\right)$, where $\tilde{v}_{A, 2}, \ldots, \tilde{v}_{A, d}, \tilde{v}_{B, 2} \ldots, \tilde{v}_{B, d}$ are chosen randomly from $\mathbb{Z}_{N}$. We let $\omega_{A, x}=\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{A}$ and $\omega_{B, x}=\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{B}$ for all $x \in[\ell]$. $\mathcal{B}$ further samples $s_{A}^{\prime}, s_{B}^{\prime} \leftarrow \mathbb{Z}_{N}$ and defines $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}$ for all $x \in[\ell]$, where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s_{A}^{\prime}$ and $s_{B}^{\prime}$ as their first entry, respectively.

Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For each $x \in Y, \mathcal{B}$ chooses random $r_{A, x}, r_{B, x} \leftarrow \mathbb{Z}_{N}$. For each $x \in \bar{Y}, \mathcal{B}$ chooses random values $r_{A, x}^{\prime}, r_{B, x}^{\prime}, \tilde{r}_{A, x}, \tilde{r}_{B, x} \leftarrow \mathbb{Z}_{N}$, and implicitly sets $r_{A, x}=r \tilde{r}_{A, x}$ and $r_{B, x}=r \tilde{r}_{B, x}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
C_{1, A, x} & =g_{1}^{r_{A, x}} \\
C_{1, B, x} & =g_{1}^{r_{B, x}}
\end{aligned}
$$

$$
C_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} T_{\beta}^{\omega_{A, x}} g_{3}^{\sigma_{A, x}^{\prime}}
$$

$$
C_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} T_{\beta}^{\omega_{B, x}} g_{3}^{\sigma_{B, x}^{\prime}}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{array}{ll}
C_{1, A, x}=T_{\beta}^{\tilde{r}_{A, x}} g_{3}^{r_{A, x}^{\prime}} & C_{2, A, x}=T_{\beta}^{y_{A, \rho(x)} \tilde{r}_{A, x}} T_{\beta}^{\omega_{A, x}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
C_{1, B, x}=T_{\beta}^{\tilde{r}_{B, x}} g_{3}^{r_{B, x}^{\prime}} & C_{2, B, x}=T_{\beta}^{y_{B, \rho(x)} \tilde{r}_{B, x}} T_{\beta}^{\omega_{B, x}} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}},
\end{array}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.
Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\} . \mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
We note that for all $x \in[\ell]$, the $\mathbb{G}_{p_{1}}$ part of $T_{\beta}^{\omega_{A, x}}$ (respectively $T_{\beta}^{\omega_{B, x}}$ ) is $g_{1}^{M_{x} \cdot \boldsymbol{v}_{A}}$ (respectively $g_{1}^{\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}}$ ), where $\boldsymbol{v}_{A}=r \tilde{\boldsymbol{v}}_{A}$ (respectively $\boldsymbol{v}_{B}=r \tilde{\boldsymbol{v}}_{B}$ ) is a random vector in $\mathbb{Z}_{N}^{d}$ whose first entry is $s=r \omega$ (respectively $-s=r(-\omega)$ ). Also for all $x \in \bar{Y}$, the $\mathbb{G}_{p_{1}}$ part of $T_{\beta}^{\tilde{r}_{A, x}}$ (respectively $T_{\beta}^{\tilde{r}_{B, x}}$ ) is $g_{1}^{r_{A, x}}$ (respectively $g_{1}^{r_{B, x}}$ ), where $r_{A, x}=r \tilde{r}_{A, x}$ (respectively $r_{B, x}=r \tilde{r}_{B, x}$ ). Thus, if $T_{\beta}=g_{1}^{r} \leftarrow \mathbb{G}_{p_{1}}$, the ciphertext as well as the H oracle output for the $j$ th global identifier $\mathrm{GID}_{j}$ simulated by $\mathcal{B}$ is distributed exactly as in $\operatorname{Hyb}_{4:(j-1)}$ with $\theta_{\mathrm{GID}_{j}}=r \tilde{\theta}_{\mathrm{GID}_{j}}$.

On the other hand, if $T_{\beta}=g_{1}^{r} g_{2}^{c} \leftarrow \mathbb{G}_{p_{1} p_{2}}$ the ciphertext simulated by $\mathcal{B}$ is distributed exactly as in $\operatorname{Hyb}_{4: j: 1}$ with parameters $\sigma_{A, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot c \tilde{\boldsymbol{v}}_{A} \bmod p_{2}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot c \tilde{\boldsymbol{v}}_{B} \bmod p_{2}$, for all $x \in[\ell], r_{A, x}^{\prime \prime}=c \tilde{r}_{A, x} \bmod p_{2}, r_{B, x}^{\prime \prime}=c \tilde{r}_{B, x} \bmod p_{2}$ for all $x \in \bar{Y}$. In order to see this, note
that since $\left\{\tilde{r}_{A, x}, \tilde{r}_{B, x}\right\}_{x \in \bar{Y}}, \omega,\left\{\tilde{v}_{A, j}, \tilde{v}_{B, j}\right\}_{j \in[2, d]}$ are chosen randomly in $\mathbb{Z}_{N}$, their values modulo $p_{1}$ and modulo $p_{2}$ are uncorrelated by the Chinese Remainder Theorem. Hence, our parameters $\left\{\sigma_{A, x}^{\prime \prime}, \sigma_{B, x}^{\prime \prime}\right\}_{x \in[l]},\left\{r_{A, x}^{\prime \prime}, r_{B, x}^{\prime \prime}\right\}_{x \in \bar{Y}}$ are random and independent of the other variables. Also if $T_{\beta}=g_{1}^{r} g_{2}^{c} \leftarrow \mathbb{G}_{p_{1} p_{2}}$, then the H oracle output for $\mathrm{GID}_{j}$ simulated by $\mathcal{B}$ is distributed exactly as in $\mathrm{Hyb}_{4: j: 1}$ with $\theta_{\mathrm{GID}_{j}}^{\prime \prime}=c \tilde{\theta}_{\mathrm{GID}_{j}}$ (modulo $p_{2}$ ) as its $\mathbb{G}_{p_{2}}$ exponent. Here again, since $\tilde{\theta}_{\mathrm{GID}_{j}}$ is sampled uniformly from $\mathbb{Z}_{N}$ its value modulo $p_{1}$ and modulo $p_{2}$ are uncorrelated by the Chinese Remainder Theorem implying that the $\mathbb{G}_{p_{2}}$ exponent of $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ is random and independent of the other variables.

Thus, it follows that the game simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{4:(j-1)}$ or $\mathrm{Hyb}_{4: j: 1}$ according to whether $T_{\beta} \leftarrow \mathbb{G}_{p_{1}}$ or $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{2}}$. Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain noticeable advantage in solving SD-III.

Lemma 4.5: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function neg $_{4: j: 2}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 4: j: 1}(\lambda)-p_{\mathcal{A}, 4 ;:: 2}(\lambda)\right| \leq \operatorname{neg}_{4: j: 2}(\lambda)$.

Proof: Observe that the only difference between $\mathrm{Hyb}_{4: j: 1}$ and $\mathrm{Hyb}_{4: j: 2}$ is that in the former the parameters $\left\{\sigma_{A, x}^{\prime \prime}\right\}_{x \in[\ell]}$ and $\left\{\sigma_{B, x}^{\prime \prime}\right\}_{x \in[\ell]}$ are shares of correlated secrets, i.e., $s^{\prime \prime}$ and $-s^{\prime \prime}$, respectively, for $s^{\prime \prime} \in \mathbb{Z}_{N}$, whereas in the latter, they are shares of independent secrets $s_{A}^{\prime \prime}, s_{B}^{\prime \prime} \leftarrow$ $\mathbb{Z}_{N}$. Therefore, in order to prove these two games are statistically indistinguishable, we will argue that the secrets being shared by $\left\{\sigma_{A, x}^{\prime \prime}\right\}_{x \in[\ell]}$ and $\left\{\sigma_{B, x}^{\prime \prime}\right\}_{x \in[\ell]}$ are information theoretically hidden to the adversary $\mathcal{A}$ in $\mathrm{Hyb}_{4: j: 1}$.

We note that the shares $\sigma_{A, x}^{\prime \prime}$ and $\sigma_{B, x}^{\prime \prime}$ for all the rows $x$ of the challenge access matrix $\boldsymbol{M}$ labeled by corrupted authorities (i.e., the authorities for which $\mathcal{A}$ either requests the master key or creates it on its own) and for all the rows $x$ of $\boldsymbol{M}$ labeled by authorities $u$ such that $\mathcal{A}$ makes a secret key query for $\left(\mathrm{GID}_{j}, u\right)$ are information theoretically revealed to $\mathcal{A}$, where $\mathrm{GID}_{j}$ is the $j^{\text {th }}$ global identifier whose H oracle output is simulated by the challenger. However, by the game restriction the subspace spanned by those rows does not include the vector $(1,0, \ldots, 0)$. We may assume that this holds modulo $p_{2}$. This means there must exists a vector $\boldsymbol{u} \in \mathbb{Z}_{N}^{d}$ such that $\boldsymbol{u}$ is orthogonal to all these rows of $\boldsymbol{M}$ but is not orthogonal to ( $1,0, \ldots, 0$ ), (i.e., the first entry of $\boldsymbol{u}$ is nonzero).

We consider a basis of $\mathbb{U}$ of $\mathbb{Z}_{N}^{d}$ involving the vector $\boldsymbol{u}$ and write $\boldsymbol{v}_{A}^{\prime \prime}=\hat{\boldsymbol{v}}_{A}+a \boldsymbol{u}$ for some $a$ modulo $p_{2}$ and some vector $\hat{\boldsymbol{v}}_{A}$ in the span of $\mathbb{U} \backslash\{\boldsymbol{u}\}$. We note that $\hat{\boldsymbol{v}}_{A}$ is uniformly distributed in the subspace spanned by $\mathbb{U} \backslash\{\boldsymbol{u}\}$ (modulo $p_{2}$ ) and reveals no information about $a$ (modulo $p_{2}$ ). Now, since the first coordinate of $\boldsymbol{u}$ is nonzero modulo $p_{2}$, it follows that the first coordinate of $\boldsymbol{v}_{A}^{\prime \prime}$, i.e., $s_{A}^{\prime \prime}$, depends on the value of $a$ (modulo $p_{2}$ ). But the shares $\sigma_{A, x}^{\prime \prime}$ for all the corrupted rows of $\boldsymbol{M}$ and all the rows of $\boldsymbol{M}$ for which a secret key query is made by $\mathcal{A}$ with respect to the global identifier $\mathrm{GID}_{j}$ contains no information about $a$ (modulo $p_{2}$ ) since $\boldsymbol{u}$ is orthogonal to all these rows.

Hence, the only possible way for $\mathcal{A}$ to get information about $a \bmod p_{2}$ is through the ciphertext components $C_{2, A, x}$ corresponding to the remaining rows of $M$. However, for each such row $x, \mathcal{A}$ can only recover $r_{A, x}^{\prime} \bmod p_{2}$ and $y_{A, \rho(x)} r_{A, x}^{\prime \prime}+\sigma_{A, x}^{\prime \prime} \bmod p_{2}$ information theoretically. Since the labeling function $\rho$ is injective, it follows that $y_{A, \rho(x)} \bmod p_{2}$ is a fresh random value that appears nowhere else. This means given $r_{A, x}^{\prime \prime}, y_{A, \rho(x)} r_{A, x}^{\prime \prime}+\sigma_{A, x}^{\prime \prime} \bmod p_{2}$, if $r_{A, x}^{\prime \prime} \bmod p_{2}$ is nonzero (note that $r_{A, x}^{\prime \prime} \bmod p_{2}=0$ with negligible probability), any value of $\sigma_{A, x}^{\prime \prime} \bmod p_{2}$ can be explained by a particular value of $\left.y_{A, \rho(x)} \bmod p_{2}\right)$. Since $y_{A, \rho(x)} \bmod p_{2}$ is uniformly random and information theoretically hidden to $\mathcal{A}$ given the public keys $\mathrm{PK}_{\rho(x)}=$ $\left(g_{1}^{y_{A, \rho(x)}}, g_{1}^{y_{B, \rho(x)}}\right)$ of the corresponding authorities $\rho(x)$ an possibly the secret keys $\mathrm{SK}_{\text {GID, } \rho(x)}=$ $\left(K_{\mathrm{GID}, A, \rho(x)}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, \rho(x)}}, K_{\mathrm{GID}, B, \rho(x)}=(\mathrm{H}(\mathrm{GID}))^{y_{B, \rho(x)}}\right)$ with respect to some GID $\neq$ $\mathrm{GID}_{j}$ (note that for $\mathrm{GID} \neq \mathrm{GID}_{j}, \mathrm{H}(\mathrm{GID}) \leftarrow \mathbb{G}_{p_{1}}$ or $\mathrm{H}(\mathrm{GID}) \leftarrow \mathbb{G}_{p_{1} p_{3}}$ and $g_{1}^{y_{A, \rho(x)}}, g_{3}^{y_{A, \rho(x)}}$ only leak respectively $y_{A, \rho(x)}$ modulo $p_{1}$ and modulo $p_{3}$ ), it follows that $\sigma_{A, x}^{\prime \prime}$ is completely hidden to $\mathcal{A}$. Therefore, no information about $a \bmod p_{2}$ ) is leaked to $\mathcal{A}$ which in turn means that the
secret being shared by $\left\{\sigma_{A, x}^{\prime \prime}\right\}_{x \in[\ell]}$ (and analogously by $\left\{\sigma_{B, x}^{\prime \prime}\right\}_{x \in[\ell]}$ ) is completely hidden to $\mathcal{A}$.

Lemma 4.6: If the SD-IV assumption holds, then for every PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{4: j: 3}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 4: j: 2}(\lambda)-p_{\mathcal{A}, 4: j: 3}(\lambda)\right| \leq \operatorname{neg}_{4: j: 3}(\lambda)$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{4: j: 2}$ and $\mathrm{Hyb}_{4: j: 3}$ with non-negligible advantage $\epsilon(\lambda)$. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the SD-IV problem. The algorithm $\mathcal{B}$ gets an instance of the SD-IV problem from its challenger that consists of the group description $\mathrm{G}=$ $\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right)$, the group elements $g_{1}, g_{2}, X_{1}, X_{3}, Z_{2}, Z_{3}$ where $g_{1}, X_{1} \leftarrow \mathbb{G}_{p_{1}}$, $g_{2}, Z_{2} \leftarrow \mathbb{G}_{p_{2}}, X_{3}, Z_{3} \leftarrow \mathbb{G}_{p_{3}}$, and another group element $T_{\beta}$ where $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{2}}$ if $\beta=0$ or $T_{\beta} \leftarrow \mathbb{G}$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples random $\theta \leftarrow \mathbb{Z}_{N}$, seed $\leftarrow S$, sets $h=g_{1}^{\theta}$, and gives the global public parameters $\mathrm{GP}=\left(\mathrm{G}, g_{1}, h\right.$, seed) to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $y_{A, u}, y_{B, u} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{PK}_{u}=\left(g_{1}^{y_{A, u}}, g_{1}^{y_{B, u}}\right)$ and $\mathrm{MSK}_{u}=\left(y_{A, u}, y_{B, u}\right) . \mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the H Oracle Outputs: When $\mathcal{B}$ needs to generate $\mathrm{H}(\mathrm{GID})$ for some global identifier $\mathrm{GID} \in \mathcal{G I} \mathcal{D}$, either it responds to a direct H oracle query of $\mathcal{A}$ or answers to a secret key query of $\mathcal{A}, \mathcal{B}$ proceeds as follows: For the first $j-1$ global identifiers GID, $\mathcal{B}$ samples $\tilde{\theta}_{\mathrm{GID}} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{H}(\mathrm{GID})=\left(X_{1} X_{3}\right)^{\tilde{\theta}_{\mathrm{GID}}}$ (this is a random element of $\mathbb{G}_{p_{1} p_{3}}$ since the values of $\tilde{\theta}_{\mathrm{GID}}$ modulo $p_{1}$ and modulo $p_{3}$ are uncorrelated by the Chinese Remainder Theorem). For the $j^{\text {th }}$ global identifier $\mathrm{GID}_{j}, \mathcal{B}$ samples random $\tilde{\theta}_{\mathrm{GID}_{j}} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{H}\left(\mathrm{GID}_{j}\right)=T_{\beta}^{\tilde{\theta}_{\mathrm{GID}}^{j}} \boldsymbol{}$. For all subsequent global identifiers GID, $\mathcal{B}$ samples $\theta_{\text {GID }} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{H}(\mathrm{GID})=g_{1}^{\theta_{\mathrm{GID}}}$. It stores all of these value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID, $u$ ) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, u}}, K_{\mathrm{GID}, B, u}=\right.$ $\left.(\mathrm{H}(\mathrm{GID}))^{y_{B, u}}\right)$ for (GID, $\left.u\right)$. If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$
is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $\boldsymbol{M}, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ chooses a random $s \leftarrow \mathbb{Z}_{N}$ and sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed). $\mathcal{B}$ also chooses two vectors, $\boldsymbol{v}_{A}, \boldsymbol{v}_{B} \leftarrow \mathbb{Z}_{N}^{d}$ with $s$ and $-s$ as their first entry respectively. We let $\sigma_{A, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}$ and $\sigma_{B, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}$ for all $x \in[\ell]$. $\mathcal{B}$ further samples $\gamma_{A}, \gamma_{B} \leftarrow \mathbb{Z}_{N}$ and defines $\gamma_{A, x}=$ $\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{A}, \gamma_{B, x}=\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{B}$ for all $x \in[\ell]$, where $\tilde{\boldsymbol{v}}_{A}, \tilde{\boldsymbol{v}}_{B} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $\gamma_{A}$ and $\gamma_{B}$ as their first entry respectively.

Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For each $x \in[\ell], \mathcal{B}$ chooses random $r_{A, x}, r_{B, x} \leftarrow \mathbb{Z}_{N}$. For each $x \in \bar{Y}, \mathcal{B}$ chooses random values $\tilde{r}_{A, x}, \tilde{r}_{B, x} \leftarrow \mathbb{Z}_{N}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{array}{ll}
C_{1, A, x}=g_{1}^{r_{A, x}} & C_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}}\left(Z_{2} Z_{3}\right)^{\gamma_{A, x}}, \\
C_{1, B, x}=g_{1}^{r_{B, x}} & C_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}}\left(Z_{2} Z_{3}\right)^{\gamma_{B, x}},
\end{array}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{array}{ll}
C_{1, A, x}=g_{1}^{r_{A, x}}\left(Z_{2} Z_{3}\right)^{\tilde{r}_{A, x}} & C_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}}\left(Z_{2} Z_{3}\right)^{y_{A, \rho(x)} \tilde{r}_{A, x}}\left(Z_{2} Z_{3}\right)^{\gamma_{A, x}} \\
C_{1, B, x}=g_{1}^{r_{B, x}}\left(Z_{2} Z_{3}\right)^{\tilde{r}_{B, x}} & C_{2, B, x}=g_{1}^{\left.y_{B, \rho(x)}\right)_{B, x}} g_{1}^{\sigma_{B, x}}\left(Z_{2} Z_{3}\right)^{\left.y_{B, \rho(x)}\right)^{r_{B, x}}}\left(Z_{2} Z_{3}\right)^{\gamma_{B, x}},
\end{array}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]]}\right)$ to $\mathcal{A}$.
We note that this implicitly sets $\sigma_{A, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot z_{2} \tilde{\boldsymbol{v}}_{A} \bmod p_{2}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot z_{2} \tilde{\boldsymbol{v}}_{B} \bmod p_{2}$ and similarly, $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot z_{3} \tilde{\boldsymbol{v}}_{A} \bmod p_{3}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot z_{3} \tilde{v}_{B} \bmod p_{3}$ for all $x \in[\ell]$, where $Z_{2}=g_{2}^{z_{2}}$, and $Z_{3}=g_{3}^{z_{3}}$ (letting $g_{3}$ be a generator of $\mathbb{G}_{p_{3}}$ ) and since $\tilde{\boldsymbol{v}}_{A}, \tilde{\boldsymbol{v}}_{B}$ are uniformly sampled from $\mathbb{Z}_{N}^{d}$, their entries modulo $p_{2}$ and modulo $p_{3}$ are uncorrelated by the Chinese Remainder Theorem. Similarly, this implicitly sets $r_{A, x}^{\prime}=z_{3} \tilde{r}_{A, x} \bmod p_{3}, r_{B, x}^{\prime}=z_{3} \tilde{r}_{B, x} \bmod p_{3}, r_{A, x}^{\prime \prime}=z_{2} \tilde{r}_{A, x} \bmod p_{2}, r_{B, x}^{\prime \prime}=$ $z_{2} \tilde{r}_{B, x} \bmod p_{2}$ for all $x \in \bar{Y}$ where $\left\{r_{A, x}^{\prime}, r_{B, x}^{\prime}, r_{A, x}^{\prime \prime}, r_{B, x}^{\prime \prime}\right\}_{x \in \bar{Y}}$ are random and uncorrelated by the Chinese Remainder Theorem.

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\} . \mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $T_{\beta}=g_{1}^{r} g_{2}^{c} \leftarrow \mathbb{G}_{p_{1} p_{2}}$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ is distributed exactly as in $\mathrm{Hyb}_{4: j: 2}$. On the other hand, if $T_{\beta}=g_{1}^{r} g_{2}^{c} g_{3}^{v} \leftarrow \mathbb{G}$, then $\mathbf{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ is distributed exactly as in $\mathrm{Hyb}_{4: j: 3}$. In other words, the game simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{4: j: 2}$ or $\mathrm{Hyb}_{4: j: 3}$ according as $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{2}}$ or $T_{\beta} \leftarrow \mathbb{G}$.

Lemma 4.7: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{4: j: 4}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 4 ; j: 3}(\lambda)-p_{\mathcal{A}, 4: j: 4}(\lambda)\right| \leq \operatorname{neg}_{4: j: 4}(\lambda)$.

Proof: The proof of this lemma is analogous to the proof of Lemma 4.5. We omit the proof to avoid repetition.

Lemma 4.8: If the SD-III assumption holds, then for every PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{4: j}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 4: j: 4}(\lambda)-p_{\mathcal{A}, 4: j}(\lambda)\right| \leq \operatorname{neg}_{4: j}(\lambda)$.

Proof: The proof of this lemma is analogous to the proof of Lemma 4.4 (the proof requires only minor notational modifications). We omit the proof to avoid repetition.

Lemma 4.9: If the SD-III assumption holds, then for every PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{5}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 4: q}(\lambda)-p_{\mathcal{A}, 5}(\lambda)\right| \leq \operatorname{neg}_{5}(\lambda)$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{4: q}$ and $\mathrm{Hyb}_{5}$ with non-negligible advantage $\epsilon(\lambda)$. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the SD-III problem. The algorithm $\mathcal{B}$ gets an instance of the SD-III problem from its challenger that consists of the group description $\mathfrak{G}=\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right)$, the group elements $g_{1}, g_{3}, X_{1}, X_{2}$ where $g_{1}, X_{1} \leftarrow \mathbb{G}_{p_{1}}$, $X_{2} \leftarrow \mathbb{G}_{p_{2}}, g_{3} \leftarrow \mathbb{G}_{p_{3}}$, and another group element $T_{\beta}$ where $T_{\beta} \leftarrow \mathbb{G}_{p_{1}}$ if $\beta=0$ or $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{2}}$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples random $\tilde{\theta} \leftarrow \mathbb{Z}_{N}$, seed $\leftarrow S$, sets $h=T_{\beta}^{\tilde{\theta}}$, and gives the global public parameters $\mathrm{GP}=\left(\mathrm{G}, g_{1}, h\right.$, seed $)$ to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $y_{A, u}, y_{B, u} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{PK}_{u}=\left(g_{1}^{y_{A, u}}, g_{1}^{y_{B, u}}\right)$ and $\mathrm{MSK}_{u}=\left(y_{A, u}, y_{B, u}\right) . \mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: When $\mathcal{B}$ needs to generate $\mathrm{H}(\mathrm{GID})$ for some global identifier $\mathrm{GID} \in \mathcal{G I D}$, either it responds to a direct H oracle query of $\mathcal{A}$ or answers to a secret key query of $\mathcal{A}, \mathcal{B}$ proceeds as follows: $\mathcal{B}$ samples $\theta_{\mathrm{GID}} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{H}(\mathrm{GID})=\left(g_{1} g_{3}\right)^{\theta_{\mathrm{GID}}}$ (this is a random element of $\mathbb{G}_{p_{1} p_{3}}$ since the values of $\theta_{\text {GID }}$ modulo $p_{1}$ and modulo $p_{3}$ are uncorrelated by the Chinese Remainder Theorem). It stores these value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID, u) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each $\operatorname{GID} \in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, u}}, K_{\mathrm{GID}, B, u}=\right.$ $\left.(\mathrm{H}(\mathrm{GID}))^{y_{B, u}}\right)$ for (GID, u). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\mathrm{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $\boldsymbol{M}, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each $\operatorname{GID} \in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret
key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ chooses a random $\omega \leftarrow \mathbb{Z}_{N}$ and implicitly sets $s=\alpha \cdot \omega$ (modulo $p_{1}$ ) and $s^{\prime \prime}=$ $\gamma \cdot \omega$ (modulo $p_{2}$ ) where $g_{1}^{\alpha}=X_{1}$ and $g_{2}^{\gamma}=X_{2}$ (letting $g_{2}$ be a generator of $\mathbb{G}_{p_{2}}$ ) and sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(X_{1} X_{2}, h\right)^{\omega}\right.$, seed $) . \mathcal{B}$ also chooses two vectors, $\tilde{\boldsymbol{v}}_{A}=\left(\omega, \tilde{v}_{A, 2}, \ldots, \tilde{v}_{A, d}\right), \tilde{\boldsymbol{v}}_{B}=$ $\left(-\omega, \tilde{v}_{B, 2}, \ldots, \tilde{v}_{B, d}\right)$, where $\tilde{v}_{A, 2}, \ldots, \tilde{v}_{A, d}, \tilde{v}_{B, 2} \ldots, \tilde{v}_{B, d}$ are chosen randomly from $\mathbb{Z}_{N}$. We let $\omega_{A, x}=\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{A}$ and $\omega_{B, x}=\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{B}$ for all $x \in[\ell] . \mathcal{B}$ further samples $s_{A}^{\prime}, s_{B}^{\prime} \leftarrow \mathbb{Z}_{N}$ and defines $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}^{\prime}, \sigma_{B, x}^{\prime}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}^{\prime}$ for all $x \in[\ell]$, where $\boldsymbol{v}_{A}^{\prime}, \boldsymbol{v}_{B}^{\prime} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $s_{A}^{\prime}$ and $s_{B}^{\prime}$ as their first entry respectively.

Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For each $x$ in $Y, \mathcal{B}$ chooses random $r_{A, x}, r_{B, x}, r_{A, x}^{\prime}, r_{B, x}^{\prime} \leftarrow \mathbb{Z}_{N}$. For each $x \in \bar{Y}, \mathcal{B}$ chooses random values $\tilde{r}_{A, x}, \tilde{r}_{B, x} \leftarrow \mathbb{Z}_{N}$, and implicitly sets $r_{A, x}=\alpha \tilde{r}_{A, x}$ (modulo $p_{1}$ ), $r_{A, x}^{\prime \prime}=\gamma \tilde{r}_{A, x}$ (modulo $p_{2}$ ), $r_{B, x}=\alpha \tilde{r}_{B, x}\left(\right.$ modulo $\left.p_{1}\right)$, and $r_{B, x}^{\prime \prime}=\gamma \tilde{r}_{B, x}\left(\right.$ modulo $\left.p_{2}\right)$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{array}{ll}
C_{1, A, x}=g_{1}^{r_{A, x}} & C_{2, A, x}=P_{A, \rho(x)}^{r_{A, x}}\left(X_{1} X_{2}\right)^{\omega_{A, x}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
C_{1, B, x}=g_{1}^{r_{B, x}} & C_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}}\left(X_{1} X_{2}\right)^{\omega_{B, x}} g_{3}^{\sigma_{B, x}^{\prime}},
\end{array}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{array}{ll}
C_{1, A, x}=\left(X_{1} X_{2}\right)^{\tilde{r}_{A, x}} g_{3}^{r_{A, x}^{\prime}} & C_{2, A, x}=\left(X_{1} X_{2}\right)^{y_{A, \rho(x)} \tilde{r}_{A, x}}\left(X_{1} X_{2}\right)^{\omega_{A, x}} g_{3}^{y_{A, \rho(x)} r_{A, x}^{\prime}} g_{3}^{\sigma_{A, x}^{\prime}}, \\
C_{1, B, x}=\left(X_{1} X_{2}\right)^{\tilde{r}_{B, x}} g_{3}^{r_{B, x}^{\prime}} & C_{2, B, x}=\left(X_{1} X_{2}\right)^{y_{B, \rho(x)} \tilde{r}_{B, x}}\left(X_{1} X_{2}\right)^{\omega_{B, x}} g_{3}^{y_{B, \rho(x)} r_{B, x}^{\prime}} g_{3}^{\sigma_{B, x}^{\prime}},
\end{array}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.
Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Note that if $T_{\beta}=g_{1}^{r} \leftarrow \mathbb{G}_{p_{1}}$, then the group element $h$ simulated by $\mathcal{B}$ is of the form $h=g_{1}^{\theta}$ where $\theta=r \tilde{\theta}$ (modulo $p_{1}$ ) which is a random element of $\mathbb{G}_{p_{1}}$ since $\tilde{\theta} \leftarrow \mathbb{Z}_{N}$. Also, in this case, $C$ will clearly be of the form $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s}\right.$, seed) since, in this case, we have $e\left(X_{2}, h\right)=e\left(X_{2}, g_{1}^{\theta}\right)=1_{\mathbb{G}_{T}}$.

On the other hand, if $T_{\beta}=g_{1}^{r} g_{2}^{c} \leftarrow \mathbb{G}_{p_{1} p_{2}}$ then the group element $h$ simulated by $\mathcal{B}$ is the form $h=g_{1}^{\theta} g_{2}^{\theta^{\prime \prime}}$ where $\theta=r \tilde{\theta}$ (modulo $p_{1}$ ) and $\theta^{\prime \prime}=c \tilde{\theta}$ (modulo $p_{2}$ ) which is uniformly distributed in $\mathbb{G}_{p_{1} p_{2}}$ since $\tilde{\theta}$ being uniformly sampled from $\mathbb{Z}_{N}, \tilde{\theta}$ modulo $p_{1}$ and modulo $p_{2}$ are uncorrelated by the Chinese Remainder Theorem. Also, in this case, $C$ clearly takes the form $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s} \cdot e\left(g_{2}, h\right)^{s^{\prime \prime}}\right.$, seed $)$.

Thus it follows that the game simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{4: q}$ or $\mathrm{Hyb}_{5}$ according as $T_{\beta} \leftarrow \mathbb{G}_{p_{1}}$ or $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{2}}$ respectively. Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain advantage $\epsilon$ in solving SD-III. This completes the proof of Lemma 4.9 .

Lemma 4.10: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function negl $_{6}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 5}(\lambda)-p_{\mathcal{A}, 6}(\lambda)\right| \leq \operatorname{neg}_{6}(\lambda)$.

Proof: Observe that the only difference between $\mathrm{Hyb}_{5}$ and $\mathrm{Hyb}_{6}$ is that in the former the parameters $\left\{\sigma_{B, x}^{\prime \prime}\right\}_{x \in[\ell]}$ are shares of a secret correlated to $\left\{\sigma_{A, x}^{\prime \prime}\right\}$, i.e., $-s^{\prime \prime}$ where $s^{\prime \prime}$ is the secret being shared by $\left\{\sigma_{A, x}^{\prime \prime}\right\}$, whereas in the latter, they are shares of independent secrets $s^{\prime \prime}, s_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$. Therefore, in order to prove these two games are statistically indistinguishable, we will argue that the secrets being shared by $\left\{\sigma_{B, x}^{\prime \prime}\right\}_{x \in[\ell]}$ are information theoretically hidden to the adversary $\mathcal{A}$ in $\mathrm{Hyb}_{6}$.

We note that the shares $\sigma_{B, x}^{\prime \prime}$ for all the rows $x$ of the challenge access matrix $M$ labeled by corrupted authorities (i.e., the authorities for which $\mathcal{A}$ either requests the master key or creates
it on its own) are information theoretically revealed to $\mathcal{A}$. However, by the game restriction the subspace spanned by those rows does not include the vector $(1,0, \ldots, 0)$. We may assume that this holds modulo $p_{2}$. This means there must exists a vector $\boldsymbol{u} \in \mathbb{Z}_{N}^{d}$ such that $\boldsymbol{u}$ is orthogonal to all these rows of $\boldsymbol{M}$ but is not orthogonal to $(1,0, \ldots, 0)$, (i.e., the first entry of $\boldsymbol{u}$ is nonzero). We consider a basis of $\mathbb{U}$ of $\mathbb{Z}_{N}^{d}$ involving the vector $\boldsymbol{u}$ and write $\boldsymbol{v}_{B}^{\prime \prime}=\hat{\boldsymbol{v}}_{B}+a \boldsymbol{u}$ for some $a$ modulo $p_{2}$ and some vector $\hat{\boldsymbol{v}}_{B}$ in the span of $\mathbb{U} \backslash\{\boldsymbol{u}\}$. We note that $\hat{\boldsymbol{v}}_{B}$ is uniformly distributed in the subspace spanned by $\mathbb{U} \backslash\{\boldsymbol{u}\}$ (modulo $p_{2}$ ) and reveals no information about $a$ (modulo $p_{2}$ ). Now, since the first coordinate of $\boldsymbol{u}$ is nonzero modulo $p_{2}$, it follows that the first coordinate of $\boldsymbol{v}_{B}^{\prime \prime}$, i.e., $s_{B}^{\prime \prime}$, depends on the value of $a\left(\operatorname{modulo} p_{2}\right)$. But the shares $\sigma_{B, x}^{\prime \prime}$ for all the corrupted rows of $\boldsymbol{M}$ contains no information about $a$ (modulo $p_{2}$ ) since $\boldsymbol{u}$ is orthogonal to all these rows.

Hence, the only possible way for $\mathcal{A}$ to get information about $a$ (modulo $p_{2}$ ) is through the ciphertext components $C_{2, B, x}$ corresponding to the uncorrupted rows of $\boldsymbol{M}$. However, for each such row $x, \mathcal{A}$ can only recover $r_{B, x}^{\prime \prime} \bmod p_{2}$ and $y_{B, \rho(x)} r_{B, x}^{\prime \prime}+\sigma_{B, x}^{\prime \prime} \bmod p_{2}$ information theoretically. Since the labeling function $\rho$ is injective, it follows that $y_{B, \rho(x)} \bmod p_{2}$ is a fresh random value that appears nowhere else. This means given $r_{B, x}^{\prime \prime}, y_{B, \rho(x)} r_{B, x}^{\prime \prime}+\sigma_{B, x}^{\prime \prime} \bmod p_{2}$, if $r_{B, x}^{\prime \prime} \bmod p_{2}$ is nonzero (note that $r_{B, x}^{\prime \prime} \bmod p_{2}=0$ with negligible probability), any value of $\sigma_{B, x}^{\prime \prime} \bmod p_{2}$ can be explained by a particular value of $y_{B, \rho(x)} \bmod p_{2}$. Since $y_{B, \rho(x)} \bmod p_{2}$ is uniformly random and information theoretically hidden to $\mathcal{A}$ given the public keys $\mathrm{PK}_{\rho(x)}=\left(g_{1}^{y_{A, \rho(x)}}, g_{1}^{y_{B, \rho(x)}}\right)$ and possibly the secret keys $\left\{\mathrm{SK}_{\mathrm{GID}_{t}, u}=\left(K_{\mathrm{GID}_{t}, A, u}=\left(\mathrm{H}\left(\mathrm{GID}_{t}\right) \cdot h\right)^{y_{A, u}}, K_{\mathrm{GID}_{t}, B, u}=\left(\mathrm{H}\left(\mathrm{GID}_{t}\right)\right)^{y_{B, u}}\right)\right\}_{t \in[q]}$ with $\left\{\mathrm{H}\left(\mathrm{GID}_{t}\right)\right\}_{t \in[q]} \leftarrow \mathbb{G}_{p_{1} p_{3}}$ for the corresponding uncorrupted authorities $\rho(x)$ (note that $g_{1}^{y_{B, \rho(x)}}$ and $g_{3}^{y_{B, \rho(x)}}$ only leaks $y_{B, \rho(x)}$ modulo $p_{1}$ and modulo $p_{3}$, respectively), it follows that $\sigma_{B, x}^{\prime \prime}$ is information theoretically hidden to $\mathcal{A}$. Therefore, no information about $a \bmod p_{2}$ is leaked to $\mathcal{A}$ which in turn means that the secret being shared by $\left\{\sigma_{B, x}^{\prime \prime}\right\}_{x \in[\ell]}$ is information theoretically hidden to $\mathcal{A}$.

Lemma 4.11: If the SD-V assumption holds, then for every PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{7}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 6}(\lambda)-p_{\mathcal{A}, 7}(\lambda)\right| \leq \operatorname{neg}_{7}(\lambda)$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{6}$ and $\mathrm{Hyb}_{7}$ with non-negligible advantage $\epsilon(\lambda)$. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}-\mathrm{V}$ problem. The algorithm $\mathcal{B}$ gets an instance of the SD-V problem from its challenger that consists of the group description $\mathrm{G}=\left(N=p_{1} p_{2} p_{3}, \mathbb{G}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right)$, the group elements $g_{1}, g_{3}, X_{1}, X_{2}, Z_{2}, Z_{3}$ where $g_{1}, X_{1} \leftarrow$ $\mathbb{G}_{p_{1}}, X_{2}, Z_{2} \leftarrow \mathbb{G}_{p_{2}}, g_{3}, Z_{3} \leftarrow \mathbb{G}_{p_{3}}$, and another group element $T_{\beta}$ where $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{3}}$ if $\beta=0$ or $T_{\beta} \leftarrow \mathbb{G}$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples random $\tilde{\theta} \leftarrow \mathbb{Z}_{N}$, seed $\leftarrow S$, and sets $h=\left(X_{1} X_{2}\right)^{\tilde{\theta}}$. This is a random element in $\mathbb{G}_{p_{1} p_{2}}$ since $\tilde{\theta}$ modulo $p_{1}$ and modulo $p_{2}$ are uncorrelated by the Chinese Remainder Theorem. $\mathcal{B}$ gives the global public parameters $\mathrm{GP}=$ (G, $g_{1}, h$, seed) to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $y_{A, u}, y_{B, u} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{PK}_{u}=\left(g_{1}^{y_{A, u}}, g_{1}^{y_{B, u}}\right)$ and $\mathrm{MSK}_{u}=\left(y_{A, u}, y_{B, u}\right) . \mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: When $\mathcal{B}$ needs to generate $\mathrm{H}(\mathrm{GID})$ for some global identifier $\mathrm{GID} \in \mathcal{G I D}$, either it responds to a direct H oracle query of $\mathcal{A}$ or answers to a secret key query of $\mathcal{A}, \mathcal{B}$ proceeds as follows: $\mathcal{B}$ samples $\tilde{\theta}_{\mathrm{GID}} \leftarrow \mathbb{Z}_{N}$ and sets $\mathrm{H}(\mathrm{GID})=T_{\beta}^{\tilde{\theta}_{\mathrm{GID}}}$. It stores these value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID,u) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each $\operatorname{GID} \in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $M$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, u}}, K_{\mathrm{GID}, B, u}=\right.$ $\left.(\mathrm{H}(\mathrm{GID}))^{y_{B, u}}\right)$ for (GID, u). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $M, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ chooses a random $s, \tilde{s} \leftarrow \mathbb{Z}_{N}$ and sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(g_{1}, h\right)^{s} \cdot e\left(Z_{2} Z_{3}, h\right)^{s}\right.$, seed $)$. $\mathcal{B}$ also chooses two vectors, $\boldsymbol{v}_{A}, \boldsymbol{v}_{B} \leftarrow \mathbb{Z}_{N}^{d}$ with $s$ and $-s$ as their first entry respectively. We let $\sigma_{A, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{A}$ and $\sigma_{B, x}=\boldsymbol{M}_{x} \cdot \boldsymbol{v}_{B}$ for all $x \in[\ell] . \mathcal{B}$ further samples $\tilde{s}_{B} \leftarrow \mathbb{Z}_{N}$ and defines $\gamma_{A, x}=\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{A}, \gamma_{B, x}=\boldsymbol{M}_{x} \cdot \tilde{\boldsymbol{v}}_{B}$ for all $x \in[\ell]$, where $\tilde{\boldsymbol{v}}_{A}, \tilde{\boldsymbol{v}}_{B} \leftarrow \mathbb{Z}_{N}^{d}$ are random vectors with $\tilde{\boldsymbol{s}}$ and $\tilde{s}_{B}$ as their first entry respectively.

Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For each $x \in[\ell], \mathcal{B}$ chooses random $r_{A, x}, r_{B, x} \leftarrow \mathbb{Z}_{N}$. For each $x \in \bar{Y}, \mathcal{B}$ chooses random values $\tilde{r}_{A, x}, \tilde{r}_{B, x} \leftarrow \mathbb{Z}_{N}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{array}{ll}
C_{1, A, x}=g_{1}^{r_{A, x}} & C_{2, A, x}=P_{A,(x)}^{r_{A, x}} g_{1}^{\sigma_{A, x}}\left(Z_{2} Z_{3}\right)^{\gamma, x}, \\
C_{1, B, x}=g_{1}^{r_{B, x}} & C_{2, B, x}=P_{B, \rho(x)}^{r_{B, x}} g_{1}^{\sigma_{B, x}}\left(Z_{2} Z_{3}\right)^{\gamma, x},
\end{array}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{array}{ll}
C_{1, A, x}=g_{1}^{r_{A, x}}\left(Z_{2} Z_{3}\right)^{\tilde{r}_{A, x}} & C_{2, A, x}=g_{1}^{y_{A, \rho(x)} r_{A, x}} g_{1}^{\sigma_{A, x}}\left(Z_{2} Z_{3}\right)^{y_{A, \rho}}{ }^{r_{x} \tilde{r}_{A, x}}\left(Z_{2} Z_{3}\right)^{\gamma_{A, x}}, \\
C_{1, B, x}=g_{1}^{r_{B, x}}\left(Z_{2} Z_{3}\right)^{\tilde{r}_{B, x}} & C_{2, B, x}=g_{1}^{\left.y_{B, \rho(x)}\right)_{B, x}} g_{1}^{\sigma_{B, x}}\left(Z_{2} Z_{3}\right)^{\left.y_{B, \rho(x)}\right)^{r_{B, x}}}\left(Z_{2} Z_{3}\right)^{\gamma_{B, x}},
\end{array}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.
We note that this implicitly sets $\sigma_{A, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot z_{2} \tilde{\boldsymbol{v}}_{A} \bmod p_{2}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot z_{2} \tilde{\boldsymbol{v}}_{B} \bmod p_{2}$ and similarly, $\sigma_{A, x}^{\prime}=\boldsymbol{M}_{x} \cdot z_{3} \tilde{v}_{A} \bmod p_{3}, \sigma_{B, x}^{\prime \prime}=\boldsymbol{M}_{x} \cdot z_{3} \tilde{\boldsymbol{v}}_{B} \bmod p_{3}$ for all $x \in[\ell]$, where $Z_{2}=g_{2}^{z_{2}}$ (letting $g_{2}$ be a generator of $\mathbb{G}_{p_{2}}$ ), and $Z_{3}=g_{3}^{z_{3}}$, and since $\tilde{\boldsymbol{v}}_{A}, \tilde{\boldsymbol{v}}_{B}$ are uniformly sampled from $\mathbb{Z}_{N}^{d}$, their entries modulo $p_{2}$ and modulo $p_{3}$ are uncorrelated by the Chinese Remainder

Theorem. Similarly, this implicitly sets $r_{A, x}^{\prime}=z_{3} \tilde{r}_{A, x} \bmod p_{3}, r_{B, x}^{\prime}=z_{3} \tilde{r}_{B, x} \bmod p_{3}, r_{A, x}^{\prime \prime}=$ $z_{2} \tilde{r}_{A, x} \bmod p_{2}, r_{B, x}^{\prime \prime}=z_{2} \tilde{r}_{B, x} \bmod p_{2}$ for all $x \in \bar{Y}$ where $\left\{r_{A, x}^{\prime}, r_{B, x}^{\prime}, r_{A, x}^{\prime \prime}, r_{B, x}^{\prime \prime}\right\}_{x \in \bar{Y}}$ are random and uncorrelated by the Chinese Remainder Theorem.

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\} . \mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $T_{\beta}=g_{1}^{r} g_{3}^{v} \leftarrow \mathbb{G}_{p_{1} p_{3}}$, then the $\mathrm{H}(\mathrm{GID})$ values simulated by $\mathcal{B}$ are uniformly distributed in $\mathbb{G}_{p_{1} p_{3}}$. On the other hand, if $T_{\beta}=g_{1}^{r} g_{2}^{c} g_{3}^{v} \leftarrow \mathbb{G}$, then the $\mathrm{H}(\mathrm{GID})$ values simulated by $\mathcal{B}$ are uniformly distributed in $\mathbb{G}$.

Therefore, the game simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{6}$ or $\mathrm{Hyb}_{7}$, depending on whether $T_{\beta} \leftarrow \mathbb{G}_{p_{1} p_{3}}$ or $T_{\beta} \leftarrow \mathbb{G}$, respectively. Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving SD-V.

Lemma 4.12: For every (possibly unbounded) adversary $\mathcal{A}$ and for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7}(\lambda)\right|=$ $\left|p_{\mathcal{A}, 8}(\lambda)\right|$.

Proof: Observe that the only difference between $\mathrm{Hyb}_{7}$ and $\mathrm{Hyb}_{8}$ is that in the former $\mathrm{H}(\mathrm{GID})$ is generated as $\mathrm{H}(\mathrm{GID}) \leftarrow \mathbb{G}$ whereas in the latter, $\mathrm{H}(\mathrm{GID})=R \cdot h^{-1}$ where $R \leftarrow \mathbb{G}$ for all global identifiers GID for which the challenger needs to generate the H oracle output. Thus, in order to prove these two games are indistinguishable, it is enough to show that the values $\mathrm{H}(\mathrm{GID})$ are distributed identically in the two games.

To see this, note that for all global identifiers GID, H(GID) generated in $\mathrm{Hyb}_{8}$ can be expressed as $\mathrm{H}(\mathrm{GID})=R \cdot h^{-1}=\left(g_{1}^{r_{1}} g_{2}^{r_{2}} g_{3}^{r_{3}}\right) \cdot\left(g_{1}^{\theta_{1}} g_{2}^{\theta_{2}}\right)^{-1}$, where $g_{1}^{r_{1}}, g_{2}^{r_{2}}, g_{3}^{r_{3}}$ with $r_{1}, r_{2}, r_{3} \leftarrow \mathbb{Z}_{N}$ denote (respectively) the $\mathbb{G}_{p_{1}}, \mathbb{G}_{p_{2}}, \mathbb{G}_{p_{3}}$ parts of $R$ and similarly, $g_{1}^{\theta_{1}}, g_{2}^{\theta_{2}}$ with $\theta_{1}, \theta_{2}$ respectively denote the $\mathbb{G}_{p_{1}}$ and $\mathbb{G}_{p_{2}}$ parts of $h$. Thus, we have $\mathrm{H}(\mathrm{GID})=g_{1}^{r_{1}-\theta_{1}} g_{2}^{r_{2}-\theta_{2}} g_{3}^{r_{3}}$. Since the values $r_{1}$ (modulo $p_{1}$ ), $r_{2}$ (modulo $p_{2}$ ) are uniformly random and uncorrelated, it follows that $r_{1}-\theta_{1}$ (modulo $p_{1}$ ) and $r_{2}-\theta_{2}$ (modulo $p_{2}$ ) are also uniformly random and uncorrelated. By construction, these values are independent of all the other values. Hence, it follows that H(GID) values generated in $\mathrm{Hyb}_{8}$ are uniformly and independently distributed in $\mathbb{G}$, or in other words, identically to those in $\mathrm{Hyb}_{7}$.

Lemma 4.13: If the SD-V assumption holds, then for every PPT adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{9}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 8}(\lambda)-p_{\mathcal{A}, 9}(\lambda)\right| \leq \operatorname{neg}_{9}(\lambda)$.

Proof: The proof is analogous to the proof of Lemma 4.11 (with minor alterations in notation). We omit the proof to avoid repetition.

Lemma 4.14: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{10}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 9}(\lambda)-p_{\mathcal{A}, 10}(\lambda)\right| \leq \operatorname{neg}_{10}(\lambda)$.

Proof: The proof of this lemma is very similar to that of Lemma 4.10. We present it for concreteness.

Observe that the only difference between $\mathrm{Hyb}_{9}$ and $\mathrm{Hyb}_{10}$ is that in the former game the parameters $\left\{\sigma_{A, x}^{\prime \prime}\right\}_{x \in[\ell]}$ are shares of a secret $s^{\prime \prime} \leftarrow \mathbb{Z}_{N}$ that is part of the input to the strong extractor generating the mask for the message $\mathrm{msg}_{b}$, whereas in the latter game, they are shares of independent secret $s_{A}^{\prime \prime} \leftarrow \mathbb{Z}_{N}$. Therefore, in order to prove these two games are statistically indistinguishable, we will argue that the secrets being shared by $\left\{\sigma_{A, x}^{\prime \prime}\right\}_{x \in[\ell]}$ are information theoretically hidden to the adversary $\mathcal{A}$ in $\mathrm{Hyb}_{9}$.

We note that the shares $\sigma_{A, x}^{\prime \prime}$ for all the rows $x$ of the challenge access matrix $\boldsymbol{M}$ labeled by corrupted authorities (i.e., the authorities for which $\mathcal{A}$ either requests the master key or creates it on its own) are information theoretically revealed to $\mathcal{A}$. Further, observe that the shares $\sigma_{A, x}^{\prime \prime}$ for no other rows $x$ of $\boldsymbol{M}$ is fully leaked to $\mathcal{A}$. In order to see this, note that for all the rows $x$ corresponding to corrupted authorities, $\mathcal{A}$ knows the values $y_{A, \rho(x)} \bmod p_{2}$ information
theoretically, but it does not get to know $y_{A, \rho(x)} \bmod p_{2}$ for any uncorrupted rows $x$ of $M$. This is because the only way for $\mathcal{A}$ to learn $y_{A, \rho(s)} \bmod p_{2}$ for uncorrupted rows is by asking a secret key query corresponding to (GID, $\rho(x)$ ) for some global identifier GID. As per the description of $\mathrm{Hyb}_{9}$, such a secret key $\mathrm{SK}_{\mathrm{GID}, \rho(x)}$ would look like

$$
\begin{aligned}
\mathrm{SK}_{\mathrm{GID}, \rho(x)} & =\left(K_{\mathrm{GID}, A, \rho(x)}=(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, \rho(x)}}, K_{\mathrm{GID}, B, \rho(x)}=(\mathrm{H}(\mathrm{GID}))^{y_{B, \rho(x)}}\right) \\
& =\left(K_{\mathrm{GID}, A, \rho(x)}=\left(\left(P \cdot h^{-J}\right) \cdot \not h^{y_{A, \rho}(x)}, K_{\mathrm{GID}, B, \rho(x)}=(\mathrm{H}(\mathrm{GID}))^{y_{B, \rho(x)}}\right)\right. \\
& =\left(K_{\mathrm{GID}, A, \rho(x)}=P^{y_{A, \rho(x)}}, K_{\mathrm{GID}, B, \rho(x)}=(\mathrm{H}(\mathrm{GID}))^{\left.y_{B, \rho(x)}\right)}\right)
\end{aligned}
$$

where $P \leftarrow \mathbb{G}_{p_{1} p_{3}}$. The second equality follows from the fact that in $\mathrm{Hyb}_{9} \mathrm{H}(\mathrm{GID})$ is generated as $\mathrm{H}(\mathrm{GID})=P \cdot h^{-1}$ with $P \leftarrow \mathbb{G}_{p_{1} p_{3}}$. Thus, it follows that a secret key $\mathrm{SK}_{\mathrm{GID}, \rho(x)}$ only reveals $y_{A, \rho(x)}$ modulo $p_{1}$ and modulo $p_{3}$ but does not leak this modulo $p_{2}$ to $\mathcal{A}$ information theoretically. Hence, it follows that $\mathcal{A}$ can only learn $y_{A, \rho(x)}$ (modulo $p_{2}$ ) and hence $\sigma_{A, x}^{\prime \prime}$ (modulo $p_{2}$ ) information theoretically.

However, by the game restriction the subspace spanned by those rows does not include the vector $(1,0, \ldots, 0)$. We may assume that this holds modulo $p_{2}$. This means there must exists a vector $\boldsymbol{u} \in \mathbb{Z}_{N}^{d}$ such that $\boldsymbol{u}$ is orthogonal to all these rows of $\boldsymbol{M}$ but is not orthogonal to $(1,0, \ldots, 0)$, (i.e., the first entry of $\boldsymbol{u}$ is nonzero). We consider a basis of $\mathbb{U}$ of $\mathbb{Z}_{N}^{d}$ involving the vector $\boldsymbol{u}$ and write $\boldsymbol{v}_{A}^{\prime \prime}=\hat{\boldsymbol{v}}_{A}+a \boldsymbol{u}$ for some $a$ modulo $p_{2}$ and some vector $\hat{\boldsymbol{v}}_{A}$ in the span of $\mathbb{U} \backslash\{\boldsymbol{u}\}$. We note that $\hat{\boldsymbol{v}}_{A}$ is uniformly distributed in the subspace spanned by $\mathbb{U} \backslash\{\boldsymbol{u}\}$ (modulo $p_{2}$ ) and reveals no information about $a$ (modulo $p_{2}$ ). Now, since the first coordinate of $\boldsymbol{u}$ is nonzero modulo $p_{2}$, it follows that the first coordinate of $\boldsymbol{v}_{A}^{\prime \prime}$, i.e., $s_{A}^{\prime \prime}$, depends on the value of $a$ (modulo $p_{2}$ ). But the shares $\sigma_{A, x}^{\prime \prime}$ for all the corrupted rows of $M$ contains no information about $a$ (modulo $p_{2}$ ) since $\boldsymbol{u}$ is orthogonal to all these rows.

Hence, the only possible way for $\mathcal{A}$ to get information about $a$ (modulo $p_{2}$ ) is through the ciphertext components $C_{2, A, x}$ corresponding to the uncorrupted rows of $\boldsymbol{M}$. However, for each such row $x, \mathcal{A}$ can only recover $r_{A, x}^{\prime \prime}\left(\right.$ modulo $\left.p_{2}\right)$ and $y_{A, \rho(x)} r_{A, x}^{\prime \prime}+\sigma_{A, x}^{\prime \prime}\left(\right.$ modulo $\left.p_{2}\right)$ information theoretically. Since the labeling function $\rho$ is injective, it follows that $y_{A, \rho(x)}$ (modulo $p_{2}$ ) is a fresh random value that appears nowhere else. This means given $r_{A, x}^{\prime \prime}, y_{A, \rho(x)} r_{A, x}^{\prime \prime}+\sigma_{A, x}^{\prime \prime}$ (modulo $p_{2}$ ), if $r_{A, x}^{\prime \prime}$ (modulo $p_{2}$ ) is nonzero (note that $r_{A, x}^{\prime \prime} \bmod p_{2}=0$ with negligible probability), any value of $\sigma_{A, x}^{\prime \prime}$ modulo $p_{2}$ can be explained by a particular value of $y_{A, \rho(x)}$ (modulo $p_{2}$ ). Since $y_{A, \rho(x)}$ (modulo $p_{2}$ ) is uniformly random and information theoretically hidden to $\mathcal{A}$ given the public keys $\mathrm{PK}_{\rho(x)}=\left(g_{1}^{y_{A, \rho(x)}}, g_{1}^{y_{B, \rho(x)}}\right)$ and possibly the queried secret keys $\left\{\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}=\right.\right.$ $\left.\left.(\mathrm{H}(\mathrm{GID}) \cdot h)^{y_{A, u}}, K_{\mathrm{GID}, B, u}=(\mathrm{H}(\mathrm{GID}))^{y_{B, u}}\right)\right\}$ for the corresponding uncorrupted authorities $\rho(x)$ as discussed above, it follows that $\sigma_{A, x}^{\prime \prime}$ is information theoretically hidden to $\mathcal{A}$. Therefore, no information about $a$ (modulo $p_{2}$ ) is leaked to $\mathcal{A}$ information theoretically which in turn means that the secret being shared by $\left\{\sigma_{A, x}^{\prime \prime}\right\}_{x \in[\ell]}$ is information theoretically hidden to $\mathcal{A}$.

Lemma 4.15: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{11}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 10}(\lambda)-p_{\mathcal{A}, 11}(\lambda)\right| \leq \operatorname{neg}_{11}(\lambda)$.

Proof: Observe that in $\mathrm{Hyb}_{10}$ the value $s^{\prime \prime} \bmod p_{2}$ is perfectly hidden to $\mathcal{A}$. This means that $e\left(g_{2}, h\right)^{s^{\prime \prime}}$ is uniformly random and therefore has $\log \left(p_{2}\right)$ bits of min-entropy, i.e., $\mathbf{H}_{\infty}\left(e\left(g_{2}, h\right)^{s^{\prime \prime}}\right)=\log \left(p_{2}\right)$ (recall that $h \leftarrow \mathbb{G}_{p_{1} p_{2}}$ in $\left.\mathrm{Hyb}_{10}\right)$. Thus, if Ext is parameterized correctly, then $\operatorname{Ext}\left(e\left(g_{1}, h\right)^{s} \cdot e\left(g_{2}, h\right)^{s^{\prime \prime}}\right.$, seed) (which masks $\left.\operatorname{msg}_{b}\right)$ is statistically close to uniform in $\mathcal{A}$ 's view.

## 5 Our Prime Order Group MA-ABE Scheme

In Section 5.1 we recall prime order bilinear groups and give the associated notations. In Section 5.2 we give the basis structure of the translation framework. In Section 5.3 we give the
assumptions on which our construction relies. In Section 5.4 we give the construction. In Section 5.6 we prove correctness and security.

### 5.1 Prime Order Bilinear Groups and Associated Notations

Notations: Let $\boldsymbol{A}$ be a matrix over the $\operatorname{ring} \mathbb{Z}_{q}$. We use $\operatorname{span}(\boldsymbol{A})$ to denote the column span of $\boldsymbol{A}$, and we use span ${ }^{m}(\boldsymbol{A})$ to denote matrices of width $m$ where each column lies in $\operatorname{span}(\boldsymbol{A})$; this means $\boldsymbol{M} \leftarrow \operatorname{span}^{m}(\boldsymbol{A})$ is a random matrix of width $m$ where each column is chose uniformly from $\operatorname{span}(\boldsymbol{A})$. We use basis $(\boldsymbol{A})$ to denote a basis of $\operatorname{span}(\boldsymbol{A})$, and we use $\left(\boldsymbol{A}_{1} \| \boldsymbol{A}_{2}\right)$ to denote the column-wise concatenation of matrices $\boldsymbol{A}_{1}, \boldsymbol{A}_{2}$. We let $\boldsymbol{I}$ be the identity matrix and $\mathbf{0}$ be a zero matrix whose size will be clear from the context.

Fix a security parameter, for any bilinear group parameter $G=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right)$ and any $i=1,2, T$ with $g_{T}=e\left(g_{1}, g_{2}\right)$, we write $\llbracket \boldsymbol{M} \rrbracket_{i}$ for $g_{i}^{M}$ where the exponentiation is elementwise. When bracket notation is used, we denote group operations with $\boxplus$, i.e., $\llbracket M \rrbracket_{i} \boxplus \llbracket N \rrbracket_{i}=$ $\llbracket \boldsymbol{M}+\boldsymbol{N} \rrbracket_{i}$ for matrices $\boldsymbol{M}, \boldsymbol{N}$, and $\boxminus$ as their negatives, i.e., $\llbracket \boldsymbol{M} \rrbracket_{i} \boxminus \llbracket \boldsymbol{N} \rrbracket_{i}=\llbracket \boldsymbol{M}-\boldsymbol{N} \rrbracket_{i}$. Also, we define $\boldsymbol{N} \odot \llbracket \boldsymbol{M} \rrbracket_{i}=\llbracket \boldsymbol{N} \boldsymbol{M} \rrbracket_{i}$ and $\llbracket \boldsymbol{M} \rrbracket_{i} \odot \boldsymbol{N}=\llbracket \boldsymbol{M} \boldsymbol{N} \rrbracket_{i}$. We also slightly abuse notations and use the original pairing notation $e$ to denote the pairing between matrices of group elements as well, i.e., we write $e\left(\llbracket \boldsymbol{M} \rrbracket_{1}, \llbracket \boldsymbol{N} \rrbracket_{2}\right)=\llbracket \boldsymbol{M} \boldsymbol{N} \rrbracket_{T}$.

Prime Order Bilinear Groups: Let $\mathbb{G}_{1}, \mathbb{G}_{2}$ and $\mathbb{G}_{T}$ be three multiplicative cyclic groups of prime order $p=p(\lambda)$ where the group operations are efficiently computable in the security parameter $\lambda$ and there is no isomorphism between $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ that can be computed efficiently in $\lambda$. Let $g_{1}, g_{2}$ be generators of $\mathbb{G}_{1}, \mathbb{G}_{2}$ respectively and $e: \mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{T}$ be an efficiently computable pairing function that satisfies the following properties:

- Bilinearity: for all $u \in \mathbb{G}_{1}, v \in \mathbb{G}_{2}$ and $a, b \in \mathbb{Z}_{p}$ it is true that $e\left(u^{a}, v^{b}\right)=e(u, v)^{a b}$.
- Non-degeneracy: $e\left(g_{1}, g_{2}\right) \neq 1_{\mathbb{G}_{T}}$, where $1_{\mathbb{G}_{T}}$ is the identity element of the group $\mathbb{G}_{T}$.

Let $\mathcal{G}$ be an algorithm that takes as input $1^{\lambda}$, the unary encoding of the security parameter $\lambda$, and outputs the description of an asymmetric bilinear group $G=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right)$.

### 5.2 Basis Structure for the Composite to Prime Order Translation Framework

We want to simulate composite order groups whose order is the product of three primes. Fix parameters $\ell_{1}, \ell_{2}, \ell_{3}, \ell_{W} \geq 1$. Pick random

$$
\boldsymbol{A}_{1} \leftarrow \mathbb{Z}_{p}^{\ell \times \ell_{1}}, \boldsymbol{A}_{2} \leftarrow \mathbb{Z}_{p}^{\ell \times \ell_{2}}, \boldsymbol{A}_{3} \leftarrow \mathbb{Z}_{p}^{\ell \times \ell_{3}}
$$

where $\ell:=\ell_{1}+\ell_{2}+\ell_{3}$. Let $\left(\boldsymbol{A}_{1}^{*}\left\|\boldsymbol{A}_{2}^{*}\right\| \boldsymbol{A}_{3}^{*}\right)^{\top}$ denote the inverse of $\left(\boldsymbol{A}_{1}\left\|\boldsymbol{A}_{2}\right\| \boldsymbol{A}_{3}\right)$, so that $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{i}^{*}=\boldsymbol{I}$ (known as non-degeneracy) and $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{j}^{*}=\mathbf{0}$ if $i \neq j$ (known as orthogonality).

Correspondence: We have the following correspondence with composite order groups:

$$
\begin{aligned}
g_{i} & \mapsto \llbracket \boldsymbol{A}_{i} \rrbracket_{1}, & g_{i}^{s} & \mapsto \llbracket \boldsymbol{A}_{i} \boldsymbol{s} \rrbracket_{1} \\
w \in \mathbb{Z}_{N} & \mapsto \boldsymbol{W} \in \mathbb{Z}_{p}^{\ell \times \ell_{W}}, & g_{i}^{w} & \mapsto \llbracket \boldsymbol{A}_{i}^{\top} \boldsymbol{W} \rrbracket_{1}
\end{aligned}
$$

The following statistical lemma is analogous to the Chinese Remainder Theorem, which tells us that $w \bmod p_{2}$ is uniformly random given $g_{1}^{w}, g_{3}^{w}$, where $w \leftarrow \mathbb{Z}_{N}$ :
Lemma 5.1 (statistical lemma): With probability $1-1 / p$ over $\boldsymbol{A}_{1}, \boldsymbol{A}_{2}, \boldsymbol{A}_{3}, \boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}, \boldsymbol{A}_{3}^{*}$, the following two distributions are statistically identical.

$$
\left\{\boldsymbol{A}_{1}^{\top} \boldsymbol{W}, \boldsymbol{A}_{3}^{\top} \boldsymbol{W}, \boldsymbol{W}\right\} \quad \text { and } \quad\left\{\boldsymbol{A}_{1}^{\top} \boldsymbol{W}, \boldsymbol{A}_{3}^{\top} \boldsymbol{W}, \boldsymbol{W}+\boldsymbol{V}^{(2)}\right\}
$$

where $\boldsymbol{W} \leftarrow \mathbb{Z}_{p}^{\ell \times \ell_{W}}$ and $\boldsymbol{V}^{(2)} \leftarrow \operatorname{span}^{\ell_{W}}\left(\boldsymbol{A}_{2}^{*}\right)$.

### 5.3 Complexity Assumptions

Assumption 5.1 (Matrix Diffie-Hellman: MDDH $_{k, \ell}^{\mathbb{G}_{t}}, \mid$ EHK $^{+13} \mid$ ): Let $\ell>k \geq 1$. We say that the $\operatorname{MDDH}_{k, \ell}^{\mathbb{G}_{t}}$ assumption holds with respect to $\mathcal{G}$ if for all PPT adversary $\mathcal{A}$ and for all $t \in[2]$, the following advantage function is negligible in $\lambda$.

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{MDDH}_{k, \ell}^{\mathbb{G}_{t}}(\lambda):=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, \llbracket \boldsymbol{t}_{0} \rrbracket_{t}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, \llbracket \boldsymbol{t}_{1} \rrbracket_{t}\right)=1\right]\right|, \mid}
$$

where

$$
\begin{aligned}
\mathrm{G} & =\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right) \\
D & =\left(\mathbf{G}, \llbracket \boldsymbol{X} \rrbracket_{t}\right) \\
\boldsymbol{t}_{0} & =\boldsymbol{X} \boldsymbol{u}, \boldsymbol{t}_{1} \leftarrow \mathbb{Z}_{p}^{\ell}
\end{aligned}
$$

such that $\boldsymbol{X} \leftarrow \mathbb{Z}_{p}^{\ell \times k}, \boldsymbol{u} \leftarrow \mathbb{Z}_{p}^{k}$.
Assumption 5.2 (Subgroup Decision Assumption $\mathbf{S D}_{A_{i} \mapsto A_{i}, A_{j}}^{\mathbb{G}_{1}}$ for $(i, j \in\{1,2,3\}$, |CGKW18a, GHKW16, GDCC16|): For all $i, j \in[3]$ such that $i \neq j$, the $\mathrm{SD}_{\boldsymbol{A}_{i} \mapsto \boldsymbol{A}_{i}, \boldsymbol{A}_{j}}^{\mathbb{G}_{1}}$ assumption states that for any PPT adversary $\mathcal{A}$, there exists a negligible function negl $(\cdot)$ such that for any security parameter $\lambda \in \mathbb{N}$ and for all $k \in[3] \backslash\{i, j\}$,

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{SD}_{\boldsymbol{A}_{i} \mapsto \boldsymbol{A}_{i}, \boldsymbol{A}_{j}}^{\mathbb{G}_{1}}}(\lambda):=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, \llbracket \boldsymbol{t}_{0} \rrbracket_{1}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, \llbracket \boldsymbol{t}_{1} \rrbracket_{1}\right)=1\right]\right|
$$

where

$$
\begin{aligned}
& \mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right) \\
& \mathcal{D}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{A}_{2} \rrbracket_{1}, \llbracket \boldsymbol{A}_{3} \rrbracket_{1}, \operatorname{basis}\left(\boldsymbol{A}_{i}^{*}\right), \operatorname{basis}\left(\boldsymbol{A}_{k}^{*}\right), \operatorname{basis}\left(\boldsymbol{A}_{i}^{*}, \boldsymbol{A}_{j}^{*}\right)\right), \\
& \boldsymbol{t}_{0} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{i}\right), \boldsymbol{t}_{1} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{i}, \boldsymbol{A}_{j}\right) .
\end{aligned}
$$

Assumption 5.3 (Subgroup Decision Assumption $\operatorname{SD}_{B_{i} \mapsto B_{i}, B_{j}}^{\mathbb{G}_{2}}$ for $(i, j \in\{1,2,3\}$, |CGKW18a, GHKW16, GDCC16|): For all $i, j \in[3]$ such that $i \neq j$, the $\mathrm{SD}_{\boldsymbol{B}_{i} \mapsto \boldsymbol{B}_{i}, \boldsymbol{B}_{j}}^{\mathbb{G}_{2}}$ assumption states that for any PPT adversary $\mathcal{A}$, there exists a negligible function negl( $\cdot$ ) such that for any security parameter $\lambda \in \mathbb{N}$ and for all $k \in[3] \backslash\{i, j\}$,

$$
\operatorname{Adv}_{\mathcal{A}} \mathrm{SD}_{B_{i} \mapsto B_{i}, B_{j}}^{\mathbb{G}_{2}}(\lambda):=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, \llbracket \boldsymbol{t}_{0} \rrbracket_{2}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathcal{D}, \llbracket \boldsymbol{t}_{1} \rrbracket_{2}\right)=1\right]\right|
$$

where

$$
\begin{aligned}
& \mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right) \\
& \mathcal{D}=\left(\mathrm{G}, \llbracket \boldsymbol{B}_{1} \rrbracket_{2}, \llbracket \boldsymbol{B}_{2} \rrbracket_{2}, \llbracket \boldsymbol{B}_{3} \rrbracket_{2}, \operatorname{basis}\left(\boldsymbol{B}_{i}^{*}\right), \operatorname{basis}\left(\boldsymbol{B}_{k}^{*}\right), \operatorname{basis}\left(\boldsymbol{B}_{i}^{*}, \boldsymbol{B}_{j}^{*}\right)\right), \\
& \boldsymbol{t}_{0} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{i}\right), \boldsymbol{t}_{1} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{i}, \boldsymbol{B}_{j}\right) .
\end{aligned}
$$

Assumption 5.4 (Subgroup Decision Assumption $\mathbf{S D}_{B_{1}, B_{2} \mapsto B_{1}, B_{2}, B_{3}}^{\mathbb{G}_{2}},|C G W 18|$ ): The $\mathrm{SD}_{\boldsymbol{B}_{1}, \boldsymbol{B}_{2} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$ assumption states that for any PPT adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}(\cdot)$ such that for any security parameter $\lambda \in \mathbb{N}$,
where

$$
\begin{aligned}
& \mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right) \\
& \mathcal{D}=\left(\mathrm{G}, \llbracket \boldsymbol{B}_{1} \rrbracket_{2}, \llbracket \boldsymbol{B}_{2} \rrbracket_{2}, \llbracket \boldsymbol{B}_{3} \rrbracket_{2}, \operatorname{basis}\left(\boldsymbol{B}_{1}^{*}\right), \operatorname{basis}\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)\right), \\
& \boldsymbol{t}_{0} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right), \boldsymbol{t}_{1} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right) .
\end{aligned}
$$

### 5.4 The Construction

Here, we present our MA-ABE for $\mathrm{NC}^{1}$ construction in prime order bilinear groups. As mentioned, we assume that each authority controls just one attribute, and hence we would use the terms "authority" and "attribute" interchangeably.

GlobalSetup( $\mathbf{1}^{\boldsymbol{\lambda}}$ ): The global setup algorithm takes in the security parameter $1^{\boldsymbol{\lambda}}$ encoded in unary. The procedure first chooses a prime $p$. Next it generates a bilinear group $\mathrm{G}=$ $\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right)$ of order $p$. Let $g_{1}, g_{2}$ be the generators of $\mathbb{G}_{1}, \mathbb{G}_{2}$ respectively. We make use of a strong seeded randomness extractor Ext : $\mathbb{G}_{T} \times S \rightarrow \mathbb{M}$, where $\mathbb{M} \subset\{0,1\}^{*}$ is the message space and $S \subset\{0,1\}^{*}$ is the seed space. The algorithm samples a seed seed $\leftarrow S$. Next, the algorithm samples

$$
\boldsymbol{A}_{1}, \boldsymbol{A}_{2}, \boldsymbol{A}_{3} \leftarrow \mathbb{Z}_{p}^{3 k \times k}, \boldsymbol{h} \leftarrow \mathbb{Z}_{p}^{k} .
$$

Let $\left(\boldsymbol{A}_{1}^{*}\left\|\boldsymbol{A}_{2}^{*}\right\| \boldsymbol{A}_{3}^{*}\right)=\left(\left(\boldsymbol{A}_{1}\left\|\boldsymbol{A}_{2}\right\| \boldsymbol{A}_{3}\right)^{-1}\right)^{\top}$ where $\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}, \boldsymbol{A}_{3}^{*} \leftarrow \mathbb{Z}_{p}^{3 k \times k}$ such that $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{j}^{*}=\boldsymbol{I}$ if $i=j$, and $\mathbf{0}$ if $i \neq j$ for all $i, j \in[3]$. It outputs the global parameters as $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H=\right.$ $\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$, seed).

Furthermore, we assume that all parties has access to the hash function $\mathrm{H}:\{0,1\}^{*} \rightarrow \mathbb{G}_{2}^{3 k}$ mapping global identifiers $\operatorname{GID} \in \mathcal{G I D}$ to random vectors in $\mathbb{G}_{2}^{3 k}$, i.e., for all $\mathrm{GID} \in \mathcal{G I D}$ we have $\mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ for some $\boldsymbol{h}_{\mathrm{GID}} \leftarrow \mathbb{Z}_{p}^{3 k}$.

AuthSetup(GP, $\boldsymbol{u}$ ): Given the global parameters GP and an authority index $u \in \mathcal{A} \mathcal{U}$, the algorithm chooses random matrices $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \in \mathbb{Z}_{p}^{3 k \times 3 k}$ and outputs

$$
\begin{aligned}
\mathrm{PK}_{u} & =\left(P_{A, u}=\boldsymbol{W}_{A, u}^{\top} \odot \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\boldsymbol{W}_{B, u}^{\top} \odot \llbracket \boldsymbol{A}_{1} \rrbracket_{1}\right)=\left(\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right) \\
\mathrm{MSK}_{u} & =\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right) .
\end{aligned}
$$

$\operatorname{Enc}\left(\mathbf{G P}, \boldsymbol{m s g},(\boldsymbol{M}, \boldsymbol{\rho}),\left\{\mathrm{PK}_{u}\right\}\right)$ : The encryption algorithm takes as input the global parameters GP, a message msg $\in \mathbb{M}$ to encrypt, an LSSS access structure $(\boldsymbol{M}, \rho)$, where $\boldsymbol{M}=$ $\left(M_{x, j}\right)_{\ell \times d}=\left(\boldsymbol{M}_{1}, \ldots, \boldsymbol{M}_{\ell}\right)^{\top} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$, and public keys of the relevant authorities $\left\{\mathrm{PK}_{u}\right\}$. The function $\rho$ associates rows of $\boldsymbol{M}$ (viewed as column vectors) to authorities (recall that we assume that each authority controls a single attribute). We assume that $\rho$ is an injective function, that is, an authority/attribute is associated with at most one row of $M$.

It first samples a random vector $\boldsymbol{d} \leftarrow \mathbb{Z}_{p}^{k}$ and random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$. The procedure generates the ciphertext as follows: For each row $x \in[\ell]$, it chooses random vectors $s_{A, x}, s_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$ and outputs the ciphertext

$$
\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right),
$$

where $C=\mathbf{m s g} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right)\right.$, seed $)$, and

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
C_{2, A, x} & =\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d} \| \llbracket \boldsymbol{U}_{A} \rrbracket_{1}\right) \odot \boldsymbol{M}_{x}+\llbracket \boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
C_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x} & =\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot(-\boldsymbol{d}) \| \llbracket \boldsymbol{U}_{B} \rrbracket_{1}\right) \odot \boldsymbol{M}_{x}+\llbracket \boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{aligned}
$$

KeyGen(GP, GID, MSK ${ }_{u}$ ): The key generation algorithm takes as input the global parameters GP, the user's global identifier GID $\in \mathcal{G I D}$, and the authority's master secret key $\mathrm{MSK}_{u}$. It generates a secret key $\mathrm{SK}_{\text {GID }, u}$ for GID as

$$
\mathrm{SK}_{\mathrm{GID}, u}=\left(K_{\mathrm{GID}, A, u}, K_{\mathrm{GID}, B, u}\right)
$$

where

$$
\begin{aligned}
& K_{\mathrm{GID}, A, u}=\boldsymbol{W}_{A, u} \odot(\mathrm{H}(\mathrm{GID}) \cdot \boldsymbol{H})=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2} \\
& K_{\mathrm{GID}, B, u}=\boldsymbol{W}_{B, u} \odot \mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}
\end{aligned}
$$

$\operatorname{Dec}\left(\mathbf{G P}, \mathbf{C T}, \mathbf{G I D},\left\{\mathbf{S K}_{\mathbf{G I D}, u}\right\}\right):$ Decryption takes as input the global parameters GP, a ciphertext CT for an LSSS access structure ( $\boldsymbol{M}, \rho$ ) with $\boldsymbol{M} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ injective, the user's global identifier GID $\in \mathcal{G I D}$, and the secret keys $\left\{\mathrm{SK}_{\mathrm{GID}, u}\right\}_{u \in \rho(I)}$ corresponding to a subset of rows of $\boldsymbol{M}$ with indices $I \subseteq[\ell]$. If $(1,0, \ldots, 0)$ is not in the span of these rows, $\boldsymbol{M}_{I}$, then decryption fails. Otherwise, the decryptor finds $\left\{w_{x} \in \mathbb{Z}_{N}\right\}_{x \in I}$ such that $(1,0, \ldots, 0)=\sum_{x \in I} w_{x} \cdot \boldsymbol{M}_{x}^{\top}$. For all $x \in I$, the decryption algorithm first compute:
$D_{A, x}=e\left(C_{2, A, x}, \llbracket \boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}\right) e\left(C_{1, A, x}, K_{\mathrm{GID}, A, \rho(x)}\right)^{-1}=\llbracket\left(\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right)^{\top} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}$ $D_{B, x}=e\left(C_{2, B, x}, \llbracket \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}\right) e\left(C_{1, B, x}, K_{\mathrm{GID}, B, \rho(x)}\right)^{-1}=\llbracket\left(\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}\right)^{\top} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$
Then compute $D=\prod_{x \in I}\left(D_{A, x} \cdot D_{B, x}\right)^{w_{x}}=e\left(\llbracket \boldsymbol{A}_{1} d \rrbracket_{1}, H\right)$. Finally it outputs $C \oplus \operatorname{Ext}(D$, seed $)=$ msg.

In the next section (Section 5.5) we prove correctness of the scheme. The proof of security is deferred to Section 5.6.

### 5.5 Correctness

Assume that the authorities in $\left\{\mathrm{SK}_{\mathrm{GID}, u}\right\}$ correspond to a qualified set according to the LSSS access structure $(\boldsymbol{M}, \rho)$ associated with CT, that is, the corresponding subset of row indices $I$ corresponds to rows in $\boldsymbol{M}$ that have $(1,0, \ldots, 0)$ in their span.

For each $x \in I$, letting $\rho(x)$ be the corresponding authority,

$$
\begin{aligned}
& e\left(C_{2, A, x}, \llbracket \boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}\right) \\
& =e\left(\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \cdot \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \llbracket \boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}\right) \\
& =\llbracket\left(\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right)^{\top} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{T} \cdot \llbracket\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}\right)^{\top} \boldsymbol{W}_{A, \rho(x)} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{T} .
\end{aligned}
$$

Also for each $x \in I$,

$$
\begin{aligned}
e\left(C_{1, A, x}, K_{\mathrm{GID}, A, u}\right) & =e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \llbracket \boldsymbol{W}_{A, \rho(x)} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}\right) \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}\right)^{\top} \boldsymbol{W}_{A, \rho(x)} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{T} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& D_{A, x}=e\left(C_{2, A, x}, \llbracket \boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}\right) e\left(C_{1, A, x}, K_{\mathrm{GID}, A, u}\right)^{-1} \\
& =\llbracket\left(\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right)^{\top} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{T} \cdot \llbracket\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}\right)^{\top} \boldsymbol{W}_{A, p(x)} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{T} \\
& \llbracket\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}\right)^{\top} \boldsymbol{W}_{A, p(x)} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{T}^{-1} \\
& =\llbracket\left(\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right)^{\top} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{T}
\end{aligned}
$$

and similarly,

$$
D_{B, x}=\llbracket\left(\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}\right)^{\top} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{T} .
$$

We then have

$$
\begin{aligned}
D & =\prod_{x \in I}\left(D_{A, x} \cdot D_{B, x}\right)^{w_{x}}=\prod_{x \in I}\binom{\left.\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right)^{\top} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{T} \cdot}{\llbracket\left(\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}\right)^{\top} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{T}}^{w_{x}} \\
& =\llbracket \begin{array}{l}
\sum_{x \in I} w_{x} \boldsymbol{M}_{x}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right)^{\top} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \\
+\sum_{x \in I} w_{x} \boldsymbol{M}_{x}^{\top}\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right)^{\top} \cdot \boldsymbol{h}_{\mathrm{GID}}
\end{array} \rrbracket_{T} \\
& =\llbracket\left(\begin{array}{l}
(1,0, \ldots, 0)\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right)^{\top} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \\
+(1,0, \ldots, 0)\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right)^{\top} \cdot \boldsymbol{h}_{\mathrm{GID}}
\end{array} \|_{T}\right. \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}\right)^{\top} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right)+\left(-\boldsymbol{A}_{1} \boldsymbol{d}\right)^{\top} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{T} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}\right)^{\top} \cdot \boldsymbol{h}_{\mathrm{GID}}+\left(\boldsymbol{A}_{1} \boldsymbol{d}\right)^{\top} \cdot \boldsymbol{A}_{1}^{*} \boldsymbol{h}-\left(\boldsymbol{A}_{1} \boldsymbol{d}\right)^{\top} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{T} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}\right)^{\top} \cdot \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket=e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
C \oplus \operatorname{Ext}(D, \text { seed }) & =\mathrm{msg} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right) \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\mathrm{msg} .
\end{aligned}
$$

### 5.6 Security Analysis

Theorem 5.1 (Security of Prime-Order MA-ABE Scheme): Assuming the MDDH assumption holds, then all PPT adversary has a negligible advantage in breaking the fully adaptive security of the above MA-ABE scheme in the random oracle model.

We consider a sequence of hybrid games that differ from one another in the formation of the challenge ciphertext, the output of the random oracle H , or the secret keys queried by the adversary $\mathcal{A}$. The first hybrid in the sequence corresponds to the real fully adaptive security game for the proposed MA-ABE scheme, while the final hybrid is one where the advantage of $\mathcal{A}$ is zero. We argue that $\mathcal{A}$ 's advantage changes only by a negligible amount between each successive hybrid game, thereby establishing Theorem 5.1. The high level structure of our hybrid reduction is shown in Fig. 5.1 .

In this proof, we will model H as a random oracle programmed by the challenger. Let the total number of global identifiers GID the challenger generates the H oracle outputs for be $q$. Also, we order the global identifiers $\left\{\mathrm{GID}_{t}\right\}_{t \in[q]}$ in the sequence the H oracle outputs for them are generated by the challenger. Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}=\left\{\boldsymbol{M}_{i, j}\right\}_{i \in[\ell], j \in[d]} \in \mathbb{Z}_{p}^{\ell \times d}$ submitted by $\mathcal{A}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. Without loss of generality, we will assume that the first $|\bar{Y}|$ many rows of $\boldsymbol{M}$ are uncorrupted, i.e., lies in $\bar{Y}$.

## The Hybrids

$\mathbf{H y b}_{\mathbf{0}}$ : This is the real fully adaptive CPA security game described in Section 3.3 for the proposed MA-ABE scheme.


Fig. 5.1: Structure of the Hybrid Reduction for Our Prime-Order MA-ABE Scheme
$\mathbf{H y b}_{1: j} \quad(j \in\{0, \ldots, q\})$ : This game is analogous to $H_{y b}$ except that for the $t^{\text {th }}$ global identifiers $\mathrm{GID}_{t}$, for $t \leq j$, the challenger programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}} \rrbracket_{2}$, while for $t>j$, it programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right) \leftarrow \mathbb{G}_{2}^{3 k}$ as earlier. Observe that $\mathrm{Hyb}_{1: 0}$ coincides with $\mathrm{Hyb}_{0}$.
$\mathbf{H y b}_{\mathbf{2}}$ : This game is the same as $\mathrm{Hyb}_{1: q}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\overline{\boldsymbol{A}_{3} \boldsymbol{d}^{\prime}} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxminus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxminus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{3: A: i} \quad(i \in\{\mathbf{0}, \ldots,|\overline{\boldsymbol{Y}}|\})$ : This game is the same as $\mathrm{Hyb}_{2}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}^{\prime} \overleftarrow{\bar{Y}} \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \leq i$ where $x \in \bar{Y}$ and generates the challenge ciphertext CT $=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & = \begin{cases}\left.\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right]_{1} & \text { for all } x \leq i, \\
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
C_{2, A, x} & = \begin{cases}\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& = \begin{cases}\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \\
\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}
\end{array} \\
\text { for all } x \leq i,
\end{array} \\
C_{1} \text { for all } x>i\end{cases} \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & \left.=\tilde{C}_{2, B, x} \boxplus\left(-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x 1}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}\right]_{1} .
\end{aligned}
$$

Observe that $\mathrm{Hyb}_{\text {3:A:0 }}$ coincides with $\mathrm{Hyb}_{2}$.
$\mathbf{H y b}_{3: B: i} \quad(i \in \mathbf{0}, \ldots,|\overline{\boldsymbol{Y}}|)$ : This game is the same as $\mathrm{Hyb}_{3: A:|\bar{Y}|}$ except the challenger gener-
 algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $\boldsymbol{s}_{A, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and $s_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \leq i$ where $x \in \bar{Y}$. The challenger then generates the challenge ciphertext $\mathrm{C} T=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \rrbracket_{1}, \\
& C_{1, B, x}= \begin{cases}\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& C_{2, B, x}= \begin{cases}\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket & \text { for all } x \leq i, \\
\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& = \begin{cases}\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right) \\
\| \begin{array}{l}
\text { for all } x \leq i, \\
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}
\end{array} & \text { for all } x>i .\end{cases}
\end{aligned}
$$

Observe that $\mathrm{Hyb}_{3: B: 0}$ coincides with $\mathrm{Hyb}_{3: A:|\bar{Y}|}$.
$\mathbf{H y b}_{4}$ : This game is the same as $\mathrm{Hyb}_{3: B:|\bar{Y}|}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime} \leftarrow$ $\mathbb{Z}_{p}^{k}$ and random matrices $\boldsymbol{V}_{A, \rho(x)}^{(3)}, \boldsymbol{V}_{B, \rho(x)}^{(3)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{3}^{*}\right)$ for all $x \in \bar{Y}$ and generates the challenge ciphertext CT $=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(3)}\right)^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} \\
& \left.=\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(3)}\right.
\end{array}\right)^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \rrbracket_{1} \\
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(3)}\right)^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
& \left.=\llbracket \begin{array}{l}
\left.-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(3)}\right)
\end{array}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{aligned} \rrbracket_{1} .
$$

$\mathbf{H y b}_{5}$ : This game is the same as $\mathrm{Hyb}_{4}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ and random matrices $\boldsymbol{V}_{A, \rho(x)}^{(3)}, \boldsymbol{V}_{B, \rho(x)}^{(3)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{3}^{*}\right)$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
& C_{1, B, x}=\tilde{C}_{2, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
& \left.C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}, \\
& \left.C_{2, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(3)}\right)^{\top} \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} \\
& =\| \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3}+\boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(3)}\right)^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(3)}\right)^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
& =\| \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \sqrt[\boldsymbol{d}_{B}^{\prime}]{ } \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(3)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{6}$ : This game is the same as $\mathrm{Hyb}_{5}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{aligned}
\tilde{C}_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot s_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket \rrbracket_{1}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
& C_{1, B, x}=\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} \\
& =\| \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(3)}\right)^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1},
\end{array}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} \text {, } \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} \\
& =\| \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(3)}\right)^{\top}\left(\boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{array}
\end{aligned}
$$

$\mathbf{H y b}_{7:(j-1)} \quad(j \in[\boldsymbol{q}+\mathbf{1}])$ : This game is the same as $\mathrm{Hyb}_{6}$ except that for the $t^{\text {th }}$ global identifier $\mathrm{GID}_{t}$ for $t \leq j-1$, the challenger programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}, \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$, while for $t>j-1$, it programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}} \rrbracket_{2}$ as earlier. Observe that $\mathrm{Hyb}_{7: 0}$ coincides with $\mathrm{Hyb}_{6}$.

We introduce a sequence of sub-games, namely, $\left(\mathrm{Hyb}_{7: j: 1}, \ldots, \mathrm{Hyb}_{7: j: 12}\right)$ between $\mathrm{Hyb}_{7:(j-1)}$ and $\mathrm{Hyb}_{7: j}$ for all $j \in[q]$ as defined below.
$\operatorname{Hyb}_{7: j: 1} \quad(j \in[\boldsymbol{q}])$ : This game is the same as $\operatorname{Hyb}_{7:(j-1)}$ except that for the $j^{\text {th }}$ global identifier $\mathrm{GID}_{j}$, the challenger programs the output $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ of the random oracle H as $\left.\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}\right]$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}, \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$.
$\mathbf{H y b}_{7: j: 2} \quad(j \in[q]):$ This game is the same as $\mathrm{Hyb}_{7: j: 1}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} s_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boxed{\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{2, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array}
\end{aligned}
$$

$\operatorname{Hyb}_{7: j: 3: A: i} \quad(\boldsymbol{j} \in[\boldsymbol{q}], \boldsymbol{i} \in\{\mathbf{0}, \ldots,|\overline{\boldsymbol{Y}}|\})$ : This game is the same as $\mathrm{Hyb}_{7: j: 2}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=$ $\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $\boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and $\boldsymbol{s}_{A, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \leq i$ where $x \in \bar{Y}$. The challenger then generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}= \begin{cases}\left.\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right]_{1} & \text { for all } x \leq i, \\
\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& = \begin{cases}\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boxed{\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& C_{2, A, x}= \begin{cases}\tilde{C}_{2, A, x} \boxplus\left[\begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right)
\end{array} \|_{1}\right. & \text { for all } x \leq i, \\
\tilde{C}_{2, A, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}
\end{array} \|_{1} \quad \text { for all } x>i,\end{cases} \\
& = \begin{cases}\| \begin{array}{ll}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \|_{1} & \text { for all } x \leq i, \\
\left\|\begin{array}{ll}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right)
\end{array}\right\|_{1} & \text { for all } x \leq i,
\end{array}\end{cases} \\
& C_{1, B, x}=\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \text {, } \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{aligned}
$$

Observe that $\mathrm{Hyb}_{7: j: 3: A: 0}$ coincides with $\mathrm{Hyb}_{7: j: 2}$.
$\operatorname{Hyb}_{7: j: 3: B: i} \quad(\boldsymbol{j} \in[\boldsymbol{q}], \boldsymbol{i} \in\{\mathbf{0}, \ldots,|\overline{\boldsymbol{Y}}|\})$ : This game is the same as $\operatorname{Hyb}_{7: j: 3: A:|\bar{Y}|}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=$ $\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and $s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \leq i$ where $x \in \bar{Y}$. The challenger then generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
& C_{1, B, x}= \begin{cases}\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& = \begin{cases}\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\overline{\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket & \text { for all } x \leq i, \\
\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& C_{2, B, x}=\left\{\begin{array}{l}
\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} \quad \text { for all } x \leq i, \\
\left.\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{B, x}^{\prime}
\end{array}\right]_{1} \quad \text { for all } x>i,
\end{array}\right.
\end{aligned}
$$

Observe that $\mathrm{Hyb}_{7: j: 3: B: 0}$ coincides with $\mathrm{Hyb}_{7: j: 3: A: A|\bar{Y}|}$.
$\operatorname{Hyb}_{7: j: 4} \quad(j \in[\boldsymbol{q}])$ : This game is the same as $\operatorname{Hyb}_{7: j: 3: B:|\bar{Y}|}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} s_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ and random matrices $\boldsymbol{V}_{A, \rho(x)}^{(2)}, \boldsymbol{V}_{B, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} d \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1} \\
& \left.=\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right.
\end{array}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{aligned} \rrbracket_{1}, ~ 子 \begin{aligned}
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
& \left.=\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right.
\end{array}\right)^{\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)} \rrbracket_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{7: j: 5} \quad(j \in[q])$ : This game is the same as $\mathrm{Hyb}_{7: j: 4}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{aligned}
\tilde{C}_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x} & =\llbracket \boldsymbol{A}_{1} s_{B, x} \rrbracket_{1}, & & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}_{A}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ and random matrices $\boldsymbol{V}_{A, \rho(x)}^{(2)}, \boldsymbol{V}_{B, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \overline{\boldsymbol{d}_{A}^{\prime \prime}}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \|_{1}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
& \left.C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array}\right]_{1} \\
& =\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \sqrt[\boldsymbol{d}_{B}^{\prime \prime}]{ }+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{7: j: 6} \quad(j \in[q])$ : This game is the same as $\mathrm{Hyb}_{7: j: 5}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{aligned}
\tilde{C}_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}_{A}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1} \\
& \left.=\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right.
\end{array}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1} \\
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} \\
& \left.=\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array}\right] .
\end{aligned}
$$

$\mathbf{H y b}_{7: j: 7} \quad(j \in[\boldsymbol{q}]): \quad$ This game is the same as $\mathrm{Hyb}_{7 \cdot j: 6}$ except that for the $j^{\text {th }}$ global identifier $\mathrm{GID}_{j}$, the challenger programs the output $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{j}\right) \leftarrow \mathbb{G}_{2}^{3 k}$ while for all $t<j$, it programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=$ $\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$, and for $t>j$, it programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}} \rrbracket_{2}$ as earlier.
$\mathbf{H y b}_{7: j: 8} \quad(j \in[q])$ : This game is the same as $\mathrm{Hyb}_{7: j: 7}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}_{A}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ and random matrices $\boldsymbol{V}_{A, \rho(x)}^{(2)}, \boldsymbol{V}_{B, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} d \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
& \left.C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array}\right]_{1} \\
& \left.=\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right.
\end{array}\right)^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} \text {, } \\
& \left.C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array}\right]_{1} \\
& =\llbracket\binom{\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}}{+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right.}^{\top}\left(\boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{7: j: 9} \quad(j \in[q])$ : This game is the same as $\operatorname{Hyb}_{7: j: 8}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ and random matrices $\boldsymbol{V}_{A, \rho(x)}^{(2)}, \boldsymbol{V}_{B, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[f]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} d \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1} \\
& =\| \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \mid \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \mid \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1}
\end{aligned}
$$

$\mathbf{H y b}_{7: j: 10} \quad(j \in[q])$ : This game is the same as Hyb $_{7: j: 9}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[f]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & \left.=\tilde{C}_{2, B, x} \boxplus \llbracket-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
\left.+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)\right)^{\top}\left(\boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

$\operatorname{Hyb}_{7: j: 11: A: i}\left(j \in[\boldsymbol{q}], i \in\{\mathbf{0}, \ldots,|\overline{\boldsymbol{Y}}|\}\right.$ : This game is the same as $\mathrm{Hyb}_{7: j: 10}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $\underset{\sim}{\leftarrow}\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=$ $\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} s_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}^{\prime \prime}, \boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and $s_{A, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x>i$ for $x \in \bar{Y}$. It generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}= \begin{cases}\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& = \begin{cases}\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& C_{2, A, x}= \begin{cases}\left.\tilde{C}_{2, A, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{A, x}^{\prime}
\end{array}\right]_{1} \\
\left.\tilde{C}_{2, A, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array}\right]_{1} \quad \text { for all } x \leq i, \\
\text { for all } x>i,\end{cases} \\
& =\left\{\begin{array}{l}
\left\|\begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array}\right\|_{1} \quad \text { for all } x \leq i, \\
\left\|\begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array}\right\|_{1} \quad \text { for all } x>i,
\end{array}\right. \\
& C_{1, B, x}=\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{array}
\end{aligned}
$$

Observe that $\mathrm{Hyb}_{7: j: 11: A: 0}$ coincides with $\mathrm{Hyb}_{7: j: 10}$.
$\mathbf{H y b}_{7: j: 11: B: i}(j \in[\boldsymbol{q}], i \in\{0, \ldots,|\overline{\boldsymbol{Y}}|\})$ : This game is the same as $\operatorname{Hyb}_{7: j: 11: A:|\bar{Y}|}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\widetilde{C T}=$
$\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \\
\tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}^{\prime \prime}, \boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and $s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x>i$ for $x \in \bar{Y}$. It generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} d \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1}, \\
& C_{1, B, x}= \begin{cases}\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\left.\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right]_{1} & \text { for all } x>i,\end{cases} \\
& =\left\{\begin{array}{ll}
\llbracket \boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\llbracket \boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,
\end{array},\right. \\
& C_{2, B, x}=\left\{\begin{array}{l}
\left.\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{B, x}^{\prime}
\end{array}\right]_{1} \quad \text { for all } x \leq i, \\
\left.\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array}\right]_{1} \quad \text { for all } x>i,
\end{array}\right. \\
& =\left\{\begin{array}{l}
\left.\| \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{B, x}+\underline{\boldsymbol{A}}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}\right.
\end{array}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \\
\left\|\begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array}\right\|_{1} \quad \text { for all } x \leq i, \\
\text { for all } x>i,
\end{array}\right.
\end{aligned}
$$

Observe that $\mathrm{Hyb}_{7: j: 11: B: 0}$ coincides with $\mathrm{Hyb}_{7: j: 11: A: \mid \bar{Y}} \mid$
$\mathbf{H y b}_{7: j: 12} \quad(j \in[q])$ : This game is the same as $\mathrm{Hyb}_{7: j: 11: B:|\bar{Y}|}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} s_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[f]}\right)$, where

$$
C=\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} \\
& \left.=\| \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}\right. \\
\left.+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array}\right]_{1}, \\
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left.-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array} .
\end{aligned}
$$

$\mathbf{H y b}_{8}$ : This game is the same as $\mathrm{Hyb}_{7: q}$ except the following: While generating the global public parameters GP the challenger generates $H=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}^{\prime \prime} \rrbracket_{2}$ where $\boldsymbol{h}, \boldsymbol{h}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$.
$\mathbf{H y b}_{\mathbf{9}}$ : This game is the same as $\mathrm{Hyb}_{8}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{rlrl}
\tilde{C}_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right),
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}\right. \\
\left.+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left.-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{10: A: i} \quad(i \in\{0, \ldots,|\overline{\boldsymbol{Y}}|\})$ : This game is the same as $\mathrm{Hyb}_{9}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and $s_{A, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \leq i$ for $x \in \bar{Y}$. The challenger then generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right),
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}= \begin{cases}\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& = \begin{cases}\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\overline{\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket & \text { for all } x \leq i, \\
\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& C_{2, A, x}=\left\{\begin{array}{l}
\left.\tilde{C}_{2, A, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{A}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array}\right]_{1} \\
\left.\tilde{C}_{2, A, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{A, x}^{\prime}
\end{array}\right]_{1} \quad \text { for all } x \leq i, \\
\text { for all } x>i,
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& C_{1, B, x}=\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} \text {, } \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

Observe that $\mathrm{Hyb}_{10: A: 0}$ coincides with $\mathrm{Hyb}_{9}$.
$\mathbf{H y b}_{10: B: i}(i \in\{\mathbf{0}, \ldots,|\overline{\boldsymbol{Y}}|\})$ : This game is the same as $\mathrm{Hyb}_{10: A:|\bar{Y}|}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=$ $\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and $s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \leq i$ for $x \in \bar{Y}$. The challenger then generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} d \rrbracket_{1} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right),
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
& C_{1, B, x}= \begin{cases}\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& = \begin{cases}\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x \leq i, \\
\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& C_{2, B, x}=\left\{\begin{array}{l}
\left.\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array}\right]_{1} \quad \text { for all } x \leq i, \\
\left.\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{3} s_{B, x}^{\prime}
\end{array}\right]_{1} \text { for all } x>i,
\end{array}\right. \\
& =\left\{\begin{array}{l}
\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} \quad \text { for all } x \leq i, \\
\left\|\begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \\
+\boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array}\right\|_{1} \quad \text { for all } x>i,
\end{array}\right.
\end{aligned}
$$

Observe that $\mathrm{Hyb}_{10: B: 0}$ coincides with $\mathrm{Hyb}_{10: A:|\bar{Y}|}$.
$\mathbf{H y b}_{11}$ : This game is the same as $\mathrm{Hyb}_{10}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $\boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime}, \boldsymbol{s}_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ and a random matrix $\boldsymbol{V}_{B, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right)
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}, \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
& C_{1, B, x}=\tilde{C}_{1, B, x} \boxplus \llbracket A_{2} s_{B, x}^{\prime \prime}+A_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}, \\
& \left.C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array}\right]_{1} \\
& \left.=\| \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right.
\end{array}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right) \|_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{\mathbf{1 2}}$ : This game is the same as $\mathrm{Hyb}_{11}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ and a random matrix $\boldsymbol{V}_{B, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right)
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right) \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \rrbracket_{1}
\end{array} \\
C_{1, B, x}= & \tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket \begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} \\
= & \llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{\mathbf{1 3}}$ : This game is the same as $\mathrm{Hyb}_{12}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right),
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{C_{, B, x}}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1}, \\
C_{1, B, x}
\end{array}=\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} \\
& \left.=\llbracket \begin{array}{l}
\left.-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right)
\end{array}\right]_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{14: j}(j \in\{0, \ldots, q\})$ : This game is identical to $\mathrm{Hyb}_{13}$ except that for the $t^{\text {th }}$ global identifiers $\mathrm{GID}_{t}$, for $t \leq j$, the challenger programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right) \leftarrow \mathbb{G}_{2}^{3 k}$, while for all $t>j$, it programs the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$ with $\boldsymbol{h}_{\mathrm{GID}_{t}}, \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ as earlier. Observe that $\mathrm{Hyb}_{14: 0}$ coincides with $\mathrm{Hyb}_{13}$.
$\mathbf{H y b}_{15}$ : This game is the same as $\mathrm{Hyb}_{14: q}$ except that the challenger generates the outputs of the H oracle as follows: For any global identifiers GID, the challenger first samples a random vector $\boldsymbol{r}_{\mathrm{GID}} \leftarrow \mathbb{Z}_{p}^{3 k}$ and sets $\mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{r}_{\mathrm{GID}} \rrbracket_{2} \boxminus H$.
$\mathbf{H y b}_{16: j} \quad(j \in\{0, \ldots, \boldsymbol{q}\})$ : This game is the same as $\mathrm{Hyb}_{15}$ except that for the $t^{\text {th }}$ global identifiers $\mathrm{GID}_{t}$, for $t \leq j$, the challenger first samples a random vector $\boldsymbol{p}_{\mathrm{GID}_{t}} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{3}^{*}\right)$ and then generates the outputs $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\left.\mathrm{H}\left(\mathrm{GID}_{t}\right)=\| \boldsymbol{p}_{\mathrm{GID}_{t}}\right]_{2} \boxminus H$, while for $t>j$, the challenger first samples a random vector $\boldsymbol{r}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{3 k}$ and sets $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{r}_{\mathrm{GID}_{t}} \rrbracket_{2} \boxminus H$ as earlier. Observe that $\mathrm{Hyb}_{16: 0}$ coincides with $\mathrm{Hyb}_{15}$.
$\mathbf{H y b}_{17}$ : This game is the same as $\mathrm{Hyb}_{16}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ and a random matrix $\boldsymbol{V}_{A, \rho(x)}^{(2)}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext CT $=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right),
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}\right)^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}\right)
\end{array} \rrbracket_{1}\right. \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}, \\
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left.-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{18}$ : This game is the same as $\mathrm{Hyb}_{17}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} s_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime}, \boldsymbol{d}_{A}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ and a random matrix $\boldsymbol{V}_{A, \rho(x)}^{(2)}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right),
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\begin{array}{l}
\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}\right)^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}\right)
\end{array} \rrbracket_{1}\right. \\
& =\llbracket\left(\begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2}, \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1}\right. \\
C_{1, B, x} & =\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left.-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

$\mathbf{H y b}_{19}$ : This game is the same as $\mathrm{Hyb}_{18}$ except the challenger generates the challenge ciphertext as follows: It first flips a random bit $b \leftarrow\{0,1\}$ and runs the Enc algorithm to generate a normal ciphertext $\tilde{C T}=\left((\boldsymbol{M}, \rho), \tilde{C},\left\{\tilde{C}_{1, A, x}, \tilde{C}_{2, A, x}, \tilde{C}_{1, B, x}, \tilde{C}_{2, B, x}\right\}_{x \in[\ell]}\right)$ where

$$
\tilde{C}=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

and for all $x \in Y$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, & \\
\tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{array}
$$

and for all $x \in \bar{Y}$,

$$
\begin{array}{ll}
\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} s_{A, x} \rrbracket_{1}, & \tilde{C}_{2, A, x}=\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} s_{B, x} \rrbracket_{1}, & \tilde{C}_{2, B, x}=\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

Next, it samples a random vector $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime}, \boldsymbol{d}^{\prime \prime}, \boldsymbol{d}_{A}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. The challenger samples random vectors $s_{A, x}^{\prime}, s_{B, x}^{\prime}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$ and generates the challenge ciphertext $\mathrm{CT}=$ $\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1} \boxplus \llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right),
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\tilde{C}_{1, A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\tilde{C}_{1, B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
& C_{1, A, x}=\tilde{C}_{1, A, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} \text {, } \\
& C_{2, A, x}=\tilde{C}_{2, A, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}\right) \rrbracket_{1} \\
& =\left[\begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)
\end{array} \rrbracket_{1},\right. \\
& C_{1, B, x}=\tilde{C}_{1, B, x} \boxplus \llbracket \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
& C_{2, B, x}=\tilde{C}_{2, B, x} \boxplus \llbracket\left(\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{array}
\end{aligned}
$$

$\mathbf{H y b}_{\mathbf{2 0}}$ : This game is the same as $\mathrm{Hyb}_{19}$ except that while generating the challenge ciphertext, the challenger sets the component $C$ as $C \leftarrow \mathbb{M}$ (independent of $\mathrm{msg}_{0}$, $\mathrm{msg}_{1}$ ).

## Analysis

For any adversary $\mathcal{A}$ and any $\iota \in\{0, \ldots, 2\} \cup\{3: A: i\}_{i \in[|\bar{Y}|]} \cup\{3, B, i\}_{i \in[|\bar{Y}|]} \cup$ $\{4,5,6\} \cup\{7:(j-1), 7: j: 1, \ldots, 7: j: 2\}_{j \in[q]} \cup\{7: j: 3: A: i\}_{i \in[|\bar{Y}|]} \cup\{7: j: 3: B: i\}_{i \in[|\bar{Y}|]} \cup$ $\{7: j: 4, \ldots, 7: j: 10\}_{j \in[q]} \cup\{7: j: 11: A: i\}_{i \in[|\bar{Y}|]} \cup\{7: j: 11: B: i\}_{i \in[|\bar{Y}|]} \cup\{7: j: 12\}_{j \in[q]} \cup$ $\{8,9\} \cup\{10: A: i\}_{i \in[|\bar{Y}|]} \cup\{10: B: i\}_{i \in[|\bar{Y}|]} \cup\{11,12,13\} \cup\{14: j\}_{j \in[q]} \cup\{15\} \cup\{16: j\}_{j \in[q]} \cup$ $\{17, \ldots, 20\}$, let $p_{\mathcal{A}, i}: \mathbb{N} \rightarrow[0,1]$ denote the function such that for all $\lambda \in \mathbb{N}, p_{\mathcal{A}, i}(\lambda)$ is the probability that $\mathcal{A}$, on input $1^{\lambda}$, guesses the challenge bit correctly in the hybrid game $\mathrm{Hyb}_{i}$. From the definition of $\mathrm{Hyb}_{0}$, it follows that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 0}(\lambda)-1 / 2\right|=$ $\operatorname{Adv}_{\mathcal{A}}^{\mathrm{MA}-\mathrm{ABE}, \text { fully:adaptive }}(\lambda), p_{\mathcal{A}, 2}(\lambda) \equiv p_{\mathcal{A}, 3: \mathcal{A}: 0}(\lambda), p_{\mathcal{A}, 3: A:|\bar{Y}|}(\lambda) \equiv p_{\mathcal{A}, 3: B: 0}(\lambda), p_{\mathcal{A}, 6}(\lambda) \quad \equiv$ $p_{\mathcal{A}, 7: 0}(\lambda), p_{\mathcal{A}, 7: j: 2}(\lambda) \equiv p_{\mathcal{A}, 7: j: 3: A: 0}(\lambda), p_{\mathcal{A}, 7: j: 3: A:|\bar{Y}|}(\lambda) \equiv p_{\mathcal{A}, 7: j: 3: B: 0}(\lambda), p_{\mathcal{A}, 7: j: 10}(\lambda) \equiv$ $p_{\mathcal{A}, 7: j: 11: A: 0}(\lambda), p_{\mathcal{A}, 7: j: 11: A:|\bar{Y}|}(\lambda) \equiv p_{\mathcal{A}, 7: j: 11: B: 0}(\lambda), p_{\mathcal{A}, 9}(\lambda) \equiv p_{\mathcal{A}, 10: A: 0}(\lambda), p_{\mathcal{A}, 10: A:|\bar{Y}|}(\lambda) \equiv$ $p_{\mathcal{A}, 10: B: 0}(\lambda), p_{\mathcal{A}, 13}(\lambda) \equiv p_{\mathcal{A}, 14: 0}(\lambda), p_{\mathcal{A}, 15}(\lambda) \equiv p_{\mathcal{A}, 16: 0}(\lambda)$. Also, for all $\lambda \in \mathbb{N}, p_{\mathcal{A}, 20}=1 / 2$ since there is no information of the challenge bit $b \leftarrow\{0,1\}$ selected by the challenger within the challenge ciphertext in $\mathrm{Hyb}_{20}$. Hence, for all $\lambda \in \mathbb{N}$, we have

$$
\begin{align*}
& \operatorname{Adv}_{\mathcal{A}}^{\mathrm{MA}-\mathrm{ABE}, \text { fully:adaptive }}(\lambda) \\
& \leq \sum_{i \in[2]}^{\mathcal{A}}\left|p_{\mathcal{A}, \iota-1}(\lambda)-p_{\mathcal{A}, \iota}(\lambda)\right|+\sum_{i \in[|\bar{Y}|]}\left|p_{\mathcal{A}, 3: A: i-1}(\lambda)-p_{\mathcal{A}, 3: A:: i}(\lambda)\right| \\
& +\sum_{i \in[|\bar{Y}|]}\left|p_{\mathcal{A}, 3: B: i-1}(\lambda)-p_{\mathcal{A}, 3: B: i}(\lambda)\right|+\left|p_{\mathcal{A}, 3: B:|\bar{Y}|}(\lambda)-p_{\mathcal{A}, 4}(\lambda)\right| \\
& +\sum_{\iota \in\{5,6\}}\left|p_{\mathcal{A}, \iota-1}(\lambda)-p_{\mathcal{A}, \iota}(\lambda)\right|+\sum_{j \in[q]}\left[\left|p_{\mathcal{A}, 7:(j-1)}(\lambda)-p_{\mathcal{A}, 7: j: 2}(\lambda)\right|\right. \\
& +\sum_{i \in[\bar{Y} \mid]}\left|p_{\mathcal{A}, 7: 7: 3: A: i-1}(\lambda)-p_{\mathcal{A}, 7: j: 3: A: i i}(\lambda)\right|+\sum_{i \in[\bar{Y} \mid]}\left|p_{\mathcal{A}, 7: j: 3: B: i-1}(\lambda)-p_{\mathcal{A}, 7: j: 3: B: i}(\lambda)\right| \\
& +\left|p_{\mathcal{A}, 7: j: 3: B:|\bar{Y}|}(\lambda)-p_{\mathcal{A}, 7: j: 4}(\lambda)\right|+\sum_{k \in\{5, \ldots, 10\}}\left|p_{\mathcal{A}, 7: j: k-1}(\lambda)-p_{\mathcal{A}, 7: j: k}(\lambda)\right| \\
& +\sum_{i \in[|\bar{Y}|]}\left|p_{\mathcal{A}, 7: j: 11: A: i-1}(\lambda)-p_{\mathcal{A}, 7: j: 11: A: i}(\lambda)\right|+\sum_{i \in[|\bar{Y}|]}\left|p_{\mathcal{A}, 7: 7: 11: B::-1}(\lambda)-p_{\mathcal{A}, 7: j: 11: B: i}(\lambda)\right| \\
& \left.+\left|p_{\mathcal{A}, 7: j: 11: B:|\bar{Y}|}(\lambda)-p_{\mathcal{A}, 7: j: 12}(\lambda)\right|\right]+\sum_{j \in[q-1]}\left|p_{\mathcal{A}, 7:(j-1): 12}-p_{\mathcal{A}, 7: j}\right| \\
& +\left|p_{\mathcal{A}, 7: q: 12}(\lambda)-p_{\mathcal{A}, 8}(\lambda)\right|+\left|p_{\mathcal{A}, 8}(\lambda)-p_{\mathcal{A}, 9}(\lambda)\right| \\
& +\sum_{i \in[\bar{Y} \mid]}\left|p_{\mathcal{A}, 10: A: i-1}(\lambda)-p_{\mathcal{A}, 10: A: i}(\lambda)\right|+\sum_{i \in[\bar{Y} \mid]}\left|p_{\mathcal{A}, 10: B: i-1}(\lambda)-p_{\mathcal{A}, 10: B: i}(\lambda)\right| \\
& +\left|p_{\mathcal{A}, 10: B:|\bar{Y}|}(\lambda)-p_{\mathcal{A}, 11}(\lambda)\right|+\sum_{\iota \in\{12,13\}}\left|p_{\mathcal{A}, \iota-1}(\lambda)-p_{\mathcal{A}, \iota}(\lambda)\right| \\
& +\sum_{j \in[q]}\left|p_{\mathcal{A}, 14: j-1}(\lambda)-p_{\mathcal{A}, 14: j}(\lambda)\right|+\left|p_{\mathcal{A}, 14: q}(\lambda)-p_{\mathcal{A}, 15}(\lambda)\right|+\sum_{j \in[q]}\left|p_{\mathcal{A}, 16: j-1}(\lambda)-p_{\mathcal{A}, 16: j}(\lambda)\right| \\
& +\left|p_{\mathcal{A}, 16: q}(\lambda)-p_{\mathcal{A}, 17}(\lambda)\right|+\sum_{i \in\{18, \ldots, 20\}}\left|p_{\mathcal{A}, \iota-1}(\lambda)-p_{\mathcal{A}, \iota}(\lambda)\right| \tag{5.1}
\end{align*}
$$

Lemmas 5.2 5.36 will show that each term on the RHS of Eq. (5.1) is nothing but negligible. Hence, Theorem 5.1 follows.

Lemma 5.2: If the $\mathrm{MDDH}_{k, 3 k}^{\mathbb{G}_{2}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function negl $\left.\right|_{1: j}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 1:(j-1)}(\lambda)-p_{\mathcal{A}, 1: j}(\lambda)\right| \leq \operatorname{neg}_{1: j}(\lambda)$ for all $j \in[q]$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{1:(j-1)}$ and $\mathrm{Hyb}_{1: j}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{MDDH}_{k, 3 k}^{\mathbb{G}_{2}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\operatorname{MDDH}_{k, 3 k}^{\mathbb{G}_{2}}$ problem from its challenger that consists of $\mathbf{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{X} \rrbracket_{2}$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}$ for random $\beta \leftarrow\{0,1\}$ where $\boldsymbol{X} \leftarrow \mathbb{Z}_{p}^{3 k \times k}$ and $\boldsymbol{t}_{\beta}=\boldsymbol{X} \boldsymbol{u}$ for $\boldsymbol{u} \leftarrow \mathbb{Z}_{p}^{k}$ when $\beta=0$ or $\boldsymbol{t}_{\beta} \leftarrow \mathbb{Z}_{p}^{3 k}$ when $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples random matrix $\boldsymbol{A}_{1} \leftarrow \mathbb{Z}_{p}^{3 k \times k}$ and implicitly sets $\boldsymbol{A}_{1}^{*}=\boldsymbol{X} \boldsymbol{R}^{-1}$ where $\boldsymbol{R}=\boldsymbol{A}_{1}^{\top} \boldsymbol{X} \in \mathbb{Z}_{p}^{k \times k}$. Observe that since $\boldsymbol{A}_{1}, \boldsymbol{X} \leftarrow \mathbb{Z}_{p}^{3 k \times k}, \boldsymbol{R}$ is invertible with all but negligible probability. $\mathcal{B}$ then samples random $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly sets $\boldsymbol{h}=\boldsymbol{R} \tilde{\boldsymbol{h}}$ and sets $H=\llbracket \boldsymbol{X} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}=\llbracket \boldsymbol{X} \tilde{\boldsymbol{h}} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$. $\mathcal{B}$ further samples a seed for the strong randomness extractor seed $\leftarrow S$ and sets the global public parameters GP $=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A} \mathcal{U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair ( $\mathrm{PK}_{u}, \mathrm{MSK}_{u}$ ) for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q]$, in response to the $t^{\text {th }}$ fresh $\mathbf{H}$ oracle query of $\mathcal{A}$ for some global identifier $\mathrm{GID}_{t}, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as follows:

- For $t<j, \mathcal{B}$ samples a random vector $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly sets $\boldsymbol{h}_{\mathrm{GID}_{t}}=\boldsymbol{R} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}$ (which is uniformly distributed since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible), and sets the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{X} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\llbracket \boldsymbol{X} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}} \rrbracket_{2}$.
- For $t=j, \mathcal{B}$ sets the output $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}$. Observe that if $\boldsymbol{t}_{\beta}=\boldsymbol{X} \boldsymbol{u}$ then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ takes the form $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}=\boldsymbol{R} \boldsymbol{u}$. Note that in this case, $\boldsymbol{h}_{\mathrm{GID}_{j}}$ is clearly uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\boldsymbol{u} \leftarrow \mathbb{Z}_{p}^{k}, \boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible. On the other hand, if $\boldsymbol{t}_{\beta} \leftarrow \mathbb{Z}_{p}^{3 k}$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right) \leftarrow \mathbb{G}_{2}^{3 k}$. Then clearly $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ is clearly uniformly distributed over $\mathbb{G}_{2}^{3 k}$.
- For $t>j, \mathcal{B}$ sets the output $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ of the random oracle H as $\mathrm{H}\left(\mathrm{GID}_{t}\right) \leftarrow \mathbb{G}_{2}^{3 k}$.

It stores this value so that it can respond consistently if $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ is queried again.
Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some $(\mathrm{GID}, u) \in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I} \mathcal{D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying
the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, u). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\mathrm{msg}_{0}$, msg $_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $\boldsymbol{M}, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each $\operatorname{GID} \in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT by running the Enc algorithm that encrypts $\mathrm{msg}_{b}$ under the access structure ( $\boldsymbol{M}, \rho$ )

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta} \leftarrow \mathbb{Z}_{p}^{3 k}$ then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{1:(j-1)}$ whereas if $\boldsymbol{t}_{\beta}=\boldsymbol{X} \boldsymbol{u}$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{1: j}$. All the other components of the game are also properly simulated by $\mathcal{B}$. Thus, it follows that the game simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{1:(j-1)}$ or $\mathrm{Hyb}_{1: j}$ according as $\beta=1$ or 0 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{MDDH}_{k, 3 k}^{\mathbb{G}_{2}}$. This completes the proof of Lemma 5.2

Lemma 5.3: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \leftrightarrow \boldsymbol{A}_{1}, \boldsymbol{A}_{3}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{2}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 1: q}(\lambda)-p_{\mathcal{A}, 2}(\lambda)\right| \leq \operatorname{negl}_{2}(\lambda)$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{1: q}$ and $\mathrm{Hyb}_{2}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{3}}^{\mathbb{G}_{1}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{3}}^{\mathbb{G}_{1}}$ problem from its challenger that consists of $\mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{A}_{2} \rrbracket_{1}, \llbracket \boldsymbol{A}_{3} \rrbracket_{1}$, basis $\left(\boldsymbol{A}_{1}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{A}_{2}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{3}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}$ for random $\beta \in\{0,1\}$ where $\boldsymbol{t}_{\beta} \leftarrow \boldsymbol{\operatorname { s p a n }}\left(\boldsymbol{A}_{1}\right)$ if $\beta=0$ or $\boldsymbol{t}_{\beta} \leftarrow \boldsymbol{\operatorname { s p a n }}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{3}\right)$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ generates $H=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$ by taking random linear combinations of the members of basis $\left(\boldsymbol{A}_{1}^{*}\right) . \mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor, and provides the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$ to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right) . \mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: Whenever $\mathcal{A}$ queries the random oracle H for some $\mathrm{GID} \in \mathcal{G I D}, \mathcal{B}$ generates $\mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ by taking a random linear combination of the members of basis $\left(\boldsymbol{A}_{1}^{*}\right)$. It stores this value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID,u) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each $\operatorname{GID} \in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, u). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $\boldsymbol{M}, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows. First, $\mathcal{B}$ sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}, H\right)\right.$, seed $)$. Next, $\mathcal{B}$ samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For all $x \in[\ell], \mathcal{B}$ chooses random $\boldsymbol{s}_{A, x}, s_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\left(\llbracket \boldsymbol{t}_{\boldsymbol{\beta}} \rrbracket_{1} \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right) \\
& =\llbracket\left(\boldsymbol{t}_{\beta} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x} & =\left(\llbracket-\boldsymbol{t}_{\beta} \rrbracket_{1} \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) \\
& =\llbracket\left(-\boldsymbol{t}_{\beta} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
C_{2, A, x} & =\left(\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1} \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \\
& =\llbracket\left(\boldsymbol{t}_{\beta} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x} & =\left(\llbracket-\boldsymbol{t}_{\beta} \rrbracket_{1} \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \\
& =\llbracket\left(-\boldsymbol{t}_{\beta} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{aligned}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\} . \mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ then the challenge ciphertext is distributed identically as in $\mathrm{Hyb}_{1: q}$. On the other hand, if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{3}\right)$, then the challenge ciphertext simulated by $\mathcal{B}$ is distributed identically as in $\mathrm{Hyb}_{2}$. All the other components of the game are properly simulated by $\mathcal{B}$. Hence it follows that the game simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{1: q}$ or $\mathrm{Hyb}_{2}$ according as $\beta=0$ or 1 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{3}}^{\mathbb{G}_{1}}$. This completes the proof of Lemma 5.3.

Lemma 5.4: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{3}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function neg| $\left.\right|_{3: A: i}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 3: A:(i-1)}(\lambda)-p_{\mathcal{A}, 3: A: i}(\lambda)\right| \leq \operatorname{neg}_{3: A: i}(\lambda)$ for all $i \in[|\bar{Y}|]$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{3: A:(i-1)}$ and $\mathrm{Hyb}_{3: A: i}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{3}}^{\mathbb{G} 1}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{3}}^{\mathbb{G}_{1}}$ problem from its challenger that consists of $\mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{A}_{2} \rrbracket_{1}, \llbracket \boldsymbol{A}_{3} \rrbracket_{1}, \operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right), \operatorname{basis}\left(\boldsymbol{A}_{2}^{*}\right), \operatorname{basis}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{3}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}$ for random $\beta \in\{0,1\}$ where $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ if $\beta=0$ or $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{3}\right)$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ generates $H=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$ by taking random linear combinations of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right) . \mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor, and provides the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$ to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair ( $\mathrm{PK}_{u}, \mathrm{MSK}_{u}$ ) for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: Whenever $\mathcal{A}$ queries the random oracle H for some $\mathrm{GID} \in \mathcal{G I \mathcal { D }}, \mathcal{B}$ generates $\mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ by taking a random linear combination of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right)$. It stores this value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some $(\mathrm{GID}, u) \in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I} \mathcal{D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$
$\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, $u$ ). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $\boldsymbol{M}, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each $\operatorname{GID} \in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows. First, $\mathcal{B}$ samples random vectors $\boldsymbol{d}, \boldsymbol{d}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in[\ell]$ and sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}, H\right)\right.$, seed $)=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right)\right.$, seed $)$. Next, $\mathcal{B}$ samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $M$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. $\mathcal{B}$ samples random vectors $s_{A, x}, s_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in Y$. $\mathcal{B}$ also samples $s_{A, x}, s_{A, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x<i$ where $x \in \bar{Y}$ and $s_{A, x} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x>i$ where $x \in \bar{Y}$. $\mathcal{B}$ also samples random vectors $\boldsymbol{s}_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in \bar{Y}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
C_{1, A, x}= & \llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x}= & \left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}^{\prime}\right)\right) \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right) \\
= & \llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x}= & \llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x}= & \left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot-\boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot-\boldsymbol{d}^{\prime}\right)\right) \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) \\
= & \llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
& C_{1, A, x}= \begin{cases}\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket \odot \boldsymbol{s}_{A, x}^{\prime}\right) & \text { for all } x<i, \\
\llbracket \boldsymbol{t}_{\boldsymbol{\beta}} \rrbracket_{1} & \text { for } x=i, \\
\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x} & \text { for all } x>i,\end{cases} \\
&= \begin{cases}\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}\right. & \text { for all } x<i, \\
\llbracket \boldsymbol{t}_{\boldsymbol{\beta}} \rrbracket_{1} & \text { for } x=i, \\
\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& C_{2, A, x}= \begin{cases}\left.\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}^{\prime}\right)\right) \odot M_{x, 1}\right) & \text { for all } x<i, \\
\boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \\
\boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot \llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) & \\
\left.\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}^{\prime}\right)\right) \odot M_{x, 1}\right) & \text { for } x=i, \\
\boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot \llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}\right) & \\
\left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}^{\prime}\right)\right) \odot M_{x, 1}\right) & \text { for all } x>i, \\
\boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right)\end{cases}
\end{aligned}
$$

$$
\begin{array}{rlr} 
& \begin{cases}\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \rrbracket_{1} & \text { for all } x<i, \\
\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{t}_{\beta} \rrbracket_{1} & \text { for } x=i, \\
\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
C_{1, B, x}=\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x}= & \left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot-\boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot-\boldsymbol{d}^{\prime}\right)\right) \odot \boldsymbol{M}_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(\llbracket \boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \\
= & \llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} .
\end{array}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.
Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\} . \mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ then the challenge ciphertext is distributed identically as in $\operatorname{Hyb}_{3: A:(i-1)}$. On the other hand, if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{3}\right)$, then the challenge ciphertext simulated by $\mathcal{B}$ is distributed identically as in $\mathrm{Hyb}_{3: A: i}$. All the other components of the game are also properly distributed by $\mathcal{B}$. Hence it follows that the game simulated by $\mathcal{B}$ coincides with $\operatorname{Hyb}_{3: A:(i-1)}$ or $\operatorname{Hyb}_{3: A: i}$ according as $\beta=0$ or 1 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{3}}^{\mathbb{G}_{1}}$. This completes the proof of Lemma 5.4 .

Lemma 5.5: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{3}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists $a$ negligible function neg| $_{3: B: i}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 3: B:(i-1)}(\lambda)-p_{\mathcal{A}, 3: B: i}(\lambda)\right| \leq \operatorname{neg}_{3: B: i}(\lambda)$ for $i \in[|\bar{Y}|]$.

Proof: This proof is similar to that of Lemma 5.4 but with some minor changes that can readily be figured out.

Lemma 5.6: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{4}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 3: B: \mid \bar{Y}}(\lambda)-p_{\mathcal{A}, 4}(\lambda)\right| \leq \operatorname{negl}_{4}(\lambda)$.

Proof: Observe that in order to prove this, it is sufficient to prove that, for $\boldsymbol{A}_{1}, \boldsymbol{A}_{2}, \boldsymbol{A}_{3}, \boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}, \boldsymbol{A}_{3}^{*} \leftarrow \mathbb{Z}_{p}^{3 k \times k}$ such that $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{j}^{*}=\boldsymbol{I}$ if $i=j$ and $\mathbf{0}$ if $i \neq j$, we have

$$
\begin{aligned}
& (\overbrace{\left\{\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1}\right\}_{x \in \bar{Y}}}^{\left\{P_{A, \rho(x)}\right\}_{x \in \bar{Y}}} \overbrace{\left\{\boldsymbol{W}_{A, \rho(x)}\right\}_{x \in \bar{Y}}}^{\left\{C_{2, A, x}\right\}_{x \in \bar{Y}}}) \\
& \equiv\left(\left\{\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1}\right\}_{x \in \bar{Y}},\left\{\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(3)}\right\}_{x \in \bar{Y}}\right)
\end{aligned}
$$

where $\boldsymbol{W}_{A, \rho(x)} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}, \boldsymbol{V}_{A, \rho(x)}^{(3)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{3}^{*}\right)$ for all $x \in \bar{Y}$. This clearly follows from the statistical lemma, Lemma 5.1. The same holds for

$$
\begin{aligned}
& (\overbrace{\left\{\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1}\right\}_{x \in \bar{Y}}}^{\left\{P_{B, \rho(x)}\right\}_{x \in \bar{Y}}}, \overbrace{\left\{\boldsymbol{W}_{B, \rho(x)}\right\}_{x \in \bar{Y}}}^{\left\{C_{2, B, x}\right\}_{x \in \bar{Y}}}) \\
& \equiv\left(\left\{\boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1}\right\}_{x \in \bar{Y}},\left\{\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(3)}\right\}_{x \in \bar{Y}}\right)
\end{aligned}
$$

where $\boldsymbol{W}_{B, \rho(x)} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}, \boldsymbol{V}_{B, \rho(x)}^{(3)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{3}^{*}\right)$ for all $x \in \bar{Y}$. This completes the proof of Lemma 5.6.

Lemma 5.7: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{5}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 4}(\lambda)-p_{\mathcal{A}, 5}(\lambda)\right| \leq \operatorname{negl}_{5}(\lambda)$.

Proof: Observe that the only difference between $\mathrm{Hyb}_{4}$ and $\mathrm{Hyb}_{5}$ is that in $\mathrm{Hyb}_{4}$ the components $\left\{\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right\}_{x \in[\ell]}$ and $\left\{\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}\right\}_{x \in[\ell]}$ are shares of secrets that involve correlated randomness $\boldsymbol{d}^{\prime},-\boldsymbol{d}^{\prime}$, where $\boldsymbol{d}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$, whereas in Hyb ${ }_{5}$ those components are changed to $\left\{\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right\}_{x \in[\ell]}$ and $\left\{\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}\right\}_{x \in[\ell]}$ which are shares of secrets that involve independent randomness $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. Therefore, in order to prove that these two games are statistically indistinguishable, we will argue that the portions of the secrets being shared that lie in $\operatorname{span}\left(\boldsymbol{A}_{3}\right)$ matrix are information theoretically hidden to the adversary $\mathcal{A}$ in $\mathrm{Hyb}_{4}$.

Note that the vectors $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}$ and $\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}$ for all the rows $x$ of the challenge access matrix $\boldsymbol{M}$ labeled by corrupted authorities (i.e., the authorities for which $\mathcal{A}$ either requests the master key or creates it on its own) are information theoretically revealed to $\mathcal{A}$. However, by the game restriction the subspace spanned by those rows does not include the vector $(1,0, \ldots, 0)$. This means that there must exist a vector $\boldsymbol{u} \in \mathbb{Z}_{p}^{d}$ such that $\boldsymbol{u}$ is orthogonal to all these rows of the challenge access matrix $\boldsymbol{M}$ but is not orthogonal to $(1,0, \ldots, 0)$, (i.e., the first entry of $\boldsymbol{u}$ is nonzero). We consider a basis $\mathbb{U}$ of $\mathbb{Z}_{p}^{d}$ involving the vector $\boldsymbol{u}$ and write $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right)=\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \mathbf{0}\right)+\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right)=\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \mathbf{0}\right)+\hat{\boldsymbol{V}}_{A}+\boldsymbol{a} \boldsymbol{u}^{\top}$ for some $\boldsymbol{a} \in \mathbb{Z}_{p}^{3 k}$ and some $\hat{\boldsymbol{V}}_{A} \in \operatorname{span}^{3 k}(\mathbb{U} \backslash\{\boldsymbol{u}\})$. We note that each row of $\hat{\boldsymbol{V}}_{A}$ lies in the subspace spanned by $\mathbb{U} \backslash\{\boldsymbol{u}\}$ and reveals no information about $\boldsymbol{a}$. Now, since the first coordinate of $\boldsymbol{u}$ is nonzero, it follows that the first column of $\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right)$, i.e., $\boldsymbol{A}_{3} \boldsymbol{d}^{\prime}$, depends on $\boldsymbol{a}$. But $\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}$ for all the corrupted rows of $\boldsymbol{M}$ contains no information about $\boldsymbol{a}$ since $\boldsymbol{u}$ is orthogonal to all these rows. Thus, it follows that these rows do not leak information of $\boldsymbol{A}_{3} \boldsymbol{d}^{\prime}$.

Therefore, the only possible way for $\mathcal{A}$ to get information about $\boldsymbol{A}_{3} \boldsymbol{d}^{\prime}$ is through the ciphertext components $C_{2, A, x}$ corresponding to the uncorrupted rows of $\boldsymbol{M}$. However, for each such row $x$, $\mathcal{A}$ can only recover $\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}$ and

$$
\begin{aligned}
& \left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(3)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \\
& =\left(\boldsymbol{A}_{1} \boldsymbol{d} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right)+\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x} \\
& \quad+\boldsymbol{V}_{A, \rho(x)}^{(3) \top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}
\end{aligned}
$$

information theoretically. Now recall that $\boldsymbol{V}_{A, \rho(x)}^{(3)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{3}^{*}\right)$ hence we can write $\boldsymbol{V}_{A, \rho(x)}^{(3)}$ as $\boldsymbol{V}_{A, \rho(x)}^{(3)}=\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(3)}+\boldsymbol{A}_{3}^{*} \boldsymbol{R}_{A, \rho(x)}^{\prime} \boldsymbol{A}_{3}^{\top}$ where $\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(3)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{3}^{*}\right)$ and $\boldsymbol{R}_{A, \rho(x)}^{\prime} \in \mathbb{Z}_{p}^{k \times k}$. Therefore, we have

$$
\begin{aligned}
& \left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{V}_{A, \rho(x)}^{(3) \top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \\
& =\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\left(\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(3)}+\boldsymbol{A}_{3}^{*} \boldsymbol{R}_{A, \rho(x)}^{\prime} \boldsymbol{A}_{3}^{\top}\right)^{\top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \\
& =\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(3) \top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}+\boldsymbol{A}_{3} \boldsymbol{R}_{A, \rho(x)}^{\prime \top} \boldsymbol{A}_{3}^{* \top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \\
& =\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(3) \top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}+\boldsymbol{A}_{3} \boldsymbol{R}_{A, \rho(x)}^{\prime \top} \boldsymbol{s}_{A, x}^{\prime}
\end{aligned}
$$

Since the labeling function $\rho$ is injective, it follows that $\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(3)}, \boldsymbol{R}_{A, \rho(x)}^{\prime}$ are freshly random matrices that appear nowhere else. This means that given $\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime},\left(\boldsymbol{A}_{1} d \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+$ $\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right)+\left(\boldsymbol{A}_{3} \boldsymbol{d}^{\prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{V}_{A, \rho(x)}^{(3) \top} \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}$, if $\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}$ is nonzero (note that $\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}=\mathbf{0}$ with negligible probability), any value of $\boldsymbol{A}_{3} \boldsymbol{d}^{\prime}$ can be explained by a particular value of $\boldsymbol{R}_{A, \rho(x)}^{\prime}, \tilde{\boldsymbol{V}}_{A, \rho(x)}^{(3)}$ matrices. It follows that $\boldsymbol{A}_{3} \boldsymbol{d}^{\prime}$, is information theoretically hidden to $\mathcal{A}$.

The same argument can be applied to show that $-\boldsymbol{A}_{3} \boldsymbol{d}^{\prime}$ is information theoretically hidden to $\mathcal{A}$ as well. This completes the proof of Lemma 5.7.

Lemma 5.8: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{6}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 5}(\lambda)-p_{\mathcal{A}, 6}(\lambda)\right| \leq \operatorname{neg}_{6}(\lambda)$.

Proof: The proof is similar to that of Lemma 5.6.
Lemma 5.9: If the $\mathrm{SD}_{\boldsymbol{B}_{1} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}}^{\mathbb{G}_{2}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function neg| $\left.\right|_{7: j: 1}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7:(j-1)}(\lambda)-p_{\mathcal{A}, 7: j: 1}(\lambda)\right| \leq \operatorname{neg}_{7: j: 1}(\lambda)$ for all $j \in[q]$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\operatorname{Hyb}_{7:(j-1)}$ and $\mathrm{Hyb}_{7: j: 1}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{B}_{1} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}}^{\mathbb{G}_{2}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{\boldsymbol{B}_{1} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}}^{\mathbb{G}_{2}}$ problem from its challenger that consists of $\mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{B}_{1} \rrbracket_{2}, \llbracket \boldsymbol{B}_{2} \rrbracket_{2}, \llbracket \boldsymbol{B}_{3} \rrbracket_{2}, \operatorname{basis}\left(\boldsymbol{B}_{1}^{*}\right), \operatorname{basis}\left(\boldsymbol{B}_{3}^{*}\right), \operatorname{basis}\left(\boldsymbol{B}_{1}^{*}, \boldsymbol{B}_{2}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}$ for random $\beta \leftarrow\{0,1\}$ where $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}\right)$ when $\beta=0$ or $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$ when $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples matrix $\boldsymbol{A}_{1} \leftarrow \operatorname{span}^{k}\left(\boldsymbol{B}_{1}^{*}\right)$ by using $\operatorname{basis}\left(\boldsymbol{B}_{1}^{*}\right)$. Then $\boldsymbol{A}_{1}$ can be expressed as $\boldsymbol{A}_{1}=\boldsymbol{B}_{1}^{*} \boldsymbol{R}$ for $\boldsymbol{R} \leftarrow \mathbb{Z}_{p}^{k \times k}$. $\mathcal{B}$ then implicitly sets $\boldsymbol{A}_{1}^{*}=\boldsymbol{B}_{1} \boldsymbol{V}$ where $\boldsymbol{V}=\left(\boldsymbol{R}^{-1}\right)^{\top}$. Observe that, since $\boldsymbol{R} \leftarrow \mathbb{Z}_{p}^{k \times k}, \boldsymbol{V}$ exists with all but negligible probability. $\mathcal{B}$ also implicitly sets $\boldsymbol{A}_{2}=\boldsymbol{B}_{2}^{*}, \boldsymbol{A}_{3}=\boldsymbol{B}_{3}^{*}$ and $\boldsymbol{A}_{2}^{*}=\boldsymbol{B}_{2}, \boldsymbol{A}_{3}^{*}=\underset{\sim}{\boldsymbol{\boldsymbol { h }}}{ }_{3}$. Also note that $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{j}^{*}=\boldsymbol{I}$ if $i=j$ and $\mathbf{0}$ if $i \neq j$ for $i, j \in[3]$. $\mathcal{B}$ then samples random $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly sets $\boldsymbol{h}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}$, and sets $H=\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$. Observe that $\boldsymbol{h}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible. $\mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor and sets the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A} \mathcal{U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right) . \mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q]$, in response to the $t^{\text {th }}$ fresh $\mathbf{H}$ oracle query of $\mathcal{A}$ for some global identifier $\mathrm{GID}_{t}, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as follows:

- For $t \leq j-1, \mathcal{B}$ samples random $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}, \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly sets $\boldsymbol{h}_{\mathrm{GID}_{t}}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=$ $\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}$ and sets $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\left(\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}\right) \boxplus\left(\llbracket \boldsymbol{B}_{3} \rrbracket_{2} \odot \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}=$ $\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$. Observe that $\boldsymbol{h}_{\mathrm{GID}_{t}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.
- For the $t=j, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ as $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}$. Observe that, if $\boldsymbol{t}_{\beta}=\boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}} \leftarrow$ $\operatorname{span}\left(\boldsymbol{B}_{1}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ takes the form $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}$ implicitly. On the other hand, if $\boldsymbol{t}_{\beta}=\boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+$ $\boldsymbol{B}_{2} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ takes the form $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+$ $\boldsymbol{B}_{2} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}$ implicitly. Observe
that in both cases, $\boldsymbol{h}_{\mathrm{GID}_{j}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.
- For $t>j, \mathcal{B}$ samples random $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly defines $\boldsymbol{h}_{\mathrm{GID}_{t}}=\boldsymbol{V}_{1}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\boldsymbol{R}_{1}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}$, and sets $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}} \rrbracket_{2}$. Observe that $\boldsymbol{h}_{\mathrm{GID}_{j}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.

It stores this value so that it can respond consistently if $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some $(\mathrm{GID}, u) \in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G} \mathcal{I} \mathcal{D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, u). If H(GID) has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure $(\boldsymbol{M}, \rho)$. If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G} \mathcal{I} \mathcal{D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ samples random vectors $\boldsymbol{c}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}_{A}^{(3)}, \boldsymbol{c}_{B}^{(3)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}^{*}\right)$ by using $\operatorname{basis}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\operatorname{basis}\left(\boldsymbol{B}_{3}^{*}\right)$ respectively for all $x \in[\ell]$. Observe that the vectors $\boldsymbol{c}^{(1)}, \boldsymbol{c}_{A}^{(3)}, \boldsymbol{c}_{B}^{(3)}$ can be viewed as $\boldsymbol{A}_{1} \boldsymbol{d}, \boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime}, \boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime}$ respectively where $\boldsymbol{d}, \boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. $\mathcal{B}$ also samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. $\mathcal{B}$ samples $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in Y$. Then $\mathcal{B}$ samples $\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}_{A, x}^{(3)}, \boldsymbol{c}_{B, x}^{(3)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$ and basis $\left(\boldsymbol{B}_{3}^{*}\right)$ respectively for all $x \in \bar{Y}$. Observe that the vectors $\left\{\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)}, \boldsymbol{c}_{A, x}^{(3)}, \boldsymbol{c}_{B, x}^{(3)}\right\}_{x \in \bar{Y}}$ also can be viewed as $\left\{\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}, \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}, \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right\}_{x \in \bar{Y}}$ where $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x}, \boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. Then $\mathcal{B}$ generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{c}^{(1)} \rrbracket_{1}, H\right), \text { seed }\right)=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\llbracket\left(\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),\right. \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(3)}\right) \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \rrbracket_{1} \\
C_{1, B, x} & =\llbracket \boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
C_{2, B, x} & =\llbracket\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(3)}\right) \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{aligned}
$$

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\} . \mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ coincides with that in $\operatorname{Hyb}_{7:(j-1)}$ whereas if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$, then it coincides the one in $\mathrm{Hyb}_{7: j: 1}$. All the other components simulated by $\mathcal{B}$ are also properly distributed. Hence it follows that the games simulated by $\mathcal{B}$ coincides with coincides with $\mathrm{Hyb}_{7:(j-1)}$ or $\mathrm{Hyb}_{7: j: 1}$ according as $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}\right)$ or $\boldsymbol{t}_{\beta} \leftarrow$ $\operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$. Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{B}_{1} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}}^{\mathbb{G}_{2}}$. This completes the proof of Lemma 5.9 .

Lemma 5.10: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function neg| $\left.\right|_{7: j: 2}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 1}(\lambda)-p_{\mathcal{A}, 7: j: 2}(\lambda)\right| \leq \operatorname{neg}_{7: j: 2}(\lambda)$ for all $j \in[q]$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{7: j: 1}$ and $\mathrm{Hyb}_{7: j: 2}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ problem from its challenger that consists of $\mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{A}_{2} \rrbracket_{1}, \llbracket \boldsymbol{A}_{3} \rrbracket_{1}, \operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right), \operatorname{basis}\left(\boldsymbol{A}_{3}^{*}\right), \operatorname{basis}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}$ for random $\beta \in\{0,1\}$ where $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ if $\beta=0$ or $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}\right)$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ generates $H=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$ with $\boldsymbol{h} \leftarrow \mathbb{Z}_{p}^{k}$ by taking random linear combinations of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right)$. $\mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor, and provides the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$ to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q]$, in response to the $t^{\text {th }}$ fresh $\mathbf{H}$ oracle query of $\mathcal{A}$ for some global identifier $\mathrm{GID}_{t}, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as follows:

- For $t<j, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$ with $\boldsymbol{h}_{\mathrm{GID}_{t}}, \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ by taking a random linear combination of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right)$ and $\operatorname{basis}\left(\boldsymbol{A}_{3}^{*}\right)$.
- For $t=j, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \rrbracket_{2}$ with $\boldsymbol{h}_{\mathrm{GID}_{j}}, \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ by taking a random linear combination of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$.
- For $t>j, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}} \rrbracket_{2}$ with $\boldsymbol{h}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ by taking a random linear combination of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right)$.

It stores this value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.
Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID, $u$ ) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, $u$ ). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure $(\boldsymbol{M}, \rho)$. If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows. First, $\mathcal{B}$ sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}, H\right)\right.$, seed). Next, $\mathcal{B}$ samples random vectors $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k} . \mathcal{B}$ also samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For all $x \in[\ell]$, $\mathcal{B}$ chooses random $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$. For each $x \in \bar{Y}, \mathcal{B}$ also chooses random $\boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
C_{1, A, x}=\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}
$$

$$
\begin{aligned}
C_{2, A, x}= & \left(\left(\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
= & \llbracket\left(\boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x}= & \llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x}= & \left(\left(-\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{B}^{\prime}\right)\right) \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right), \\
= & \llbracket\left(-\boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) .
\end{aligned}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
C_{1, A, x}= & \left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right)=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} \\
C_{2, A, x}= & \left(\left(\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(\llbracket \boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot \llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) \\
= & \llbracket\left(\boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \rrbracket_{1}, \\
C_{1, B, x}= & \left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket \odot \boldsymbol{s}_{B, x}^{\prime}\right)=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
C_{2, B, x}= & \left(\left(-\llbracket \boldsymbol{t}_{\boldsymbol{\beta}} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{B}^{\prime}\right)\right) \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(\llbracket \boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \boxplus\left(\boldsymbol{W}_{B, \rho(x)}^{\top} \odot \llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}^{\prime}\right) \\
= & \llbracket\left(-\boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{aligned}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.
Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta}=\boldsymbol{A}_{1} \boldsymbol{d} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ with $\boldsymbol{d} \leftarrow \mathbb{Z}_{p}^{k}$ then the challenge ciphertext is distributed identically as in $\mathrm{Hyb}_{7: j: 1}$. On the other hand, if $\boldsymbol{t}_{\beta}=\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}\right)$ with $\boldsymbol{d}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$, then the challenge ciphertext simulated by $\mathcal{B}$ is distributed identically as in $\mathrm{Hyb}_{7: j: 2}$. All the other components of the game are properly distributed by $\mathcal{B}$. Hence it follows that the game simulated by $\mathcal{B}$ coincides with $\operatorname{Hyb}_{7: j: 1}$ or $\mathrm{Hyb}_{7: j: 2}$ according as $\beta=0$ or 1 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{G_{1}}$. This completes the proof of Lemma 5.10

Lemma 5.11: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function neg| $_{7: j: 3:: A: i}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 3: A:(i-1)}(\lambda)-p_{\mathcal{A}, 7: j: 3: A: i}(\lambda)\right| \leq$ $\operatorname{negl}_{7: j: 3: A: i}(\lambda)$ for all $j \in[q]$ and $i \in[|\bar{Y}|]$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{7: j: 3: A: A:(i-1)}$ and Hyb $_{7:: 5: 3: A: i}$ with non-negligible advantage . Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{\boldsymbol{A}_{1} \rightarrow \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ problem from its challenger that consists of $\mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{A}_{2} \rrbracket_{1}, \llbracket \boldsymbol{A}_{3} \rrbracket_{1}$, $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{A}_{3}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}$ for random $\beta \in\{0,1\}$ where $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ if $\beta=0$ or $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}\right)$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ generates $H=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$ with $\boldsymbol{h} \leftarrow \mathbb{Z}_{p}^{k}$ by taking random linear combinations of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right)$. $\mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor, and provides the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$ to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A} \mathcal{U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\operatorname{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q]$, in response to the $t^{\text {th }}$ fresh $\mathbf{H}$ oracle query of $\mathcal{A}$ for some global identifier $\mathrm{GID}_{t}, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as follows:

- For $t<j, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$ with $\boldsymbol{h}_{\mathrm{GID}_{t}}, \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ by taking a random linear combination of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right)$ and $\operatorname{basis}\left(\boldsymbol{A}_{3}^{*}\right)$.
- For $t=j, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \rrbracket_{2}$ with $\boldsymbol{h}_{\mathrm{GID}_{j}}, \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \leftarrow \mathbb{Z}{ }_{p}^{k}$ by taking a random linear combination of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$.
- For $t>j, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}} \rrbracket_{2}$ with $\boldsymbol{h}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ by taking a random linear combination of the members of $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right)$.

It stores this value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.
Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some $(\mathrm{GID}, u) \in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each $\mathrm{GID} \in \mathcal{G} \mathcal{I} \mathcal{D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, u). If H(GID) has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure $(\boldsymbol{M}, \rho)$. If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in
 $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext $C T$ as follows. First, $\mathcal{B}$ samples random vectors $\boldsymbol{d}, \boldsymbol{d}^{\prime \prime}, \boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ and sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}, H\right)\right.$, seed $)=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right)\right.$, seed $)$. $\mathcal{B}$ also samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For all $x \in Y$, $\mathcal{B}$ chooses random $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x}, \leftarrow \mathbb{Z}_{p}^{k}$. For each $x \in \bar{Y}, \mathcal{B}$ also chooses random $\boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$.

Further, $\mathcal{B}$ also samples random vectors $\boldsymbol{s}_{A, x}, s_{A, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for $x<i$ where $x \in \bar{Y}$ and $s_{A, x} \leftarrow \mathbb{Z}_{p}^{k}$ for $x>i$ where $x \in \bar{Y}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
C_{1, A, x}= & \llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
C_{2, A, x}= & \left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, i}\right) \\
& \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right) \\
= & \llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x}= & \llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x}= & \left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot-\boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot-\boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{B}^{\prime}\right)\right) \odot M_{x, i}\right) \\
& \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) \\
= & \llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) .
\end{aligned}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
& C_{1, A, x}= \begin{cases}\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) & \text { for all } x \leq i, \\
\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) & \text { for } x=i, \\
\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) & \text { for all } x>i,\end{cases} \\
& = \begin{cases}\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x<i, \\
\llbracket \boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for } x=i, \\
\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& \left(\begin{array}{lll}
\left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, i}\right) & \\
\boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) & \text { for all } x \leq i, ~
\end{array}\right. \\
& \boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot\left(\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right)\right)\right) \\
& C_{2, A, x}=\left\{\begin{array}{lll}
\left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{\odot}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, i}\right) & \\
\boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot \llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}\right) & \text { for } x=i, \\
\boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right)\right) & \\
\left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, i}\right) & \\
\boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{A, \rho}^{\top} \boldsymbol{A}_{1} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) & \text { for all } x>i, \\
\boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right)\right) &
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& C_{1, B, x}=\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}^{\prime}\right)=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
& C_{2, B, x}=\left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot-\boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot-\boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{B}^{\prime}\right)\right) \odot M_{x, i}\right) \\
& \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \\
& \boxplus\left(\boldsymbol{W}_{B, \rho(x)}^{\top} \odot\left(\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}^{\prime}\right)\right)\right) \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{aligned}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.
Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.

Observe that if $\boldsymbol{t}_{\beta}=\boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ then the challenge ciphertext is distributed identically as in $\operatorname{Hyb}_{7: j: 3: A:(i-1)}$. On the other hand, if $\boldsymbol{t}_{\beta}=\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}\right)$, then the challenge ciphertext simulated by $\mathcal{B}$ is distributed identically as in $\operatorname{Hyb}_{7: j: 3: A: i}$. All the other components of the game are properly distributed by $\mathcal{B}$. Hence it follows that the game simulated by $\mathcal{B}$ coincides with $\operatorname{Hyb}_{7: j: 3: A:(i-1)}$ or $\operatorname{Hyb}_{7: j: 3: A: i}$ according as $\beta=0$ or 1 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$. This completes the proof of Lemma 5.11.

Lemma 5.12: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function neg $_{7: j: 3: B: i}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 3: B:(i-1)}(\lambda)-p_{\mathcal{A}, 7: j: 3: B: i}(\lambda)\right| \leq$ $\operatorname{neg}_{7: j: 3: B: i}(\lambda)$ for all $j \in[q]$ and $i \in[|\bar{Y}|]$.

Proof: The proof is similar to that of Lemma 5.11 with some minor changes that can be easily figured out.

Lemma 5.13: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{7: j: 4}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 3: B:|\bar{Y}|}(\lambda)-p_{\mathcal{A}, 7: j: 4}(\lambda)\right| \leq \operatorname{neg}_{7: j: 4}(\lambda)$ for all $j \in[q]$.

Proof: The proof is similar to that of Lemma 5.6 with some minor changes that can be easily figured out.

Lemma 5.14: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{7: j: 5}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 4}(\lambda)-p_{\mathcal{A}, 7: j: 5}(\lambda)\right| \leq \operatorname{neg}_{7: j: 5}(\lambda)$ for all $j \in[q]$.

Proof: Observe that the only difference between $\operatorname{Hyb}_{7: j: 4}$ and $\mathrm{Hyb}_{7: j: 5}$ is that in the former the components $\left\{\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right\}_{x \in[\ell]}$ and $\left\{\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}\right\}_{x \in[\ell]}$ are shares of secrets that involve $\boldsymbol{d}^{\prime \prime},-\boldsymbol{d}^{\prime \prime}$ for some $\boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ which are correlated, whereas in the latter, they are shares of secrets that involve $\boldsymbol{d}_{A}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime}$ respectively for independent $\boldsymbol{d}_{A}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. Therefore, in order to prove these two games are statistically indistinguishable, we will argue that the portion of the secrets that belong to $\operatorname{span}\left(\boldsymbol{A}_{2}\right)$ are information theoretically hidden to the adversary $\mathcal{A}$ in $\mathrm{Hyb}_{7: j: 4}$.

Note that the shares $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}$ and $\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}$ for all the rows $x$ of the challenge access matrix $\boldsymbol{M}$ labeled by corrupted authorities (i.e., the authorities for which $\mathcal{A}$ either requests the master key or creates it on its own) and for all the rows $x$ of $\boldsymbol{M}$ labeled by authorities $u$ such that $\mathcal{A}$ makes a secret key query for $\left(\mathrm{GID}_{j}, u\right)$ are information theoretically revealed to $\mathcal{A}$, where $\mathrm{GID}_{j}$ is the $j^{\text {th }}$ global identifier for which the H oracle output is generated by the challenger. However, by the game restriction the subspace spanned by those rows does not include the vector $(1,0, \ldots, 0)$. This means there must exists a vector $\boldsymbol{u} \in \mathbb{Z}_{p}^{d}$ such that $\boldsymbol{u}$ is orthogonal to all these rows of $\boldsymbol{M}$ but is not orthogonal to $(1,0, \ldots, 0)$, (i.e., the first entry of $\boldsymbol{u}$ is nonzero).

We consider a basis of $\mathbb{U}$ of $\mathbb{Z}_{p}^{d}$ involving the vector $\boldsymbol{u}$ and write $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right)=$ $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right)+\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \boldsymbol{U}_{A}\right)=\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \mathbf{0}\right)+\hat{\boldsymbol{V}}_{A}+\boldsymbol{a} \boldsymbol{u}^{\top}$ for some $\boldsymbol{a} \in \mathbb{Z}_{p}^{3 k}$ and some $\hat{\boldsymbol{V}}_{A} \in \operatorname{span}^{3 k}(\mathbb{U} \backslash\{\boldsymbol{u}\})$. We note that each row of $\hat{\boldsymbol{V}}_{A}$ lies in the subspace spanned by $\mathbb{U} \backslash\{\boldsymbol{u}\}$ and reveals no information about $\boldsymbol{a}$. Now, since the first coordinate of $\boldsymbol{u}$ is nonzero, it follows that the first column of $\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \boldsymbol{U}_{A}\right)$, i.e., $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$, depends on the vector $\boldsymbol{a}$. But $\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}$ for all the corrupted rows of $\boldsymbol{M}$ and all the rows of $\boldsymbol{M}$ for which a secret key query is made by $\mathcal{A}$ with respect to the global identifier $\mathrm{GID}_{j}$ contains no information about $\boldsymbol{a}$ since $\boldsymbol{u}$ is orthogonal to all these rows. Thus, it follows that these rows do not leak information of $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$.

Therefore, the only possible way for $\mathcal{A}$ to get information about $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ is through the ciphertext components $C_{2, A, x}$ corresponding to the remaining rows of $\boldsymbol{M}$. However, for each such row
$x, \mathcal{A}$ can only recover $\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}$ and

$$
\begin{aligned}
& \left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
& \quad+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \\
& =\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \\
& \quad+\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{V}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime} .
\end{aligned}
$$

information theoretically. Now recall that $\boldsymbol{V}_{A, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$, hence we can write $\boldsymbol{V}_{A, \rho(x)}^{(2)}$ as $\boldsymbol{V}_{A, \rho(x)}^{(2)}=\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)}+\boldsymbol{A}_{2}^{*} \boldsymbol{R}_{A, \rho(x)}^{\prime \prime} \boldsymbol{A}_{2}^{\top}$ where $\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ and $\boldsymbol{R}_{A, \rho(x)}^{\prime \prime} \in \mathbb{Z}_{p}^{k \times k}$. Therefore, we have

$$
\begin{aligned}
& \left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{V}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime} \\
& =\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\left(\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)}+\boldsymbol{A}_{2}^{*} \boldsymbol{R}_{A, \rho(x)}^{\prime \prime} \boldsymbol{A}_{2}^{\top}\right)^{\top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime} \\
& =\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{2} \boldsymbol{R}_{A, \rho(x)}^{\prime \top} \boldsymbol{A}_{2}^{* \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime} \\
& =\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{2} \boldsymbol{R}_{A, \rho(x)}^{\prime \prime \top} s_{A, x}^{\prime \prime} .
\end{aligned}
$$

Since the labeling function $\rho$ is injective, it follows that $\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)}, \boldsymbol{R}_{A, \rho(x)}^{\prime \prime}$ are freshly random matrices that appear nowhere else. This means given $\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+$ $\boldsymbol{A}_{3} s_{A, x}^{\prime},\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)+\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+$ $\boldsymbol{V}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}$, if $\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}$ is nonzero (note that $\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}=\mathbf{0}$ with negligible probability), any value of $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ can be explained by a particular value of $\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)}, \boldsymbol{R}_{A, \rho(x)}^{\prime \prime}$. It follows that $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ is information theoretically hidden to $\mathcal{A}$.

The same argument can be applied to show that $-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ is information theoretically hidden to $\mathcal{A}$ as well. This completes the proof of Lemma 5.14 .

Lemma 5.15: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function negl $_{7: j: 6}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 5}(\lambda)-p_{\mathcal{A}, 7: j: 6}(\lambda)\right| \leq \operatorname{neg}_{7: j: 6}(\lambda)$ for all $j \in[q]$.

Proof: The proof is similar to that of Lemma 5.6 with some minor changes that can be easily figured out.

Lemma 5.16: If the $\mathrm{SD}_{\boldsymbol{B}_{1}, \boldsymbol{B}_{2} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function neg| ${ }_{7: j: 7}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j ; 6}(\lambda)-p_{\mathcal{A}, 7: j: 7}(\lambda)\right| \leq$ negl $_{7: j: 7}(\lambda)$ for all $j \in[q]$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{7: j: 6}$ and $\mathrm{Hyb}_{7: j: 7}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{B}_{1}, \boldsymbol{B}_{2} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{B_{1}, B_{2} \mapsto B_{1}, \boldsymbol{B}_{2}, B_{3}}^{\mathbb{G}_{2}}$ problem from its challenger that consists of $\mathrm{G}=$ $\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{B}_{1} \rrbracket_{2}, \llbracket \boldsymbol{B}_{2} \rrbracket_{2}, \llbracket \boldsymbol{B}_{3} \rrbracket_{2}$, basis $\left(\boldsymbol{B}_{1}^{*}\right)$, basis $\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}$ for random $\beta \leftarrow$ $\{0,1\}$ where and $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$ when $\beta=0$ and $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right)$ when $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples matrix $\boldsymbol{A}_{1} \leftarrow \operatorname{span}^{k}\left(\boldsymbol{B}_{1}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$. Thus, $\boldsymbol{A}_{1}$ can be expressed as $\boldsymbol{A}_{1}=\boldsymbol{B}_{1}^{*} \boldsymbol{R}$ for some $\boldsymbol{R}_{1} \leftarrow \mathbb{Z}_{p}^{k \times k}$. $\mathcal{B}$ implicitly sets $\boldsymbol{A}_{1}^{*}=\boldsymbol{B}_{1} \boldsymbol{V}$ where $\boldsymbol{V}=\left(\boldsymbol{R}^{-1}\right)^{\top}$. Observe that, since $\boldsymbol{R} \leftarrow \mathbb{Z}_{p}^{k \times k}, \boldsymbol{V}$ exists with all but negligible probability. $\mathcal{B}$ also implicitly sets $\boldsymbol{A}_{2}=\boldsymbol{B}_{2}^{*}, \boldsymbol{A}_{3}=\boldsymbol{B}_{3}^{*}$. $\mathcal{B}$ then explicitly sets $\boldsymbol{A}_{2}^{*}=\boldsymbol{B}_{2}$ and
$\boldsymbol{A}_{3}^{*}=\boldsymbol{B}_{3}$. Note that $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{j}^{*}=\boldsymbol{I}$ if $i=j$ and $\mathbf{0}$ if $i \neq j$ for $i, j \in[3]$. $\mathcal{B}$ then samples random $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$ and implicitly sets $\boldsymbol{h}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}$ and sets $H=\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$. Observe that $\boldsymbol{h}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible. $\mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor and sets the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A} \mathcal{U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair ( $\mathrm{PK}_{u}, \mathrm{MSK}_{u}$ ) for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q]$, in response to the $t^{\text {th }}$ fresh $\mathbf{H}$ oracle query of $\mathcal{A}$ for some global identifier $\mathrm{GID}_{t}, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as follows:

- For $t<j, \mathcal{B}$ samples random $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}, \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly sets $\boldsymbol{h}_{\mathrm{GID}_{t}}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}$ and sets $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\left(\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}\right) \boxplus\left(\llbracket \boldsymbol{B}_{3} \rrbracket_{2} \odot \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}+$ $\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$. Observe that $\boldsymbol{h}_{\mathrm{GID}_{t}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in$ $\mathbb{Z}_{p}^{k \times k}$ is invertible.
- For $t=j, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ as $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}$. Observe that, if $\boldsymbol{t}_{\beta}=\boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+$ $\boldsymbol{B}_{2} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$ with $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}, \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ takes the form $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+\boldsymbol{B}_{2} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}=$ $\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}$ implicitly. On the other hand, if $\boldsymbol{t}_{\beta}=\boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+\boldsymbol{B}_{2} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \leftarrow$ $\operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right)$ with $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}, \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}, \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ takes the form $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+\boldsymbol{B}_{2} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}$ implicitly. Observe that in both cases, $\boldsymbol{h}_{\mathrm{GID}_{t}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.
- For $t>j, \mathcal{B}$ samples random $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly defines $\boldsymbol{h}_{\mathrm{GID}_{t}}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}$ and sets $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}} \rrbracket_{2}$. Observe that $\boldsymbol{h}_{\mathrm{GID}_{t}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.

It stores this value so that it can respond consistently if $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some $(\mathrm{GID}, u) \in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$
$\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, $u$ ). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure $(\boldsymbol{M}, \rho)$. If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ samples random vectors $\boldsymbol{c}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}_{A}^{(2,3)}, \boldsymbol{c}_{B}^{(2,3)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$ and basis $\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$ respectively. Observe that the vectors $\boldsymbol{c}^{(1)}, \boldsymbol{c}_{A}^{(2,3)}, \boldsymbol{c}_{B}^{(2,3)}$ can be viewed as $\boldsymbol{A}_{1} \boldsymbol{d}, \boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime}, \boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime}$ respectively with $\boldsymbol{d}, \boldsymbol{d}_{A}^{\prime \prime}, \boldsymbol{d}_{B}^{\prime \prime}, \boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. $\mathcal{B}$ also samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. $\mathcal{B}$ samples random vectors $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in Y$. $\mathcal{B}$ samples $\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}_{A, x}^{(2,3)}, \boldsymbol{c}_{B, x}^{(2,3)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$ and basis $\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$ respectively for all $x \in$ $\bar{Y}$. Observe that $\left\{\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)}, \boldsymbol{c}_{A, x}^{(2,3)}, \boldsymbol{c}_{B, x}^{(2,3)}\right\}_{x \in \bar{Y}}$ also can be viewed as $\left\{\boldsymbol{A}_{1} s_{A, x}, \boldsymbol{A}_{1} s_{B, x}, \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\right.$ $\left.\boldsymbol{A}_{3} s_{A, x}^{\prime}, \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right\}_{x \in \bar{Y}}$ respectively with $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x}, s_{A, x}^{\prime \prime}, s_{B, x}^{\prime \prime}, s_{A, x}^{\prime}, s_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. Then $\mathcal{B}$ generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{c}^{(1)} \rrbracket_{1}, H\right), \text { seed }\right)=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right),
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(2,3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right) \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\llbracket\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(2,3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(2,3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(2,3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(2,3)}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1} \\
C_{1, B, x}
\end{array}=\llbracket \boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(2,3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\llbracket\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(2,3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(2,3)}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ coincides with that in Hyb $_{7: j: 6}$ whereas if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right)$, then it coincides the one in $\mathrm{Hyb}_{7: j: 7}$. All the other components simulated by $\mathcal{B}$ are also properly distributed. Hence it follows that the games simulated by $\mathcal{B}$ coincides with coincides with $\mathrm{Hyb}_{7: j: 6}$ or $\mathrm{Hyb}_{7: j: 7}$ according as $\beta=0$ or 1 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{B}_{1}, \boldsymbol{B}_{2} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$. This completes the proof of Lemma 5.16 .

Lemma 5.17: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{7: j: 8}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: 7: 7}(\lambda)-p_{\mathcal{A}, 7:: 7: 8}(\lambda)\right| \leq \operatorname{neg}_{7 \cdot j: 8}(\lambda)$ for all $j \in[q]$.
Proof: The proof is similar to that of Lemma 5.6 with some minor changes that can be easily figured out.

Lemma 5.18: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{7: j: 9}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 8}(\lambda)-p_{\mathcal{A}, 7: j: 9}(\lambda)\right| \leq \operatorname{neg}_{7: j: 9}(\lambda)$ for all $j \in[q]$.
Proof: The proof is similar to that of Lemma 5.14 with some minor changes that can be easily figured out.

Lemma 5.19: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function negl $_{7: j: 10}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 9}(\lambda)-p_{\mathcal{A}, 7: j: 10}(\lambda)\right| \leq \operatorname{neg}_{7 \cdot j: 10}(\lambda)$ for all $j \in[q]$.
Proof: The proof is similar to that of Lemma 5.6 with some minor changes that can be easily figured out.
Lemma 5.20: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{7: j: 11: A: i}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 11: A:(i-1)}(\lambda)-p_{\mathcal{A}, 7 ; j: 11: A: i}(\lambda)\right| \leq$ $\operatorname{neg}_{7: j: 11: A: i}(\lambda)$ for all $j \in[q]$ and $i \in[|\bar{Y}|]$.
Proof: The proof is similar to that of Lemma 5.11 with some minor changes that can be easily figured out.
Lemma 5.21: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function neg| ${ }_{7: j: 11: B: i}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: 7: 11: B:(i-1)}(\lambda)-p_{\mathcal{A}, 7: j: 11: B: i}(\lambda)\right| \leq$ $\operatorname{neg}_{7: j: 11: B: i}(\lambda)$ for all $j \in[q]$ and $i \in[|\bar{Y}|]$.
Proof: The proof is similar to that of Lemma 5.12 with some minor changes that can be easily figured out.
Lemma 5.22: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{7: j: 12}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 11: B:|\bar{Y}|}(\lambda)-p_{\mathcal{A}, 7: j: 12}(\lambda)\right| \leq$ $\operatorname{neg}_{7: j: 12}(\lambda)$ for all $j \in[q]$.
Proof: The proof is similar to that of Lemma 5.10 with some minor changes that can be easily figured out.
Lemma 5.23: If the $\mathrm{SD}_{\boldsymbol{B}_{3} \mapsto \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{7: j}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: j: 12}(\lambda)-p_{\mathcal{A}, 7: j}(\lambda)\right| \leq \operatorname{negl}_{7: j}(\lambda)$.
Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{7: j: 12}$ and $\mathrm{Hyb}_{7: j}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{B_{3} \mapsto B_{2}, B_{3}}^{\mathbb{G}_{2}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{B_{3} \mapsto B_{2}, B_{3}}^{\mathbb{G}_{2}}$ problem from its challenger that consists of $\mathbf{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{B}_{1} \rrbracket_{2}, \llbracket \boldsymbol{B}_{2} \rrbracket_{2}, \llbracket \boldsymbol{B}_{3} \rrbracket_{2}$, basis $\left(\boldsymbol{B}_{1}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{B}_{3}^{*}\right)$, basis $\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}$ for random $\beta \leftarrow\{0,1\}$ where and $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}\right)$ when $\beta=0$ and $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right)$ when $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples matrix $\boldsymbol{A}_{1} \leftarrow \operatorname{span}^{k}\left(\boldsymbol{B}_{1}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$. Thus, $\boldsymbol{A}_{1}$ can be expressed as $\boldsymbol{A}_{1}=\boldsymbol{B}_{1}^{*} \boldsymbol{R}$ for some $\boldsymbol{R} \leftarrow \mathbb{Z}_{p}^{k \times k}$. $\mathcal{B}$ implicitly sets $\boldsymbol{A}_{1}^{*}=\boldsymbol{B}_{1} \boldsymbol{V}$ where $\boldsymbol{V}=\left(\boldsymbol{R}^{-1}\right)^{\top}$. Observe that, since $\boldsymbol{R} \leftarrow \mathbb{Z}_{p}^{k \times k}, \boldsymbol{V}$ exists with all but negligible probability. $\mathcal{B}$ also implicitly sets $\boldsymbol{A}_{2}=\boldsymbol{B}_{2}^{*}, \boldsymbol{A}_{3}=\boldsymbol{B}_{3}^{*}$. $\mathcal{B}$ then explicitly sets $\boldsymbol{A}_{2}^{*}=\boldsymbol{B}_{2}$ and $\boldsymbol{A}_{3}^{*}=\boldsymbol{B}_{3}$. Note that $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{j}^{*}=\boldsymbol{I}$ if $i=j$ and $\mathbf{0}$ if $i \neq j$ for $i, j \in[3]$. $\mathcal{B}$ then samples random $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$ and implicitly sets $\boldsymbol{h}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}$ and sets $H=\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$. Observe that $\boldsymbol{h}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible. $\mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor and sets the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q]$, in response to the $t^{\text {th }}$ fresh $\mathbf{H}$ oracle query of $\mathcal{A}$ for some global identifier $\mathrm{GID}_{t}, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as follows:
 $\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GD}_{t}} . \mathcal{B}$ then sets $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\left(\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}\right) \boxplus\left(\llbracket \boldsymbol{B}_{3} \rrbracket_{2} \odot \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime}\right)=$ $\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$. Observe that $\boldsymbol{h}_{\mathrm{GID}_{t}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.

- For $t=j, \mathcal{B}$ first samples a random vector $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}} \leftarrow \mathbb{Z}_{p}^{k}$ and implicitly sets $\boldsymbol{h}_{\mathrm{GID}_{j}}=$ $\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}$. $\mathcal{B}$ then sets $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ as $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\left(\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}\right) \boxplus \llbracket \boldsymbol{t}_{\boldsymbol{\beta}} \rrbracket_{2}=$ $\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+\boldsymbol{t}_{\beta} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{t}_{\beta} \rrbracket_{2}$. Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ takes the form $\mathbf{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. On the other hand, if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ takes the form $\mathrm{H}\left(\mathrm{GID}_{j}\right)=$ $\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+\boldsymbol{B}_{2} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}, \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. Observe that in both cases, $\boldsymbol{h}_{\mathrm{GID}_{j}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.
- For $t>j, \mathcal{B}$ samples random $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly defines $\boldsymbol{h}_{\mathrm{GID}_{t}}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}$ and sets $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}} \rrbracket_{2}$. Observe that $\boldsymbol{h}_{\mathrm{GID}_{t}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.
It stores this value so that it can respond consistently if $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ is queried again.
Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID, u) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $M$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or
secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, u). If H(GID) has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure $(\boldsymbol{M}, \rho)$. If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ samples random vectors $\boldsymbol{c}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}_{A}^{(3)}, \boldsymbol{c}_{B}^{(3)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}^{*}\right)$ by using $\operatorname{basis}\left(\boldsymbol{B}_{1}^{*}\right)$ and basis $\left(\boldsymbol{B}_{3}^{*}\right)$ respectively. Observe that the vectors $\boldsymbol{c}^{(1)}, \boldsymbol{c}_{A}^{(3)}, \boldsymbol{c}_{B}^{(3)}$ can be viewed as $\boldsymbol{A}_{1} \boldsymbol{d}, \boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime}, \boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime}$ respectively with $\boldsymbol{d}, \boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. $\mathcal{B}$ also samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y . \mathcal{B}$ samples $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in Y$. $\mathcal{B}$ samples $\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}_{A, x}^{(3)}, \boldsymbol{c}_{B, x}^{(3)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$ and basis $\left(\boldsymbol{B}_{3}^{*}\right)$ respectively for all $x \in \bar{Y}$. Observe that $\left\{\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)}, \boldsymbol{c}_{A, x}^{(3)}, \boldsymbol{c}_{B, x}^{(3)}\right\}_{x \in \bar{Y}}$ also can be viewed as $\left\{\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}, \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}, \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right\}_{x \in \bar{Y}}$ respectively with $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x}, \boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. Then $\mathcal{B}$ generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{c}^{(1)} \rrbracket_{1}, H\right), \text { seed }\right)=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right) \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x} & =\llbracket\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(3)}\right) \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \rrbracket_{1}, \\
C_{1, B, x} & =\llbracket \boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\llbracket\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(3)}\right) \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{aligned}
$$

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{7: j}$. On the other hand, if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{7: j: 12}$. All the other components simulated by $\mathcal{B}$ are also properly distributed. Hence it follows that the games simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{7: j}$ or $\mathrm{Hyb}_{7: j: 12}$ according as $\beta=0$ or 1. Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{B_{3} \mapsto \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$. This completes the proof of Lemma 5.23.

Lemma 5.24: If the $\mathrm{SD}_{B_{1} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}}^{\mathbb{G}_{2}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function negI $\left.\right|_{8}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 7: q}(\lambda)-p_{\mathcal{A}, 8}(\lambda)\right| \leq \operatorname{neg}_{8}(\lambda)$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{7: q}$ and $\mathrm{Hyb}_{8}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{B}_{1} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}}^{\mathbb{G}_{2}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{B_{1} \mapsto B_{1}, \boldsymbol{B}_{2}}^{\mathbb{G}_{2}}$ problem from its challenger that consists of $\mathbf{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{B}_{1} \rrbracket_{2}, \llbracket \boldsymbol{B}_{2} \rrbracket_{2}, \llbracket \boldsymbol{B}_{3} \rrbracket_{2}$, basis $\left(\boldsymbol{B}_{1}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{B}_{3}^{*}\right)$, basis $\left(\boldsymbol{B}_{1}^{*}, \boldsymbol{B}_{2}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}$ for random $\beta \leftarrow\{0,1\}$ where and $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}\right)$ when $\beta=0$ and $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$ when $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples matrix $\boldsymbol{A}_{1} \leftarrow \operatorname{span}^{k}\left(\boldsymbol{B}_{1}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$. Thus, $\boldsymbol{A}_{1}$ can be expressed as $\boldsymbol{A}_{1}=\boldsymbol{B}_{1}^{*} \boldsymbol{R}$ for some $\boldsymbol{R} \leftarrow \mathbb{Z}_{p}^{k \times k}$. $\mathcal{B}$ implicitly sets $\boldsymbol{A}_{1}^{*}=\boldsymbol{B}_{1} \boldsymbol{V}$ where $\boldsymbol{V}=\left(\boldsymbol{R}^{-1}\right)^{\top}$. Observe that, since $\boldsymbol{R} \leftarrow \mathbb{Z}_{p}^{k \times k}, \boldsymbol{V}$ exists with all but negligible probability. $\mathcal{B}$ also implicitly sets $\boldsymbol{A}_{2}=\boldsymbol{B}_{2}^{*}, \boldsymbol{A}_{3}=\boldsymbol{B}_{3}^{*}$. $\mathcal{B}$ then explicitly sets $\boldsymbol{A}_{2}^{*}=\boldsymbol{B}_{2}$ and $\boldsymbol{A}_{3}^{*}=\boldsymbol{B}_{3}$. Note that $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{j}^{*}=\boldsymbol{I}$ if $i=j$ and $\mathbf{0}$ if $i \neq j$ for $i, j \in[3]$. $\mathcal{B}$ sets $H=\llbracket \boldsymbol{t}_{\boldsymbol{\beta}} \rrbracket_{2}$. Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}\right)$ then $H$ as simulated by $\mathcal{B}$ takes the form $H=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}} \rrbracket_{2}$ (where $\left.\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}\right)$ which is equal to $\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h} \rrbracket_{2}$ where $\boldsymbol{h}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}$. Observe that $\boldsymbol{h}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R}$ is invertible. On the other hand, if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$ then $H$ takes the form $H=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}+\boldsymbol{B}_{2} \boldsymbol{h}^{\prime \prime} \rrbracket_{2}$ (where $\tilde{\boldsymbol{h}}, \boldsymbol{h}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ ) which is equal to $\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}^{\prime \prime} \rrbracket_{2}$ where $\boldsymbol{h}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}$. Observe that $\boldsymbol{h}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R}$ is invertible. $\mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor and sets the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A} \mathcal{U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the
authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q], \mathcal{B}$ generates $\mathrm{H}(\mathrm{GID})$ as follows: $\mathcal{B}$ samples random $\tilde{\boldsymbol{h}}_{\mathrm{GID}}, \boldsymbol{h}_{\mathrm{GID}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly sets $\boldsymbol{h}_{\mathrm{GID}}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}}$ and sets H(GID)= $\left(\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}}\right) \boxplus\left(\llbracket \boldsymbol{B}_{3} \rrbracket_{2} \odot \boldsymbol{h}_{\mathrm{GID}}^{\prime}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}}^{\prime} \rrbracket_{2}$. Observe that $\boldsymbol{h}_{\mathrm{GID}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R}$ is invertible. It stores this value so that it can respond consistently if H (GID) is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID, $u$ ) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, $u$ ). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $\boldsymbol{M}, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ samples random vectors $\boldsymbol{c}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}_{A}^{(3)}, \boldsymbol{c}_{B}^{(3)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}^{*}\right)$ by using $\operatorname{basis}\left(\boldsymbol{B}_{1}^{*}\right)$ and basis $\left(\boldsymbol{B}_{3}^{*}\right)$ respectively. Observe that the vectors $\boldsymbol{c}^{(1)}, \boldsymbol{c}_{A}^{(3)}, \boldsymbol{c}_{B}^{(3)}$ can be viewed as $\boldsymbol{A}_{1} \boldsymbol{d}, \boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime}, \boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime}$ respectively with $\boldsymbol{d}, \boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. $\mathcal{B}$ also samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y . \mathcal{B}$ samples $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in Y$. $\mathcal{B}$ samples $\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}_{A, x}^{(3)}, \boldsymbol{c}_{B, x}^{(3)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$ and basis $\left(\boldsymbol{B}_{3}^{*}\right)$ respectively for all $x \in \bar{Y}$. Observe that $\left\{\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)}, \boldsymbol{c}_{A, x}^{(3)}, \boldsymbol{c}_{B, x}^{(3)}\right\}_{x \in \bar{Y}}$ also can be viewed as $\left\{\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}, \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}, \boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right\}_{x \in \bar{Y}}$ respectively with $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x}, \boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. Then $\mathcal{B}$ generates the challenge ciphertext $\mathrm{CT}=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
C=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{c}^{(1)} \rrbracket_{1}, H\right), \text { seed }\right)=\operatorname{msg} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right), \text { seed }\right)
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right) \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\llbracket\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(3)}\right) \rrbracket_{1} \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \rrbracket_{1} \\
C_{1, B, x} & =\llbracket \boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\llbracket\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(3)}\right) \rrbracket_{1} \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{aligned}
$$

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}\right)$, then $H$ as simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{7: q}$. On the other hand, if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)$, then the form of $H$ simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{8}$. All the other components simulated by $\mathcal{B}$ are also properly distributed. Hence it follows that the games simulated by $\mathcal{B}$ coincides with coincides with $\mathrm{Hyb}_{7: q}$ or $\mathrm{Hyb}_{8}$ according as $\beta=0$ or 1 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{B}_{1} \mapsto \boldsymbol{B}_{1}, \boldsymbol{B}_{2}}^{\mathbb{G}_{2}}$. This completes the proof of Lemma 5.24 .

Lemma 5.25: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{9}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 8}(\lambda)-p_{\mathcal{A}, 9}(\lambda)\right| \leq \operatorname{neg}_{9}(\lambda)$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{8}$ and $\mathrm{Hyb}_{9}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ problem from its challenger that consists of $\mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{A}_{2} \rrbracket_{1}, \llbracket \boldsymbol{A}_{3} \rrbracket_{1}, \operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right), \operatorname{basis}\left(\boldsymbol{A}_{3}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}$ for random $\beta \in\{0,1\}$ where $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ if $\beta=0$ or $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}\right)$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples a random vector $\boldsymbol{r} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$ by using basis $\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$ and sets $H=\llbracket \boldsymbol{r} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}^{\prime \prime} \rrbracket_{2}$ with $\boldsymbol{h}, \boldsymbol{h}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. $\mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor, and provides the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed) to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A} \mathcal{U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an
authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair ( $\mathrm{PK}_{u}, \mathrm{MSK}_{u}$ ) for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q], \mathcal{B}$ generates $\mathrm{H}(\mathrm{GID})$ as follows: $\mathcal{B}$ samples random $\boldsymbol{r}_{\mathrm{GID}} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}^{*}\right)$ and $\boldsymbol{r}_{\mathrm{GID}}^{\prime} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{3}^{*}\right)$ by using basis $\left(\boldsymbol{A}_{1}^{*}\right)$ and basis $\left(\boldsymbol{A}_{3}^{*}\right)$ respectively. $\mathcal{B}$ sets $\mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{r}_{\mathrm{GID}}+\boldsymbol{r}_{\mathrm{GID}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}}^{\prime} \rrbracket_{2}$ with $\boldsymbol{h}_{\mathrm{GID}}, \boldsymbol{h}_{\mathrm{GID}}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. It stores this value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID, $u$ ) $\in \mathcal{G I} \mathcal{D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, $u$ ). If $\mathrm{H}(\mathrm{GID})$ has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure $(\boldsymbol{M}, \rho)$. If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each $\operatorname{GID} \in \mathcal{G} \mathcal{I} \mathcal{D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows. First, $\mathcal{B}$ sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}, H\right)\right.$, seed $)$. Next, $\mathcal{B}$ samples random vectors $\boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in[\ell]$. $\mathcal{B}$ also samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For each $x \in Y, \mathcal{B}$ chooses random $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$. For each $x \in \bar{Y}, \mathcal{B}$ also chooses random $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x}, \boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
C_{1, A, x}= & \llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
C_{2, A, x}= & \left(\left(\llbracket \boldsymbol{t}_{\boldsymbol{\beta}} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
= & \llbracket\left(\boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x}= & \llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x}= & \left(\left(-\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{B}^{\prime}\right)\right) \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right), \\
= & \llbracket\left(-\boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) .
\end{aligned}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
C_{1, A, x}= & \left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right)=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1} \\
C_{2, A, x}= & \left(\left(\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(\llbracket \boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot \llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) \\
= & \llbracket\left(\boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \rrbracket_{1}, \\
C_{1, B, x}= & \left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}^{\prime}\right)=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
C_{2, B, x}= & \left(\left(-\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{B}^{\prime}\right)\right) \odot \boldsymbol{M}_{x, 1}\right) \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \\
& \boxplus\left(\llbracket \boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \boxplus\left(\boldsymbol{W}_{B, \rho(x)}^{\top} \odot \llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}^{\prime}\right) \\
= & \llbracket\left(-\boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{aligned}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.
Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta}=\boldsymbol{A}_{1} \boldsymbol{d} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ with $\boldsymbol{d} \leftarrow \mathbb{Z}_{p}^{k}$ then the challenge ciphertext simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{8}$. On the other hand, if $\boldsymbol{t}_{\beta}=\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}\right)$ with $\boldsymbol{d}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$, then the challenge ciphertext simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{9}$. All the other components of the game are also properly distributed by $\mathcal{B}$. Hence it follows that the game simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{8}$ or $\mathrm{Hyb}_{9}$ according as $\beta=0$ or 1 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$. This completes the proof of Lemma 5.25

Lemma 5.26: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function negl $_{10: A: i}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 10: A:(i-1)}(\lambda)-p_{\mathcal{A}, 10: A: i}(\lambda)\right| \leq$ $\operatorname{neg}_{10: A: i}(\lambda)$ for all $i \in[|\bar{Y}|]$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\mathrm{Hyb}_{10: A:(i-1)}$ and $\mathrm{Hyb}_{10: A: i}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ problem from its challenger that consists of $\mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{A}_{2} \rrbracket_{1}, \llbracket \boldsymbol{A}_{3} \rrbracket_{1}, \operatorname{basis}\left(\boldsymbol{A}_{1}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{A}_{3}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}$ for random $\beta \in\{0,1\}$ where $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ if $\beta=0$ or $\boldsymbol{t}_{\beta} \leftarrow \boldsymbol{\operatorname { s p a n }}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}\right)$ if $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples a random vector $\boldsymbol{r} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$ by using basis $\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{2}^{*}\right)$ and sets $H=\llbracket \boldsymbol{r} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}^{\prime \prime} \rrbracket_{2}$ with $\boldsymbol{h}, \boldsymbol{h}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. $\mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor, and provides the global public parameters $\mathrm{GP}=\left(\mathrm{G}, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$ to $\mathcal{A}$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A} \mathcal{U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$ for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right) . \mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q], \mathcal{B}$ generates $\mathrm{H}(\mathrm{GID})$ as follows: $\mathcal{B}$ samples random $\boldsymbol{r}_{\mathrm{GID}} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}^{*}\right)$ and $\boldsymbol{r}_{\mathrm{GID}}^{\prime} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{3}^{*}\right)$ by using basis $\left(\boldsymbol{A}_{1}^{*}\right)$ and basis $\left(\boldsymbol{A}_{3}^{*}\right)$ respectively. $\mathcal{B}$ sets $\mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{r}_{\mathrm{GID}}+\boldsymbol{r}_{\mathrm{GID}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}}^{\prime} \rrbracket_{2}$ with $\boldsymbol{h}_{\mathrm{GID}}, \boldsymbol{h}_{\mathrm{GID}}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. It stores this value so that it can respond consistently if $\mathrm{H}(\mathrm{GID})$ is queried again.

Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID, $u$ ) $\in \mathcal{G I} \mathcal{D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each GID $\in \mathcal{G I D}$ D the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}$ ) for (GID, u). If H(GID) has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\operatorname{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure $(\boldsymbol{M}, \rho)$. If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows. First, $\mathcal{B}$ samples random vectors $\boldsymbol{d}, \boldsymbol{d}^{\prime \prime}, \boldsymbol{d}_{A}^{\prime}, \boldsymbol{d}_{B}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$ and sets $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot\right.\right.\right.$ $\left.\boldsymbol{d}) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{d}^{\prime \prime}\right), H\right)$, seed $)=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right)\right.$, seed $)$. $\mathcal{B}$ also samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow \mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y$. For each $x \in Y, \mathcal{B}$ chooses random $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$. For each $x \in \bar{Y}, \mathcal{B}$ chooses random $\boldsymbol{s}_{B, x}, \boldsymbol{s}_{A, x}^{\prime}, \boldsymbol{s}_{B, x}^{\prime} \leftarrow$ $\mathbb{Z}_{p}^{k}$. $\mathcal{B}$ also samples random vectors $\boldsymbol{s}_{A, x}, s_{A, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ for $x<i$ where $x \in \bar{Y}$ and $\boldsymbol{s}_{A, x} \leftarrow \mathbb{Z}_{p}^{k}$ for $x>i$ where $x \in \bar{Y}$.

For each $x \in Y, \mathcal{B}$ forms the ciphertext components as:

$$
\begin{aligned}
C_{1, A, x}= & \llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1} \\
C_{2, A, x}= & \left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, i}\right) \\
& \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right) \\
= & \llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x}= & \llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}=\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1} \\
C_{2, B, x}= & \left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot-\boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot-\boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{B}^{\prime}\right)\right) \odot M_{x, i}\right) \\
& \boxplus \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) \\
= & \llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) .
\end{aligned}
$$

For each $x \in \bar{Y}, \mathcal{B}$ forms the ciphertext components as:

$$
C_{1, A, x}= \begin{cases}\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) & \text { for all } x \leq i, \\ \llbracket \boldsymbol{t}_{\beta} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) & \text { for } x=i \\ \left.\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) & \text { for all } x>i\end{cases}
$$

$$
\begin{aligned}
& = \begin{cases}\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x<i, \\
\llbracket \boldsymbol{t}_{\beta}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for } x=i, \\
\llbracket \boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{3} s_{A, x}^{\prime} \rrbracket_{1} & \text { for all } x>i,\end{cases} \\
& \left(\begin{array}{ll}
\left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, i}\right) & \text { for all } x \leq i, \\
\boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) &
\end{array}\right. \\
& \boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot\left(\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot s_{A, x}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right)\right)\right) \\
& C_{2, A, x}=\left\{\begin{array}{cll}
\boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{-} \odot\left(\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right)\right)\right. & \\
\left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, i}\right) & \text { for } x=i, \\
\boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot \llbracket \boldsymbol{t}_{\beta} \rrbracket_{1}\right) & \\
\boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right)\right) & \\
\left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{C}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{A}^{\prime}\right)\right) \odot M_{x, i}\right) & \text { for all } x>i, \\
\boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}\right) & \\
\boxplus\left(\boldsymbol{W}_{A, \rho(x)}^{\top} \odot\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{A, x}^{\prime}\right)\right) &
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& C_{1, B, x}=\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}^{\prime}\right)=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime} \rrbracket_{1} \\
& C_{2, B, x}=\left(\left(\left(\llbracket \boldsymbol{A}_{1} \rrbracket_{1} \odot-\boldsymbol{d}\right) \boxplus\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot-\boldsymbol{d}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{d}_{B}^{\prime}\right)\right) \odot M_{x, i}\right) \\
& \boxplus \llbracket\left(\mathbf{0} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(\llbracket \boldsymbol{W}_{B, \rho(x)}^{\top} \boldsymbol{A}_{1} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}\right) \\
& \boxplus\left(\boldsymbol{W}_{B, \rho(x)}^{\top} \odot\left(\left(\llbracket \boldsymbol{A}_{2} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}^{\prime \prime}\right) \boxplus\left(\llbracket \boldsymbol{A}_{3} \rrbracket_{1} \odot \boldsymbol{s}_{B, x}^{\prime}\right)\right)\right) \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \rrbracket_{1} .
\end{aligned}
$$

$\mathcal{B}$ gives the challenge ciphertext $\mathrm{CT}=\left(C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$ to $\mathcal{A}$.
Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta}=\boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}\right)$ with $\boldsymbol{s}_{A, x} \leftarrow \mathbb{Z}_{p}^{k}$ then the challenge ciphertext simulated by $\mathcal{B}$ coincides with that in $\operatorname{Hyb}_{10: A:(i-1)}$. On the other hand, if $\boldsymbol{t}_{\beta}=\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime} \leftarrow$ $\operatorname{span}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}\right)$ with $\boldsymbol{s}_{A, x}, \boldsymbol{s}_{A, x}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$, then the challenge ciphertext simulated by $\mathcal{B}$ coincides with that in $\operatorname{Hyb}_{10: A: i}$. All the other components of the game are also properly distributed by $\mathcal{B}$. Hence it follows that the game simulated by $\mathcal{B}$ coincides with $\operatorname{Hyb}_{10: A:(i-1)}$ or $\mathrm{Hyb}_{10: A: i}$ according as $\beta=0$ or 1 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{A}_{1} \mapsto \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$. This completes the proof of Lemma 5.26 .

Lemma 5.27: If the $\mathrm{SD}_{\boldsymbol{A}_{1} \rightarrow \boldsymbol{A}_{1}, \boldsymbol{A}_{2}}^{\mathbb{G}_{1}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{10: B: i}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 10: B:(i-1)}(\lambda)-p_{\mathcal{A}, 10: B: i}(\lambda)\right| \leq$ $\operatorname{neg}_{10: B: i}(\lambda)$ for all $i \in[|\bar{Y}|]$.

Proof: The proof is similar to that of Lemma 5.25 with some minor changes that can be easily figured out.

Lemma 5.28: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{11}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 10: B:|\bar{Y}|}(\lambda)-p_{\mathcal{A}, 11}(\lambda)\right| \leq \operatorname{neg}_{1_{11}}(\lambda)$.

Proof: The proof is similar to that of Lemma 5.6 with some minor changes that can be easily figured out.

Lemma 5.29: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{12}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 11}(\lambda)-p_{\mathcal{A}, 12}(\lambda)\right| \leq \operatorname{neg}_{12}(\lambda)$.
Proof: Observe that the only difference between $\mathrm{Hyb}_{11}$ and $\mathrm{Hyb}_{12}$ is that in the former the components $\left\{\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}\right\}_{x \in[\ell]}$ are shares of a secret that involves $-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ that is correlated to the $\operatorname{span}\left(\boldsymbol{A}_{2}\right)$ portion of the secret shared by the components $\left\{\left(\boldsymbol{A}_{1} \boldsymbol{d}+\right.\right.$ $\left.\left.\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right\}_{x \in[\ell]}$, whereas in the latter, they are shares of secrets whose corresponding $\operatorname{span}\left(\boldsymbol{A}_{2}\right)$ portions are $\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}, \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ for independent $\boldsymbol{d}_{B}^{\prime \prime}, \boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. Therefore, in order to prove these two games are statistically indistinguishable, we will argue that the portion of the secrets $-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime}$ that lie in span $\left(\boldsymbol{A}_{2}\right)$ is information theoretically hidden to the adversary $\mathcal{A}$ in $\mathrm{Hyb}_{11}$.

Note that the shares $\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}$ for all the rows $x$ of the challenge access matrix $\boldsymbol{M}$ labeled by corrupted authorities (i.e., the authorities for which $\mathcal{A}$ either requests the master key or creates it on its own) are information theoretically revealed to $\mathcal{A}$. However, by the game restriction ,the subspace spanned by those rows does not include the vector $(1,0, \ldots, 0)$. This means there must exists a vector $\boldsymbol{u} \in \mathbb{Z}_{p}^{d}$ such that $\boldsymbol{u}$ is orthogonal to all these rows of $\boldsymbol{M}$ but is not orthogonal to $(1,0, \ldots, 0)$, (i.e., the first entry of $\boldsymbol{u}$ is nonzero). We consider a basis of $\mathbb{U}$ of $\mathbb{Z}_{p}^{d}$ involving the vector $\boldsymbol{u}$ and write $\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right)=\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\right.$ $\left.\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right)+\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \boldsymbol{U}_{B}\right)=\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \mathbf{0}\right)+\hat{\boldsymbol{V}}_{B}+\boldsymbol{a} \boldsymbol{u}^{\top}$ for some $\boldsymbol{a} \in \mathbb{Z}_{p}^{3 k}$ and some $\hat{\boldsymbol{V}}_{B} \in \operatorname{span}^{3 k}(\mathbb{U} \backslash\{\boldsymbol{u}\})$. We note that each row of $\hat{\boldsymbol{V}}_{B}$ lies in the subspace spanned by $\mathbb{U} \backslash\{\boldsymbol{u}\}$ and reveals no information about $\boldsymbol{a}$. Now, since the first coordinate of $\boldsymbol{u}$ is nonzero, it follows that the first column of $\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \boldsymbol{U}_{B}\right)$, i.e., $-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$, depends on the vector $\boldsymbol{a}$. But $\left(-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}$ for all the corrupted rows of $\boldsymbol{M}$ contains no information about $\boldsymbol{a}$ since $\boldsymbol{u}$ is orthogonal to all these rows. Thus, it follows that these rows do not leak information of $-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$.

Hence, the only possible way for $\mathcal{A}$ to get information about $-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ is through the ciphertext components $C_{2, B, x}$ corresponding to the uncorrupted rows of $\boldsymbol{M}$. However, for each such row $x$, $\mathcal{A}$ can only recover $\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}$ and

$$
\begin{aligned}
&\left(-\boldsymbol{A}_{1} \boldsymbol{d}-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
&+\left(\boldsymbol{W}_{B, \rho(x)}+\boldsymbol{V}_{B, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \\
&=\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right) \\
&+\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{V}_{B, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}
\end{aligned}
$$

information theoretically. Now recall that $\boldsymbol{V}_{B, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ hence we can write $\boldsymbol{V}_{B, \rho(x)}^{(2)}$ as $\boldsymbol{V}_{B, \rho(x)}^{(2)}=\tilde{\boldsymbol{V}}_{B, \rho(x)}^{(2)}+\boldsymbol{A}_{2}^{*} \boldsymbol{R}_{B, \rho(x)}^{\prime \prime} \boldsymbol{A}_{2}^{\top}$ where $\tilde{\boldsymbol{V}}_{B, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ and $\boldsymbol{R}_{B, \rho(x)}^{\prime \prime} \in \mathbb{Z}_{p}^{k \times k}$. Therefore, we have

$$
\begin{aligned}
& \left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{V}_{B, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime} \\
& =\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\left(\tilde{\boldsymbol{V}}_{B, \rho(x)}^{(2)}+\boldsymbol{A}_{2}^{*} \boldsymbol{R}_{B, \rho(x)}^{\prime \prime} \boldsymbol{A}_{2}^{\top}\right)^{\top} \boldsymbol{A}_{2} s_{B, x}^{\prime \prime} \\
& =\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\tilde{\boldsymbol{V}}_{B, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{2} \boldsymbol{R}_{B, \rho(x)}^{\prime \prime \top} \boldsymbol{A}_{2}^{* \top} \boldsymbol{A}_{2} s_{B, x}^{\prime \prime} \\
& =\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\tilde{\boldsymbol{V}}_{B, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{2} \boldsymbol{R}_{B, \rho(x)}^{\prime \prime \top} \boldsymbol{s}_{B, x}^{\prime \prime}
\end{aligned}
$$

Since the labeling function $\rho$ is injective, it follows that $\tilde{\boldsymbol{V}}_{B, \rho(x)}^{(2)}, \boldsymbol{R}_{B, \rho(x)}^{\prime \prime}$ are freshly random matrices that appear nowhere else. This means given $\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}$ and $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)+\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{V}_{B, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}$, if $\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}$ is nonzero (note that $\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}=\mathbf{0}$ with negligible probability), any value of $-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ can be explained by a particular value of $\tilde{\boldsymbol{V}}_{B, \rho(x)}^{(2)}, \boldsymbol{R}_{B, \rho(x)}^{\prime \prime}$. It follows that $-\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ is information theoretically hidden to $\mathcal{A}$. This completes the proof of Lemma 5.29.

Lemma 5.30: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{13}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 12}(\lambda)-p_{\mathcal{A}, 13}(\lambda)\right| \leq \operatorname{neg}_{13}(\lambda)$.

Proof: The proof is similar to that of Lemma 5.6 with some minor changes that can be easily figured out.

Lemma 5.31: If the $\mathrm{SD}_{\boldsymbol{B}_{3} \mapsto \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function neg| $_{14: j}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 14:(j-1)}(\lambda)-p_{\mathcal{A}, 14: j}(\lambda)\right| \leq \operatorname{neg}_{14: j}(\lambda)$ for all $j \in[q]$.

Proof: Suppose there exists a PPT adversary $\mathcal{A}$ that distinguishes between $\operatorname{Hyb}_{14:(j-1)}$ and $\mathrm{Hyb}_{14: j}$ with non-negligible advantage. Using $\mathcal{A}$ as a subroutine, we construct below a PPT adversary $\mathcal{B}$ that has a non-negligible advantage in solving the $\mathrm{SD}_{\boldsymbol{B}_{3} \mapsto \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$ problem. The algorithm $\mathcal{B}$ gets an instance of the $\mathrm{SD}_{\boldsymbol{B}_{3} \mapsto \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$ problem from its challenger that consists of $\mathrm{G}=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, g_{1}, g_{2}, e\right), \llbracket \boldsymbol{B}_{1} \rrbracket_{2}, \llbracket \boldsymbol{B}_{2} \rrbracket_{2}, \llbracket \boldsymbol{B}_{3} \rrbracket_{2}, \operatorname{basis}\left(\boldsymbol{B}_{1}^{*}\right), \operatorname{basis}\left(\boldsymbol{B}_{3}^{*}\right)$, $\operatorname{basis}\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$, and $\llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}$ for random $\beta \leftarrow\{0,1\}$ where and $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}\right)$ when $\beta=0$ and $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right)$ when $\beta=1$. The algorithm $\mathcal{B}$ proceeds as follows:

Generating the Global Public Parameters: $\mathcal{B}$ samples matrix $\boldsymbol{A}_{1} \leftarrow \operatorname{span}^{k}\left(\boldsymbol{B}_{1}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$. Thus, $\boldsymbol{A}_{1}$ can be expressed as $\boldsymbol{A}_{1}=\boldsymbol{B}_{1}^{*} \boldsymbol{R}$ for some $\boldsymbol{R} \leftarrow \mathbb{Z}_{p}^{k \times k}$. $\mathcal{B}$ implicitly sets $\boldsymbol{A}_{1}^{*}=\boldsymbol{B}_{1} \boldsymbol{V}$ where $\boldsymbol{V}=\left(\boldsymbol{R}^{-1}\right)^{\top}$. Observe that, since $\boldsymbol{R} \leftarrow \mathbb{Z}_{p}^{k \times k}, \boldsymbol{V}$ exists with all but negligible probability. $\mathcal{B}$ also implicitly sets $\boldsymbol{A}_{2}=\boldsymbol{B}_{2}^{*}, \boldsymbol{A}_{3}=\boldsymbol{B}_{3}^{*}$ 。 $\mathcal{B}$ then explicitly sets $\boldsymbol{A}_{2}^{*}=\boldsymbol{B}_{2}$ and $\boldsymbol{A}_{3}^{*}=\boldsymbol{B}_{3}$. Note that $\boldsymbol{A}_{i}^{\top} \boldsymbol{A}_{j}^{*}=\boldsymbol{I}$ if $i=j$ and $\mathbf{0}$ if $i \neq j$ for $i, j \in[3]$. $\mathcal{B}$ then samples random $\tilde{\boldsymbol{h}}, \boldsymbol{h}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$, implicitly sets $\boldsymbol{h}=\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}$, and sets $H=\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}+\llbracket \boldsymbol{B}_{2} \rrbracket_{2} \odot \boldsymbol{h}^{\prime \prime}=$ $\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}+\boldsymbol{B}_{2} \boldsymbol{h}^{\prime \prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}^{\prime \prime} \rrbracket_{2}$. Observe that $\boldsymbol{h}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible. $\mathcal{B}$ also samples a random seed seed $\leftarrow S$ for the strong randomness extractor and sets the global public parameters $G P=\left(G, \llbracket \boldsymbol{A}_{1} \rrbracket_{1}, H\right.$, seed $)$.

Generating Authority Public-Master Keys: Whenever $\mathcal{A}$ requests to set up an authority $u \in \mathcal{A U}$ of its choice, if an authority setup query for the same authority $u$ has already been queried before, $\mathcal{B}$ aborts. In the post-challenge query phase, if additionally $\mathcal{A}$ submitted an authority public key $\mathrm{PK}_{u}$ for the same authority $u$ while querying the challenge ciphertext, $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ runs AuthSetup to generate a public-master key pair ( $\mathrm{PK}_{u}, \mathrm{MSK}_{u}$ ) for the authority $u$ as follows. $\mathcal{B}$ samples random $\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u} \leftarrow \mathbb{Z}_{p}^{3 k \times 3 k}$ and sets $\mathrm{PK}_{u}=\left(P_{A, u}=\right.$ $\left.\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, P_{B, u}=\llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)$ and $\mathrm{MSK}_{u}=\left(\boldsymbol{W}_{A, u}, \boldsymbol{W}_{B, u}\right)$. $\mathcal{B}$ provides $\mathrm{PK}_{u}$ to the attacker and stores $\left(\mathrm{PK}_{u}, \mathrm{MSK}_{u}\right)$. Whenever $\mathcal{A}$ requests the master secret key of the authority $u$ at a later time, $\mathcal{B}$ provides it to $\mathcal{A}$.

Generating the $\mathbf{H}$ Oracle Outputs: For all $t \in[q]$, in response to the $t^{\text {th }}$ fresh $\mathbf{H}$ oracle query of $\mathcal{A}$ for some global identifier $\mathrm{GID}_{t}, \mathcal{B}$ generates $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as follows:

- For $t<j, \mathcal{B}$ samples random vectors $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}, \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime}, \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ and implicitly sets $\boldsymbol{h}_{\mathrm{GID}_{t}}=$ $\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} . \mathcal{B}$ then sets $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\left(\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}\right) \boxplus\left(\llbracket \boldsymbol{B}_{2} \rrbracket_{2} \odot \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime \prime}\right) \boxplus$ $\left(\llbracket \boldsymbol{B}_{3} \rrbracket_{2} \odot \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}+\boldsymbol{B}_{2} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime \prime}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime \prime}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$. Observe that $\boldsymbol{h}_{\mathrm{GID}_{t}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.
- For $t=j, \mathcal{B}$ first samples a random vector $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}} \leftarrow \mathbb{Z}_{p}^{k}$ and implicitly sets $\boldsymbol{h}_{\mathrm{GID}_{j}}=$ $\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}$. $\mathcal{B}$ then sets $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ as $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\left(\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}\right) \boxplus \llbracket \boldsymbol{t}_{\beta} \rrbracket_{2}=$ $\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+\boldsymbol{t}_{\beta} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{t}_{\beta} \rrbracket_{2}$. Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ takes
the form $\mathrm{H}\left(\mathrm{GID}_{j}\right)=\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. On the other hand, if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right)$, then $\mathbf{H}\left(\mathrm{GID}_{j}\right)$ takes the form $\mathrm{H}\left(\mathrm{GID}_{j}\right)=$ $\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}}+\boldsymbol{B}_{2} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \rrbracket_{2}$ where $\boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime \prime}, \boldsymbol{h}_{\mathrm{GID}_{j}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. Observe that in both cases, $\boldsymbol{h}_{\mathrm{GID}_{j}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{j}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.
- For $t>j, \mathcal{B}$ samples random vectors $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}, \boldsymbol{h}_{\mathrm{GID}_{t}}}^{\boldsymbol{V}^{\prime} \mathbb{Z}_{p}^{k} \text { and implicitly sets } \boldsymbol{h}_{\mathrm{GID}_{t}}=}$ $\boldsymbol{V}^{-1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}=\boldsymbol{R}^{\top} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \cdot \mathcal{B}$ then sets $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ as $\mathrm{H}\left(\mathrm{GID}_{t}\right)=\left(\llbracket \boldsymbol{B}_{1} \rrbracket_{2} \odot \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}\right) \boxplus\left(\llbracket \boldsymbol{B}_{3} \rrbracket_{2} \odot \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime}\right)=$ $\llbracket \boldsymbol{B}_{1} \tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}}+\boldsymbol{B}_{3} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}_{\mathrm{GD}_{t}}+\boldsymbol{A}_{3}^{*} \boldsymbol{h}_{\mathrm{GID}_{t}}^{\prime} \rrbracket_{2}$. Observe that $\boldsymbol{h}_{\mathrm{GID}_{t}}$ is uniformly distributed over $\mathbb{Z}_{p}^{k}$ since $\tilde{\boldsymbol{h}}_{\mathrm{GID}_{t}} \leftarrow \mathbb{Z}_{p}^{k}$ and $\boldsymbol{R} \in \mathbb{Z}_{p}^{k \times k}$ is invertible.

It stores this value so that it can respond consistently if $\mathrm{H}\left(\mathrm{GID}_{t}\right)$ is queried again.
Generating Secret Keys: Whenever $\mathcal{A}$ makes a secret key query for some (GID,u) $\in \mathcal{G I D} \times$ $\mathcal{A} \mathcal{U}$, if an authority setup query for the authority $u$ has not been made already, $\mathcal{B}$ aborts. In the post-challenge phase, if an authority setup query for the authority $u$ has not already been made, $\mathcal{A}$ submitted the authority public key $\mathrm{PK}_{u}$ for $u$ while querying the challenge ciphertext, or for each $\operatorname{GID} \in \mathcal{G I D}$ the vector $(1,0, \ldots, 0)$ is in the span of all the rows of the challenge access policy matrix $M$ labeled by the authorities for which $\mathcal{A}$ submits the public keys $\left\{\mathrm{PK}_{u}\right\}$ while querying the challenge ciphertext plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, u) so far, $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ simply runs the KeyGen algorithm using the public-master key pair it already created in response to the authority setup query for authority $u$ and generates a secret key $\mathrm{SK}_{\mathrm{GID}, u}=\left(\boldsymbol{k}_{\mathrm{GID}, A, u}=\llbracket \boldsymbol{W}_{A, u} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+\boldsymbol{A}_{1}^{*} \boldsymbol{h}\right) \rrbracket_{2}, \boldsymbol{k}_{\mathrm{GID}, B, u}=\right.$ $\llbracket \boldsymbol{W}_{B, u} \cdot \boldsymbol{h}_{\mathrm{GID} \rrbracket_{2}}$ ) for (GID, $u$ ). If H(GID) has not been generated so far, it follows the above procedure to generate it during this time.

Generating the Challenge Ciphertext: At some point, $\mathcal{A}$ submits two messages, $\mathrm{msg}_{0}, \operatorname{msg}_{1} \in \mathbb{M}$ and an LSSS access structure $(\boldsymbol{M}, \rho)$ where $\boldsymbol{M} \in \mathbb{Z}_{p}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$ is an injective map. $\mathcal{A}$ also submits the public keys $\left\{\mathrm{PK}_{u}=\left(P_{A, u}, P_{B, u}\right)\right\}$ for a subset $U_{\mathcal{A}}$ of attribute authorities appearing in the LSSS access structure ( $\boldsymbol{M}, \rho$ ). If for all attribute authority $u$ for which $\mathcal{B}$ has created a public-master key pair for so far are not contained in $U_{\mathcal{A}}$, and for each GID $\in \mathcal{G I D}$, the vector $(1,0, \ldots, 0)$ is not in the span of all the rows of $\boldsymbol{M}$ labeled by the authorities in $U_{\mathcal{A}}$ plus the authorities for which $\mathcal{A}$ has made a master key query for $u$ or secret key query for (GID, $u$ ), then $\mathcal{B}$ flips a random coin $b \leftarrow\{0,1\}$ and generates a ciphertext CT as follows.

First, $\mathcal{B}$ samples random vectors $\boldsymbol{c}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}^{(2,3)}, \boldsymbol{c}_{A}^{(2,3)}, \boldsymbol{c}_{B}^{(2,3)}$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$ and basis $\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$ respectively. Observe that the vectors $\boldsymbol{c}^{(1)}, \boldsymbol{c}_{A}^{(2,3)}, \boldsymbol{c}_{B}^{(2,3)}$ can be viewed as $\boldsymbol{A}_{1} \boldsymbol{d}, \boldsymbol{A}_{2} d_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime}, \boldsymbol{A}_{2} d_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime}$ respectively. $\mathcal{B}$ also samples random matrices $\boldsymbol{U}_{A}, \boldsymbol{U}_{B} \leftarrow$ $\mathbb{Z}_{p}^{3 k \times(d-1)}$.

Let $Y$ denote the subset of rows of the challenge access matrix $\boldsymbol{M}$ labeled by the authorities for which $\mathcal{A}$ supplies the authority public keys $\left\{\mathrm{PK}_{u}=\left(\llbracket \boldsymbol{W}_{A, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}, \llbracket \boldsymbol{W}_{B, u}^{\top} \boldsymbol{A}_{1} \rrbracket_{1}\right)\right\}$. Let $\bar{Y}=[\ell] \backslash Y . \mathcal{B}$ samples $s_{A, x}, \boldsymbol{s}_{B, x} \leftarrow \mathbb{Z}_{p}^{k}$ for all $x \in Y . \mathcal{B}$ also samples random vectors $\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{1}^{*}\right)$ and $\boldsymbol{c}_{A, x}^{(2,3)}, \boldsymbol{c}_{B, x}^{(2,3)} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$ by using basis $\left(\boldsymbol{B}_{1}^{*}\right)$ and basis $\left(\boldsymbol{B}_{2}^{*}, \boldsymbol{B}_{3}^{*}\right)$ respectively for all $x \in \bar{Y}$. Observe that $\left\{\boldsymbol{c}_{A, x}^{(1)}, \boldsymbol{c}_{B, x}^{(1)}, \boldsymbol{c}_{A, x}^{(2,3)}, \boldsymbol{c}_{B, x}^{(2,3)}\right\}_{x \in \bar{Y}}$ also can be viewed as $\left\{\boldsymbol{A}_{1} s_{A, x}, \boldsymbol{A}_{1} s_{B, x}, \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}, \boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime}\right\}_{x \in \bar{Y}}$. Then $\mathcal{B}$ generates the challenge ciphertext CT $=\left((\boldsymbol{M}, \rho), C,\left\{C_{1, A, x}, C_{2, A, x}, C_{1, B, x}, C_{2, B, x}\right\}_{x \in[\ell]}\right)$, where

$$
\begin{aligned}
C & =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{c}^{(1)} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{c}^{(2,3)} \rrbracket_{1}, H\right), \text { seed }\right) \\
& =\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right), \text { seed }\right),
\end{aligned}
$$

for all $x \in Y$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x} \rrbracket_{1}, \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(2,3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right) \\
& =\llbracket\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{A, \rho(x)} \odot \boldsymbol{s}_{A, x}\right), \\
C_{1, B, x} & =\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x} \rrbracket_{1}, \\
C_{2, B, x} & =\llbracket\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(2,3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right) \\
& =\llbracket\left(-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \rrbracket_{1} \boxplus\left(P_{B, \rho(x)} \odot \boldsymbol{s}_{B, x}\right),
\end{aligned}
$$

and for all $x \in \bar{Y}$,

$$
\begin{aligned}
C_{1, A, x} & =\llbracket \boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(2,3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime} \rrbracket_{1}, \\
C_{2, A, x} & =\llbracket\left(\boldsymbol{c}^{(1)}+\boldsymbol{c}_{A}^{(2,3)} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{c}_{A, x}^{(1)}+\boldsymbol{c}_{A, x}^{(2,3)}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{A, x}^{\prime}\right) \rrbracket_{1}, \\
C_{1, B, x}
\end{array}=\llbracket \boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(2,3)} \rrbracket_{1}=\llbracket \boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{B, x}^{\prime} \rrbracket_{1}, \\
C_{2, B, x} & =\llbracket\left(-\boldsymbol{c}^{(1)}+\boldsymbol{c}_{B}^{(2,3)} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{c}_{B, x}^{(1)}+\boldsymbol{c}_{B, x}^{(2,3)}\right) \rrbracket_{1} \\
& =\llbracket \begin{array}{l}
\left.-\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}_{B}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{B}^{\prime} \| \boldsymbol{U}_{B}\right) \boldsymbol{M}_{x} \\
+\boldsymbol{W}_{B, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} \boldsymbol{s}_{B, x}+\boldsymbol{A}_{2} s_{B, x}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{s}_{B, x}^{\prime}\right)
\end{array} \rrbracket_{1} .
\end{aligned}
$$

Guess: $\mathcal{A}$ eventually outputs a guess bit $b^{\prime} \in\{0,1\}$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}$ and 0 otherwise.
Observe that if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{3}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{14:(j-1)}$. On the other hand, if $\boldsymbol{t}_{\beta} \leftarrow \operatorname{span}\left(\boldsymbol{B}_{2}, \boldsymbol{B}_{3}\right)$, then $\mathrm{H}\left(\mathrm{GID}_{j}\right)$ simulated by $\mathcal{B}$ coincides with that in $\mathrm{Hyb}_{14: j}$. All the other components simulated by $\mathcal{B}$ are also properly distributed. Hence it follows that the games simulated by $\mathcal{B}$ coincides with $\mathrm{Hyb}_{14:(j-1)}$ or $\mathrm{Hyb}_{14: j}$ according as $\beta=0$ or 1 . Thus, $\mathcal{B}$ can use $\mathcal{A}$ to attain non-negligible advantage in solving $\mathrm{SD}_{\boldsymbol{B}_{3} \mapsto \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$. This completes the proof of Lemma 5.31.
Lemma 5.32: For every (possibly unbounded) adversary $\mathcal{A}$ and for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 14: q}(\lambda)\right|=$ $\left|p_{\mathcal{A}, 15}(\lambda)\right|$.

Proof: Observe that the only difference between $\mathrm{Hyb}_{14: q}$ and $\mathrm{Hyb}_{15}$ is that in the former, H (GID) is generated as $\mathrm{H}(\mathrm{GID}) \leftarrow \mathbb{G}_{2}^{3 k}$ whereas in the latter, $\mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{r}_{\mathrm{GID}} \rrbracket_{2} \boxminus H$ where $\boldsymbol{r}_{\mathrm{GID}} \leftarrow \mathbb{Z}_{p}^{3 k}$ for all global identifiers GID for which the challenger needs to generate the H oracle output. Thus, in order to prove these two games are indistinguishable, it is enough to show that the values $\mathrm{H}(\mathrm{GID})$ are distributed identically in the two games.

To see this, note that for all global identifiers GID, since $\boldsymbol{r}_{\text {GID }} \leftarrow \mathbb{Z}_{p}^{3 k}$, then $\boldsymbol{r}_{\text {GID }}$ can be expressed as $\boldsymbol{A}_{1}^{*} \tilde{h}_{\mathrm{GID}}+\boldsymbol{A}_{2}^{*} \tilde{h}_{\mathrm{GID}}^{\prime \prime}+\boldsymbol{A}_{3}^{*} \tilde{\boldsymbol{h}}_{\mathrm{GID}}^{\prime}$ where $\tilde{\boldsymbol{h}}_{\mathrm{GID}}, \tilde{\boldsymbol{h}}_{\mathrm{GID}}^{\prime \prime}, \tilde{\boldsymbol{h}}_{\mathrm{GID}}^{\prime} \leftarrow \mathbb{Z}_{p}^{k}$. This is because $\left(\boldsymbol{A}_{1}^{*}\left\|\boldsymbol{A}_{2}^{*}\right\| \boldsymbol{A}_{3}^{*}\right)$ spans $\mathbb{Z}_{p}^{3 k}$. Also, in these hybrids, we have $H=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}^{\prime \prime} \rrbracket_{2}$ where $\boldsymbol{h}, \boldsymbol{h}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$. Thus $\mathrm{H}(\mathrm{GID})$ generated in $\mathrm{Hyb}_{15}$ can be expressed as $\mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{r}_{\mathrm{GID}} \rrbracket_{2} \boxminus H=$ $\llbracket\left(\boldsymbol{A}_{1}^{*} \tilde{\boldsymbol{h}}_{\mathrm{GID}}+\boldsymbol{A}_{2}^{*} \tilde{\boldsymbol{h}}_{\mathrm{GID}}^{\prime \prime}+\boldsymbol{A}_{3}^{*} \tilde{\boldsymbol{h}}_{\mathrm{GID}}^{\prime}\right)-\left(\boldsymbol{A}_{1}^{*} \boldsymbol{h}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}^{\prime \prime}\right) \rrbracket_{2}$. Thus, we have H(GID) $=\llbracket \boldsymbol{A}_{1}^{*}\left(\tilde{\boldsymbol{h}}_{\mathrm{GID}}-\boldsymbol{h}\right)+$ $\boldsymbol{A}_{2}^{*}\left(\tilde{\boldsymbol{h}}_{\mathrm{GID}}^{\prime \prime}-\boldsymbol{h}^{\prime \prime}\right)+\boldsymbol{A}_{3} \tilde{\boldsymbol{h}}_{\mathrm{GID}}^{\prime} \rrbracket_{2}$. Since the vectors $\tilde{\boldsymbol{h}}_{\mathrm{GID}}, \tilde{\boldsymbol{h}}_{\text {GID }}^{\prime \prime}$ are uniformly random over $\mathbb{Z}_{p}^{k}$ and uncorrelated, it follows that $\tilde{\boldsymbol{h}}_{\mathrm{GID}}-\boldsymbol{h}, \tilde{\boldsymbol{h}}_{\mathrm{GID}}^{\prime \prime}-\boldsymbol{h}^{\prime \prime}$ are also uniformly random over $\mathbb{Z}_{p}^{k}$ and uncorrelated. Hence, it follows that $\mathrm{H}(\mathrm{GID})$ generated in $\mathrm{Hyb}_{15}$ are uniformly and independently distributed in $\mathbb{G}_{2}^{3 k}$, or in other words, identically to those in $\mathrm{Hyb}_{14: q}$. This completes the proof of Lemma 5.32.

Lemma 5.33: If the $\mathrm{SD}_{\boldsymbol{B}_{3} \mapsto \boldsymbol{B}_{2}, \boldsymbol{B}_{3}}^{\mathbb{G}_{2}}$ assumption holds, then for all PPT adversary $\mathcal{A}$, there exists a negligible function negl $\left.\right|_{16: j}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 16:(j-1)}(\lambda)-p_{\mathcal{A}, 16: j}(\lambda)\right| \leq \operatorname{neg}_{16: j}(\lambda)$ for all $j \in[q]$.

Proof: The proof is analogous to that of Lemma 5.31 with some minor changes that can be easily figured out.

Lemma 5.34: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{neg}_{17}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 16: q}(\lambda)-p_{\mathcal{A}, 17}(\lambda)\right| \leq \operatorname{neg}_{17}(\lambda)$.

Proof: The proof is similar to that of Lemma 5.6 with some minor changes that can be easily figured out.

Lemma 5.35: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{18}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 17}(\lambda)-p_{\mathcal{A}, 18}(\lambda)\right| \leq \operatorname{neg}_{18}(\lambda)$.

Proof: The proof of this lemma is very similar to that of Lemma 5.29. We present it for concreteness.

Observe that the only difference between $\mathrm{Hyb}_{17}$ and $\mathrm{Hyb}_{18}$ is that in the former game the parameters $\left\{\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}\right\}_{x \in[\ell]}$ are shares of a secret that involves $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ with $\boldsymbol{d}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ that is part of the input to the strong randomness extractor generating the mask for the message $\mathrm{msg}_{b}$, whereas in the latter game, the secret involves $\boldsymbol{A}_{2} \boldsymbol{d}_{A}^{\prime \prime}$ with $\boldsymbol{d}_{A}^{\prime \prime} \leftarrow \mathbb{Z}_{p}^{k}$ that is independent from $\boldsymbol{d}^{\prime \prime}$. Therefore, in order to prove these two games are statistically indistinguishable, we will argue that the portion of the secrets being shared by $\operatorname{span}\left(\boldsymbol{A}_{2}\right)$ are information theoretically hidden to the adversary $\mathcal{A}$ in $\mathrm{Hyb}_{17}$.

First observe that the portion of the secrets being shared that lie in $\operatorname{span}\left(\boldsymbol{A}_{1}\right)$, i.e., $\boldsymbol{A}_{1} \boldsymbol{d}$, is information theoretically revealed to $\mathcal{A}$ by the ciphertext component $C=\operatorname{msg}_{b} \oplus \operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right)\right.$. $e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right)$, seed $)$.

We note that the shares $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}$ for all the rows $x$ of the challenge access matrix $\boldsymbol{M}$ labeled by corrupted authorities (i.e., the authorities for which $\mathcal{A}$ either requests the master key or creates it on its own) are information theoretically revealed to $\mathcal{A}$. Further, observe that the shares $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}$ for no other rows $x$ of $\boldsymbol{M}$ is fully leaked to $\mathcal{A}$. In order to see this, note that for all the rows $x$ corresponding to corrupted authorities, $\mathcal{A}$ knows the values $\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{2}$ information theoretically, but it does not get to know $\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{2}$ for any uncorrupted rows $x$ of $\boldsymbol{M}$. This is because the only way for $\mathcal{A}$ to learn $\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{2}$ for uncorrupted rows is by asking a secret key query corresponding to (GID, $\rho(x)$ ) for some global identifier GID. As per the description of $\mathrm{Hyb}_{17}$, such a secret key $\mathrm{SK}_{\mathrm{GID}, \rho(x)}$ would look like

$$
\begin{aligned}
& \mathrm{SK}_{\mathrm{GID}, \rho(x)} \\
& =\left(K_{\mathrm{GID}, A, \rho(x)}=\llbracket \boldsymbol{W}_{A, \rho(x)} \cdot\left(\boldsymbol{h}_{\mathrm{GID}}+H\right) \rrbracket_{2}, K_{\mathrm{GID}, B, \rho(x)}=\llbracket \boldsymbol{W}_{B, \rho(x)} \cdot \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}\right) \\
& =\left(K_{\mathrm{GID}, A, \rho(x)}=\llbracket \boldsymbol{W}_{A, \rho(x)}\left(\left(\boldsymbol{p}_{\mathrm{GID}}-\not{ }_{\mathrm{G}}\right)+\not{ }^{\prime}\right) \rrbracket_{2}, K_{\mathrm{GID}, B, \rho(x)}=\llbracket \boldsymbol{W}_{B, \rho(x)} \boldsymbol{h}_{\left.\mathrm{GID} \rrbracket_{2}\right)}\right. \\
& =\left(K_{\mathrm{GID}, A, \rho(x)}=\llbracket \boldsymbol{W}_{A, \rho(x)} \boldsymbol{p}_{\mathrm{GID}} \rrbracket_{2}, K_{\mathrm{GID}, B, \rho(x)}=\llbracket \boldsymbol{W}_{B, \rho(x)} \boldsymbol{h}_{\mathrm{GID}} \rrbracket_{2}\right),
\end{aligned}
$$

where $\boldsymbol{p}_{\mathrm{GID}} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{3}^{*}\right)$. The second equality follows from the fact that in $\mathrm{Hyb}_{17} \mathrm{H}(\mathrm{GID})$ is generated as $\mathrm{H}(\mathrm{GID})=\llbracket \boldsymbol{p}_{\mathrm{GID}} \rrbracket_{2} \boxminus H$ with $\boldsymbol{p}_{\mathrm{GID}} \leftarrow \operatorname{span}\left(\boldsymbol{A}_{1}^{*}, \boldsymbol{A}_{3}^{*}\right)$. Thus, it follows that a secret key $\mathrm{SK}_{\mathrm{GID}, \rho(x)}$ only reveals $\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{1}$ and $\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{3}$ but does not leak $\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{2}$ to $\mathcal{A}$ information theoretically. Hence, it follows that $\mathcal{A}$ can only learn $\boldsymbol{W}_{A, \rho(x)}^{\top} \boldsymbol{A}_{2}$ and hence $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}$ information theoretically.

However, by the game restriction the subspace spanned by those rows does not include the vector $(1,0, \ldots, 0)$. This means there must exists a vector $\boldsymbol{u} \in \mathbb{Z}_{p}^{d}$ such that $\boldsymbol{u}$ is orthogonal to all these rows of $\boldsymbol{M}$ but is not orthogonal to ( $1,0, \ldots, 0$ ), (i.e., the first entry of $\boldsymbol{u}$ is nonzero). We
consider a basis of $\mathbb{U}$ of $\mathbb{Z}_{p}^{d}$ involving the vector $\boldsymbol{u}$ and write $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right)=\hat{\boldsymbol{V}}_{A}+$ $\boldsymbol{a} \boldsymbol{u}^{\top}$ for some $\boldsymbol{a}$ and some matrix $\hat{\boldsymbol{V}}_{A} \in \operatorname{span}^{3 k}(\mathbb{U} \backslash\{\boldsymbol{u}\})$. We note that each row of $\hat{\boldsymbol{V}}_{A}$ is uniformly distributed in the subspace spanned by $\mathbb{U} \backslash\{\boldsymbol{u}\}$ and reveals no information about $\boldsymbol{a}$. Now, since the first coordinate of $\boldsymbol{u}$ is nonzero, it follows that the first column of $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right)$, i.e., $\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime}$, depends on $\boldsymbol{a}$. But the shares $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}$ for all the corrupted rows of $\boldsymbol{M}$ contains no information about $\boldsymbol{a}$ since $\boldsymbol{u}$ is orthogonal to all these rows. Thus, it follows that these rows do not leak information of $\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime}$. This means the information of $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime}$ is not revealed to $\mathcal{A}$ by these rows.

Hence, the only possible way for $\mathcal{A}$ to get information about $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ is through the ciphertext components $C_{2, A, x}$ corresponding to the uncorrupted rows of $\boldsymbol{M}$. However, for each such row $x$, $\mathcal{A}$ can only recover $\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}$ and

$$
\begin{aligned}
& \left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x} \\
& \quad+\left(\boldsymbol{W}_{A, \rho(x)}+\boldsymbol{V}_{A, \rho(x)}^{(2)}\right)^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \\
& =\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right) \\
& \quad+\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{V}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}
\end{aligned}
$$

information theoretically. Now recall that $\boldsymbol{V}_{A, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ hence we can write $\boldsymbol{V}_{A, \rho(x)}^{(2)}$ as $\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)}+\boldsymbol{A}_{2}^{*} \boldsymbol{R}_{A, \rho(x)} \boldsymbol{A}_{2}^{\top}$ where $\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)} \leftarrow \operatorname{span}^{3 k}\left(\boldsymbol{A}_{2}^{*}\right)$ and $\boldsymbol{R}_{A, \rho(x)} \in \mathbb{Z}_{p}^{k \times k}$. Therefore, we have

$$
\begin{aligned}
& \left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\boldsymbol{V}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime} \\
& =\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\left(\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)}+\boldsymbol{A}_{2}^{*} \boldsymbol{R}_{A, \rho(x)} \boldsymbol{A}_{2}^{\top}\right)^{\top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime} \\
& =\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{2} \boldsymbol{R}_{A, \rho(x)}^{\top} \boldsymbol{A}_{2}^{* \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime} \\
& =\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{2} \boldsymbol{R}_{A, \rho(x)}^{\top} s_{A, x}^{\prime \prime}
\end{aligned}
$$

information theoretically. Since the labeling function $\rho$ is injective, it follows that $\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)}, \boldsymbol{R}_{A, \rho(x)}$ are freshly random matrices that appears nowhere else. This means given $\boldsymbol{A}_{1} \boldsymbol{s}_{A, x}+\boldsymbol{A}_{2} \boldsymbol{s}_{A, x}^{\prime \prime}+$ $\boldsymbol{A}_{3} s_{A, x}^{\prime}$ and $\left(\boldsymbol{A}_{1} \boldsymbol{d}+\boldsymbol{A}_{3} \boldsymbol{d}_{A}^{\prime} \| \boldsymbol{U}_{A}\right) \boldsymbol{M}_{x}+\boldsymbol{W}_{A, \rho(x)}^{\top}\left(\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}\right)+\left(\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \| \mathbf{0}\right) \boldsymbol{M}_{x}+$ $\boldsymbol{V}_{A, \rho(x)}^{(2) \top} \boldsymbol{A}_{2} s_{A, x}^{\prime \prime}$, if $\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}$ is nonzero (note that $\boldsymbol{A}_{1} s_{A, x}+\boldsymbol{A}_{2} s_{A, x}^{\prime \prime}+\boldsymbol{A}_{3} s_{A, x}^{\prime}=$ $\mathbf{0}$ with negligible probability), any value of $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ can be explained by a particular value of $\tilde{\boldsymbol{V}}_{A, \rho(x)}^{(2)}, \boldsymbol{R}_{A, \rho(x)}$. It follows that $\boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime}$ is information theoretically hidden to $\mathcal{A}$. This completes the proof of Lemma 5.35

Lemma 5.36: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{19}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 18}(\lambda)-p_{\mathcal{A}, 19}(\lambda)\right| \leq \operatorname{neg}_{19}(\lambda)$.

Proof: The proof is similar to that of Lemma 5.6 with some minor changes that can be easily figured out.

Lemma 5.37: For every (possibly unbounded) adversary $\mathcal{A}$, there exists a negligible function $\operatorname{negl}_{20}(\cdot)$ such that for all $\lambda \in \mathbb{N},\left|p_{\mathcal{A}, 19}(\lambda)-p_{\mathcal{A}, 20}(\lambda)\right| \leq \operatorname{neg}_{20}(\lambda)$.

Proof: Observe that in $\mathrm{Hyb}_{19}$, the value $\boldsymbol{d}^{\prime \prime} \in \mathbb{Z}_{p}^{k}$ is information theoretically hidden to $\mathcal{A}$. This means that $e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right)$ is uniformly random and therefore has $k \log (p)$ bits of min-entropy, i.e., $\mathbf{H}_{\infty}\left(e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right)\right)=k \log (p)$ (recall that $H=\llbracket \boldsymbol{A}_{1}^{*} \boldsymbol{h}+\boldsymbol{A}_{2}^{*} \boldsymbol{h}^{\prime \prime} \rrbracket_{2}$ in $\left.\mathrm{Hyb}_{19}\right)$. Thus, if Ext is parameterized correctly, then $\operatorname{Ext}\left(e\left(\llbracket \boldsymbol{A}_{1} \boldsymbol{d} \rrbracket_{1}, H\right) \cdot e\left(\llbracket \boldsymbol{A}_{2} \boldsymbol{d}^{\prime \prime} \rrbracket_{1}, H\right)\right.$, seed) (which masks msg ${ }_{b}$ ) is statistically close to uniform in $\mathcal{A}$ 's view. This completes the proof of Lemma 5.37.
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[^1]:    ${ }^{1}$ Our construction is secure based on any choice of $k$. For instance, setting $k=1$ we get security under the Symmetric External Diffie-Hellman Assumption (SXDH), and setting $k=2$ corresponds to security under the DLIN assumption.

[^2]:    ${ }^{2}$ The very recent construction of Waters, Wee, and Wu WWW22 is in the plain model, however, as mentioned, it is based on a newly introduced and less standard assumption and achieves the rather weak "static" security definition.

[^3]:    ${ }^{3}$ WWW22 is an exception; see Footnote 2 .

[^4]:    ${ }^{4}$ The $\rho$ function maps between rows of the policy matrix $\boldsymbol{M}$ and the index of the associated authorities/attributes.

[^5]:    ${ }^{5}$ The access policy $(\boldsymbol{M}, \rho)$ is of the form $\boldsymbol{M}=\left(M_{x, j}\right)_{\ell \times d}=\left(\boldsymbol{M}_{1}, \ldots, \boldsymbol{M}_{\ell}\right)^{\top} \in \mathbb{Z}_{N}^{\ell \times d}$ and $\rho:[\ell] \rightarrow \mathcal{A} \mathcal{U}$. The function $\rho$ associates rows of $\boldsymbol{M}$ to authorities. We assume that $\rho$ is an injective function, that is, an authority/attribute is associated with at most one row of $\boldsymbol{M}$. This can be extended to a setting where an attribute appears within an access policy for at most a bounded number of times Wat11, LW11a.

[^6]:    ${ }^{6}$ In our formal proof of Section 4.4 this is spread out over Hybrids 7-9. We will condense these for this overview and thus skip two numbers of hybrids.

