
DISCRETE EXPONENTIAL EQUATIONS AND NOISY SYSTEMS
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ABSTRACT. The history of equations dates back to thousands of years ago, though the equals
sign “=” was only invented in 1557. We formalize the processes of decomposition and restora-
tion in mathematics and physics by defining discrete exponential equations and noisy equa-
tion systems over an abstract structure called a land, which is more general than fields,
rings, groups, and monoids. Our abstract equations and systems provide general languages
for many famous computational problems such as integer factorization, ideal factorization,
isogeny factorization, learning parity with noise, learning with errors, learning with round-
ing, etc. From the abstract equations and systems we deduce a list of new decomposition prob-
lems and noisy learning problems. We also give algorithms for discrete exponential equations
and systems over algebraic integers. Our motivations are to develop a theory of decompo-
sition and restoration; to unify the scattered studies of decomposition problems and noisy
learning problems; and to further permeate the ideas of decomposition and restoration into
all possible branches of mathematics. A direct application is a methodology for finding new
hardness assumptions for cryptography.

1. INTRODUCTION

Recall that when we were in primary school, we saw equations like 1+1 = 2; when we
were in middle school, we saw equations like sin2 x+cos2 x = 1 and ax2+bx+ c = 0; when we
were in high school and university, we saw equations like ∂z

∂x+ ∂z
∂y = a (differential equations),

y2 = ∫ x
a xyd y (integral equations), and Ax = b (matrix equations), etc. As our studies went

further, we saw more and more different kinds of equations. They are mostly equations over
numbers of some number field/ring, and the equals sign “=” (invented by Robert Recorde in
1557 [San57]) denotes exact equality.

In this paper we study equations of the form

ax1
1 · · ·axn

n −∼ a,

where “−∼” is a generalization of the equals sign “=” to also capture the isomorphism sign “∼=”,
and a1, . . . ,an,a are from an abstract structure called a land, which is a monoid without the
axiom of associativity. In particular, a1, . . . ,an,a can be numbers, sets, groups, rings, ideals,
varieties, modules, lattices, functions, etc. Also, the binary operation “·” can be normal mul-
tiplication of numbers, intersection or union of sets, direct product (Cartesian product) of
groups, direct sum of modules, function composition of isogenies, and even non-associative
operations like subtraction and division, etc. We call this kind of equations discrete expo-
nential equations.

We further study systems of noisy equations of the form

ax1
1 · · ·axn

n · e −∼ a
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over some land, where a1, . . . ,an,a are given but e is not given. We call this kind of equation
systems noisy equation systems.

The abstract equations and systems capture some famous algorithmic problems such as
integer factorization [Gal12], ideal factorization [HM89], isogeny factorization [CLG09],
learning parity with noise (LPN) [BMT78; BFKL94], learning with errors (LWE) [Reg09]
learning with rounding (LWR) [BPR12], and the recently proposed multiple modular unique
factorization domain subset product with errors problem [Li22d; Li22e; Li22f; Li22g] and
multiple modular subset sum with errors problem [Li22d; Li22g]. In fact, the abstract equa-
tions and systems reveal the two most common patterns of hard problems in cryptography:
decomposition and noisy learning.

Another angle to look at this work is to treat it as a further generalization of the (already
quite general) subset product and subset product with errors problems in [Li22a; Li22d]
from the area of algebraic number theory to more branches of mathematics such as algebraic
geometry, topology, lattice theory, etc.

In the rest of the paper, we discuss the philosophy and motivation of our theory; define
the abstract equations and systems; show how the existing problems are captured by the
equations and systems; propose new decomposition and noisy learning problems in different
mathematical branches; and give basic algorithms for some of them.

2. PHILOSOPHY

It all starts with our consideration about the phenomena of generation/decomposition and
distortion/restoration in mathematics and physics. They reflect two fundamental instincts
of human beings: synthesizing/analyzing things and finding causes from effects.

2.1. GENERATION AND DECOMPOSITION.
The concept of generation is everywhere in different branches of mathematics. To see this,

just to think about various names like group generators, ring generators, ideal generators,
topology generators, basis of vector space, basis of lattice, basis of algebra, etc.

The opposite concept is decomposition, which is about splitting an object into parts. Ex-
amples include integer factorization, group decomposition, ideal factorization, variety fac-
torization, isogeny factorization, etc. A special case is irreducible decomposition, which
decomposes an object into irreducible parts. For example, integer factorization. We call
irreducible decomposition factorization.

A decomposition problem can be asked in two different ways. One is only given an object
and asks to find all its irreducible components as well as their multiplicities. The other is
given an object as well as a range of potential (often reducible) components and asks to find
the multiplicities only.

We notice that both cases can be put into a single language, which we call discrete ex-
ponential equations. This general language provides a systematic methodology to discover
new problems.

2.2. DISTORTION AND RESTORATION.
Problems about “finding causes from effects” are called inverse problems [Tar05; KS06].

But the effects are usually distorted by noise in the environment before being observed.
Hence the difficulty is about how to recover the causes from the distorted effects. Two
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typical examples are signal recovery and image recovery, which are given a list of distorted
signals or images, recover the original signals or images.

There are at least two differences between our treatment and the traditional study of in-
verse problems. First is that we mainly care about problems with discrete solutions. Second
is that the range of our study is not limited to science/analysis but pure mathematics. We
explain the two differences in the following.

Problems from nature are mostly continuous. Hence many inverse problems are defined
over real numbers R. For example, the linear inverse problem with Gaussian noise [FNT10,
p.24, p.123] is indeed LWE over R and with solutions in R. Note that solving for continuous
solutions to LWE over R is relatively easy [Tar05; KS06]; but finding discrete solutions to
LWE over a finite field Fq is extremely hard [BLPRS13; APS15]. Hence with the mindset
of “hard to solve =⇒ interesting”, we mainly study noisy equation systems with discrete
solutions.

Also, inverse problems are mostly about the physical world around us. Hence they mostly
belong to the branch of analysis, involving metric theory, measure theory, probability theory,
functional analysis, etc. However, there is a big whole universe of pure mathematics outside
the scope of science and analysis. We therefore try to permeate the phenomenon of noisy
distortion into all existing branches of mathematics, and define new noisy learning problems
in algebraic number theory, algebraic geometry, topology, lattice theory, abstract algebra,
linear algebra, etc.

3. DISCRETE EXPONENTIAL EQUATIONS

If we look at decomposition from the perspective of equation solving, a decomposition
problem is in fact an equation solving problem that asks to solve an equation of the form

ax1
1 · · ·axn

n = a

for integers x1, . . . , xn ∈ Z, where the multiplication is an abstract binary operation, and
a0

i := 1 means that ai is not a component of a.
Note that there is no need to list all the bases a1, . . . ,an out to represent the equation. For

example, for integer factorization, we can represent the bases a1, . . . ,an by some conditional
statement like “prime AND ≤p

a”, which is a small representation of size polynomial in the
bit length ⌈log2 a⌉ of a, even if the number of potential prime factors is exponential.1

Also, we do not need to print all entries x1, . . . , xn of a solution (x1, . . . , xn) after finding it.
We can simply print the nonzero entries.2

We define this kind of abstract equations below.

3.1. LAND.
The first thing is to define the ground structure, i.e., where a1, . . . ,an,a live.
At the very least, it should be a set. Again, to have expressions like ax1

1 · · ·axn
n , there should

be a binary operation. Also, to define a0 := 1, there should be an identity 1.
These conditions lead to our definition of lands.

DEFINITION 1. A land is a set with a binary operation and an identity.

1We shall keep in mind that the complexity of an algorithm is measured in the bit length of its input, i.e.,
the bit length of the problem description.

2Note that the number of nonzero entries must be ≤ log2 a because the factors of a are all ≥ 2.
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In other words, a land is a semigroup with identity but without requiring associativity;
or a monoid without requiring associativity. Typical examples include groups, rings, fields,
topologies (with the operation to be set intersection), σ-algebras (with the operation to be set
union), etc. A special example is the set of integers with subtraction (Z,−). It is a land but
not a group, a monoid, nor a semigroup because subtraction does not satisfy associativity.

Let L be a land with identity 1. An element a ∈ L is said to be invertible if there is an
element b ∈ L such that ab = 1. An invertible element a ∈ L is called a unit. An element
a ∈ L is said to be irreducible if it is neither a unit nor the product of two non-units. The
land L is called a unique factorization land if every non-unit has a unique factorization into
non-units, where the uniqueness is up to ordering of the factors and rescaling the non-units
by units.

3.2. LAND ISOMORPHISM.
Similar to the structure-preserving maps between other objects such as homomorphisms

between groups, linear transformations between vector spaces, continuous functions be-
tween topological spaces, and isogenies between varieties, we define homomorphisms be-
tween lands.

DEFINITION 2. A land homomorphism from a land (A,∗) to a land (B, ·) is a function φ :
A → B such that for all a ∈ A and b ∈ B it holds that φ(a∗b)=φ(a) ·φ(b).

DEFINITION 3. A land isomorphism is a bijective land homomorphism.

Example. Let (Z,−) be the land of integers with subtraction. Let (2Z,−) be the land of
even numbers with subtraction. Then the map φ : (Z,−) → (2Z,−);a 7→ a− (0− a) is a land
homomorphism because φ(a−b)= (a−b)− (0− (a−b))= (a−b)− (−(a−b))= (a−b)− (b−a)=
(a− (−a))− (b− (−b)) = (a− (0−a))− (b− (0− b)) =φ(a)−φ(b). It is also a land isomorphism
because integers and even integers are 1-to-1 corresponding and if we define 2a := a−(0−a)
then φ : a 7→ a− (0−a) is actually φ : a 7→ 2a, i.e., it maps integers to even integers.

3.3. DISCRETE EXPONENTIAL EQUATIONS.
Let L be a land. Denote its identity as 1. Let a ∈ L and n ∈ N. Define an := ∏n

i=1 a and
a0 := 1. Define −∼ to mean equality or land isomorphism3.

DEFINITION 4. A discrete exponential equation over a land L is an equation of the form
n∏

i=1
axi

i
−∼ a,

where a1, . . . ,an,a ∈ L. A solution to the equation is an integral vector (x1, . . . , xn) ∈ Zn that
satisfies the equation. We call a1, . . . ,an the bases and a the target.

3There is a little conceptual problem here. We suggest that “−∼” is different from “∼=”. One might think
that when we write A ∼= B, it already captures the possibility of A = B. However, this makes sense only when
the concept of isomorphism is well-defined between A and B. For a counter example, when A and B are two
integers, it does not make sense to say that A and B are isomorphic. But it makes sense to write A −∼ B
because “−∼” means “isomorphic to” or “equals to”, where the first meaning is taken only when the concept of
isomorphism exists, regardless whether it captures equality; but the second meaning can be taken even when
the concept of isomorphism does not exist.
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Let L be a unique factorization land. Let p1, . . . , pm be all the irreducible factors of
a1, . . . ,an. We call a matrix M ∈ Zm×n a characteristic matrix of the discrete exponential
equation if ai =∏m

i=1 pMi, j
i for all j ∈ n. We call the row rank of M (over any field) the rank of

the equation (over the same field). Note that there can be different characteristic matrices
of a discrete exponential equation depending on the ordering of the irreducible factors. But
the rank is an invariant of a discrete exponential equation over a unique factorization land.

3.4. WELL-KNOWN PROBLEMS.
Following are examples of irreducible decomposition.

Integer factorization. The problem is given a positive integer a ∈Z>0, find primes p1, . . . , pm
and positive integers x1, . . . , xm ∈Z>0 such that

∏m
i=1 pxi

i = a.
In the language of discrete exponential equations, it is to solve the equation

w∏
i=1

pxi
i = a

for nonnegative integers x1, . . . , xw ∈Z≥0, where p1, . . . , pw are all the primes ≤p
a.

Recall that we do not need to list all the bases p1, . . . , pw out to describe the equation
(but a rule like “prime AND ≤p

a”); nor to list all the exponents x1, . . . xw out to describe an
answer (but the nonzero ones).

Ideal factorization [HM89]. Let Cl(K) be the ideal class group of a number field K . It
is an abelian group. Assuming the generalized Riemann hypothesis, Cl(K) is generated by
prime ideals of norm ≤ 12(log |△K )|)2 [Bac90], where △K is the discriminant of K .

The problem is given an ideal a ∈ Cl(K), find prime ideals p1, . . . ,pm ∈ Cl(K) and nonzero
integers x1, . . . , xm ∈Z× such that

∏n
i=1p

xi
i = a.

In the language of discrete exponential equations, it is to solve the equation
w∏

i=1
pxi

i = a

for integers x1, . . . , xw ∈Z, where p1, . . . ,pw are all prime ideals of norm ≤ 12(log |△K )|)2.

Isogeny factorization [CLG09]. The problem is given two elliptic curves E1 and E2 :=
ϕ(E1), where ϕ is a separable isogeny, find ϕ. It is essentially asking to find the factorization
ϕ=ϕ1◦· · ·◦ϕm◦[n] of the isogeny ϕ into isogenies ϕi of prime degrees, where n is the greatest
integer such that the torsion subgroup E1[n]⊆ kerϕ, also deg(ϕ)= n2 ∏m

i=1 deg(ϕi).
In the language of discrete exponential equations, it is to solve the equation

w∏
i=1

ϕ
xi
i =ϕ

for binary integers x1, . . . , xw ∈ {0,1}, where the product is successive function compositions,
and ϕ1, . . . ,ϕw are all the possible intermediate irreducible isogenies between E1 and E2 in
the isogeny graph.

3.5. NEW PROBLEMS.
Following are decomposition problems that either have not been considered in the liter-

ature or have not been thoroughly studied from the computational point of view. Also note
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that the bases in each problem are possibly irreducible, but we mostly think of them as
reducible.

Integer decomposition. The problem is given n+1 positive integers a1, . . . ,an,a ∈ Z>0,
find n nonnegative integers x1, . . . , xn ∈Z≥0 such that

n∏
i=1

axi
i = a.

Several mixable variations can be considered: (1) the summation version is to replace
multiplication by addition; (2) the modular version is to reduce both sides of the equation
modulo some integer N; and (3) a more general version is to replace Z by the order OK of a
number field K .

For (3), note that every number ring is a Dedekind domain; and a Dedekind domain is a
UFD if and only if it is a PID. Hence OK might not be a UFD. It follows that the factorization
(i.e. irreducible decomposition) problem over OK might not have a unique solution.

Polynomial decomposition. Let K be a field and let m ≥ 1. Let K[z1, . . . , zm] be the
m-variate polynomial ring over K . The problem is given n+ 1 polynomials f1, . . . , fn, f ∈
K[z1, . . . , zm], find n nonnegative integers x1, . . . , xn ∈Z≥0 such that

n∏
i=1

f xi
i = f .

Note that if m = 1 then the univariate polynomial ring K[z] is a UFD. This is because for
any polynomial ring R[z], it is a UFD if the ground ring R is; and that a field R is aways a
UFD.

Two mixable variations are: (1) the summation version is to replace polynomial multi-
plication by polynomial addition; and (2) the modular version is to reduce both sides of the
equation modulo a polynomial g ∈ K[z1, . . . , zm].

Ideal decomposition. Let R be a ring (e.g. the order OK of a number field K). The problem
is given n+1 ideals I1, . . . , In, I of R, find n nonnegative integers x1, . . . , xn ∈Z≥0 such that

n∏
i=1

Ixi
i = I.

Two mixable variations are: (1) the summation version is to replace ideal multiplication
by ideal addition; and (2) the modular version is to reduce both sides of the equation modulo
some ideal J.

Ideal class group decomposition. Let K be a number field and OK be its order. Let F
be the group of fractional ideals of OK . Let P be the group of principal ideals of OK . Then
Cl :=F /P is the ideal class group of K .

The problem is given n+1 ideals a1, . . . ,an,a⊂OK , find n nonnegative integers x1, . . . , xn ∈
Z≥0 such that

n∏
i=1

axi
i = a (mod P ).

where we define a= b (mod P ) := a ·P = b ·P for all a,b ∈F .
A more general version is to consider a1, . . . ,an,a ∈F and x1, . . . , xn ∈Z×. Note that unique

factorization holds for both ideals and fractional ideals of OK .
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Variety decomposition. Let K be a field and Am = Km be the m-dimensional affine variety
over K .

One way to define the problem is: given n+1 varieties (i.e. algebraic sets) X1, . . . , Xn, X ⊂
Am, find n binary integers x1, . . . , xn ∈ {0,1} such that

∪n
i=1 X xi

i = X , where we define X1
i := X i

and X0
i :=∅. However this problem is trivial when the varieties X1, . . . , Xn are of polynomial

sizes and the elements are given in the plain. In fact, one could throw away those X i ’s that
have points not in X and take the union of the rest X i ’s; then either the union equals X or
the problem has no solutions.

A better problem is: given n+1 varieties X1, . . . , Xn, X ⊂Am, find a binary vector (x1, . . . , xn) ∈
{0,1}n of lowest Hamming weight such that

n∪
i=1

X xi
i = X ,

where X1
i := X i and X0

i :=∅.
The intersection version of the problem is to replace

∪
by

∩
and replace X0

i :=∅ by X0
i :=

An.
If we think about the basic relations V (I)∪V (J) = V (IJ) and V (I)∩V (J) = V (I + J) be-

tween varieties and ideals, we can see that the union and intersection versions of variety
decomposition correspond to the product and summation versions of ideal decomposition
respectively.

Topology decomposition. Let τ be a topology on a set S.
The naive problem is: given n+1 open sets A1, . . . , An, A ∈ τ, find n+1 binary integers

x1, . . . , xn ∈ {0,1} such that
∩n

i=1 Axi
i = A, where A1

i := A i and A0
i := S. This problem is trivial

when the open sets A1, . . . , An are of polynomial sizes and the elements are given in the
plain. In that case one can pick out all open sets A i that contain A; then either their
intersection is A or the problem has no solutions.

A better problems is: given n+1 open sets A1, . . . , An, A ∈ τ, find a binary vector (x1, . . . , xn) ∈
{0,1}n of lowest Hamming weight such that

n∩
i=1

Axi
i = A,

where A1
i := A i and A0

i := S.
The union version is to replace

∩
by

∪
and replace A0

i := S by A0
i :=∅. In fact, the union

(resp. integersection) version of variety decomposition is a special case of the intersection
(resp. union) version of topology decomposition with the concrete topology the Zariski topol-
ogy of varieties.

Module decomposition. The problem is given n+1 modules M1, . . . , Mn, M, find n binary
integers x1, . . . , xn ∈ {0,1} such that

n⊕
i=1

Mxi
i = M,

where
⊕

is direct sum, M1
i := Mi and M0

i := {0} (trivial module).

Vector space decomposition. This is a special case of module decomposition since every
vector space is a module over a field. Typical fields include Q, R, C and finite fields Fq for
prime powers q.
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Ring decomposition. This is also a special case of module decomposition since every ring
is an abelian group hence a Z-module. Typical rings include polynomial rings and number
rings.

Group decomposition The problem is given n+1 groups G1, . . . ,Gn,G, find n nonnegative
integers x1, . . . , xn ∈Z≥0 such that

n⊗
i=1

Gxi
i
∼=G,

where
⊗

is direct product (i.e. Cartesian product), G1
i :=G i and G0

i := {1} (trivial group).

Matrix decomposition. The problem is given n+1 square matrices M1, . . . , Mn, M ∈Zm×m,
find n nonnegative integers x1, . . . , xn ∈Z≥0 such that

n∏
i=1

Mxi
i = M,

where M1
i := Mi and M0

i = 1 (identity matrix). Note that this problem is a “ noncommutative
problem” in the sense that operation, namely matrix multiplication is noncommutative.

Lattice vector decomposition. We take Euclidean lattice as an example. Let Rm be
the m-dimensional Euclidean space. A lattice in Rm is the set Λ(B) = {Bz : z ∈ Zk}, where
B = (b1, . . . ,bk) ∈ Rm×k is a matrix with linear independent columns. We call {b1, . . . ,bn} the
lattice basis.

The problem is given n+1 lattice vectors v1, . . . ,vn,v ∈Λ(B), find n integers x1, . . . , xn ∈ Z

such that
n∑

i=1
xivi = v.

Elliptic point decomposition. Let E be an elliptic curve. The problem is given n+1 points
P1, . . . ,Pn,P ∈ E, find n nonnegative integers x1, . . . , xn ∈Z≥0 such that

n∑
i=1

[xi]Pi = P,

where [xi]Pi := Pi +·· ·+Pi (xi times) is scalar multiplication, and [0]Pi :=∞ is the point at
infinity which is the identity of the elliptic curve group.

Isogeny decomposition. It is given n+ 1 isogenies ϕ1, . . . ,ϕn,ϕ, find n binary integers
x1, . . . , xn ∈ {0,1} such that

n∏
i=1

ϕ
xi
i =ϕ,

where the multiplications are function compositions, which are noncommutative.

3.6. NON-ASSOCIATIVE DECOMPOSITIONS. Following are some atypical examples where
the operations are non-associative.

Subtraction decomposition. The problem is given n+1 positive integers a1, . . . ,an,a ∈
Z>0, find n binary integers x1, . . . , xn ∈ {0,1} such that

⊖n
i=1xiai = a,

where ⊖ denotes successive subtractions executed from left to right or right to left as re-
quired, 1ai := ai and 0ai := 0.
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A variant is to replace integers by polynomials.

Devision decomposition. The problem is given n+1 integers a1, . . . ,an,a, find integers
x1, . . . , xn ∈Z≥0 such that

⊘n
i=1axi

i = a,

where ⊘ denotes successive divisions executed from left to right or right to left as required,
a1

i := ai and a0
i := 1.

A variant is to replace integers by polynomials.

4. NOISY EQUATION SYSTEMS

Now we spread the phenomenon of distortion to all possible branches of mathematics.
This philosophical goal coincides with the following technical consideration.

From a purer technical point of view, our goal is to fix the solution (x1, . . . , xn) of a discrete
exponential equation to make it “well-defined”. A natural way is to consider equation sys-
tems and hope that more restrictions helps to narrow down the solution space. However,
more equations can make solutions easier to find because intuitively more equations means
more hints. To avoid trivializing the problem, we insert noises into the equations and this
leads to our definitions of noisy equations and noisy equation systems.

4.1. NOISY EQUATION SYSTEMS.

DEFINITION 5. A noisy discrete exponential equation (abbr. noisy equation) over a land L
is an equation of the form (

n∏
i=1

axi
i

)
· e −∼ a,

where a1, . . . ,an ∈ L and a ∈ L are given, but e ∈ L is not given. The goal is to find (x1, . . . , xn) ∈
Zn.

DEFINITION 6. A noisy discrete exponential equation system (abbr. noisy system) is a system
of noisy discrete exponential equations. The goal is to find (x1, . . . , xn) ∈ Zn that satisfy all
the equations.

DEFINITION 7. A noisy restoration problem (abbr. noisy problem) with respect to a base
distribution D1(L) and a noise distribution D2(L) is given oracle access to random noisy
discrete exponential equations of the form(

n∏
i=1

axi
i

)
· e −∼ a

with respect to the same vector (x1, . . . , xn) ∈ Zn, where a1, . . . ,an ← D1(L) and a ∈ L are
given, but e ← D2(L) are not given, find the vector (x1, . . . , xn).

4.2. WELL-KNOWN PROBLEMS.
Following are well-known noisy problems in coding theory and lattice theory.

Learning parity with noise problem (LPN) [BMT78; BFKL94]. The problem (over uni-
form distributions) is given oracle access to instances of the form (a1, . . . ,an,a) with respect
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to the same vector (x1, . . . , xn) ∈Zn
2 , where a1, . . . ,an, e ←Z2 and

a =
(

n∑
i=1

aixi

)
+ e (mod 2),

find the vector (x1, . . . , xn).

Learning with errors problem (LWE) [Reg09]. Let R be the additive group of real
numbers. Let Zq be the additive group of integers modulo a prime q. Let T := R/Z be the
additive group of real numbers modulo one. Let N(T) be a Gaussian distribution over T.

The problem is given oracle access to instances of the form (a1, . . . ,an,a) with respect to
the same vector (x1, . . . , xn) ∈Zn

q, where a1, . . . ,an ←Zn
q, e ← N(T), and

a =
(

n∑
i=1

aixi

)
+ e (mod q),

find the vector (x1, . . . , xn).

Learning with rounding problem (LWR) [BPR12]. Following the settings of LWE, let
p < q be a prime.

The problem is given oracle access to instances of the form (a1, . . . ,an,a) with respect to
the same vector (x1, . . . , xn) ∈Zn

q, where a1, . . . ,an ←Zn
q,

a =
⌊ n∑

i=1
aixi (mod q)

⌋
p
,

and ⌊·⌋p :Zq →Zp divides Zq into p intervals of size roughly q/p each and outputs the index
of the interval that the input belongs to, find the vector (x1, . . . , xn). Note that the noise
distribution of this problem is given in an implicit way by rounding.

Bounded distance decoding (BDD). Let Λ(B) = {Bx : x ∈ Zn} be a Euclidean lattice with
basis B = (b1, . . . ,bn) ∈Rk×n.

The γ-bounded distance decoding problem (BDDγ) is given a lattice basis B and a vector t
such that dist(B, t)< γλ1(B), find the (unique) lattice vector v ∈Λ(B) that is closest to t.

In the language of noisy equation systems, it is to solve the system(
n∑

i=1
xibi

)
+ e = t

over R.
Note that there are no distributions being specified. Hence BDD is a worst-case problem.

In fact, LWE is an average-case version of BDD.

4.3. NEW PROBLEMS.
We define noisy problems in different branches of mathematics. They differ from our

previous decomposition examples in the following three ways: (1) they are equation systems
rather than single equations; (2) each equation has an invisible noisy term; (3) the binary
operation is reduced by an equivalence relation, which we uniformly call modular operation.

Note that we do not conjecture that all of the proposed problems are hard.
10



Integer noisy problem (Integer-NP)4. Let q be a prime. The problem is given oracle
access to equations of the form (

n∏
i=1

axi
i

)
· e = a (mod q)

with respect to the same vector (x1, . . . , xn) ∈ Zn
q, where ai ← Z×

q and a ∈ Z×
q are given, but

e ←Z×
q are not given, find the vector (x1, . . . , xn).

Two mixable variations are: (1) the summation version is to replace multiplication by
addition5; and (2) the binary version asks for binary solutions (x1, . . . , xn) ∈ {0,1}n.

Polynomial noisy problem (Poly-NP). Let Fq be a finite field with q a prime. Let R :=
Fq[z1, . . . , zm] be the m-variate polynomial ring over Fq. Let I = (h1, . . . ,hr) be an ideal of R
generated by some polynomials h1, . . . ,hr ∈ R. A typical case is that I = (h) is a principal
ideal generated by a single polynomial h ∈ R.

The problem is given oracle access to equations of the form(
n∏

i=1
f xi

i

)
· g = f (mod I)6

with respect to the same vector (x1, . . . , xn) ∈ Zn, where f i ← R/I and f ∈ R/I are given, but
g ← R/I are not given, find the vector (x1, . . . , xn).

Two mixable variations are: (1) the summation version is to replace multiplication by
addition; (2) the binary version asks for binary solutions (x1, . . . , xn) ∈ {0,1}n.

Ideal noisy problem (Ideal-NP). Let Cl(K) be the ideal class group of some number field
K . As mentioned previously, Cl(K) is generated by prime ideals of norm ≤ 12(log |△K )|)2

[Bac90], assuming the generalized Riemann hypothesis. Let P = {p1, . . . ,pm} be a subset of
prime ideals of norm ≤ 12(log |△K )|)2, where m is polynomial in n. Let S = {

∏m
i=1p

e i
i | e i ∈

{0, . . . ,d}} be the set of ideals factored over P with the multiplicities of the factors upper
bounded by d.

The problem is given oracle access to equations of the form(
n∏

i=1
axi

i

)
· e= a (mod P )7

with respect to the same vector (x1, . . . , xn) ∈ Zn
d, where ai ← S and a ∈ Cl(K) are given, but

e← S are not given, find the vector (x1, . . . , xn).
Two mixable variations are: (1) the summation version is to replace multiplication by

addition; (2) the binary version asks for binary solutions (x1, . . . , xn) ∈ {0,1}n.

Variety noisy problem (Variety-NP). Let K be a field and Am = Km be the m-dimensional
affine variety on K . Let S ⊂Am be a finite variety. Let W = V (I) ⊂Am be the variety of the
ideal I = (h1, . . . ,hr) generated by some polynomials h1, . . . ,hr ∈ K[z1, . . . , zm]. A typical case
is that I = (h) is a principal ideal with h ∈ K[z1, . . . , zm].

4This is actually the multiple modular subset product with errors problem (M-MSPE) in [Li22g].
5This is actually the multiple modular subset sum with errors problem (M-MSSE) in [Li22g].
6The modular operation is defined as: f = g (mod I) := f + I = g+ I.
7The modular operation is defined as: a= b (mod P ) := a ·P = b ·P .
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The problem is given oracle access to equations of the form(
n∪

i=1
X xi

i

)∪
Y = X (mod W)8

with respect to the same vector (x1, . . . , xn) ∈ {0,1}n, where X i ← S/W and X ∈ S/W are given,
but Y ← S/W are not given, also X1

i := X i and A0
i :=∅, find the vector (x1, . . . , xn).

Topology noisy problem (Topology-NP). Let τ be a topology on a set S. Let T ⊂ τ be a
finite subset of τ.

The problem is given oracle access to equations of the form(
n∩

i=1
Axi

i

)∩
B = A

with respect to the same vector (x1, . . . , xn) ∈ {0,1}n, where A1, . . . , An ← T and A ∈ τ are
given, but B ← T are not given, also A1

i := A i and A0
i := S, find the vector (x1, . . . , xn).

Note that subvarieties of Am are closed sets of the Zariski topology on the variety Am.
Hence by De Morgan’s laws, Variety-NP equations

∪n
i=1 X xi

i
∪

Y = X are in fact Topology-NP
equations

∩n
i=1 X

xi
i

∩
Y = X with respect to the complements of the subvarieties.

Module noisy problem (Module-NP). We give a concrete example. Let R be the ring of
k× k matrices over Z. Let M be an R-module. Let S = {e1M, . . . , emM} be a set of modules,
where e i is the n × n matrix with the (i, i)-th entry 1 and all other entries 0. Let T =
{
⊕n

i=1(e iM)ci | ci ∈ {0,1}} be the set of “square-free” direct sums of modules in S, where
(e iM)1 := e iM and (e iM)0 := 0.

The problem is given oracle access to equations of the form(
n⊕

i=1
Axi

i

)⊕
B = A

with respect to the same vector (x1, . . . , xn) ∈ {0,1}n, where A1, . . . , An ← T and A ∈ τ are
given, but B ← T are not given, also A1

i := A and A0
i := 0, find the vector (x1, . . . , xn).

Vector space noisy problem (VecSpac-NP). This is a special case of Module-NP. A con-
crete example is the above Module-NP example with the ring Z replaced by the field R.

Ring noisy problem (Ring-NP) This is also a special case of Module-NP since every ring
is a Z-module.

Group noisy problem (Group-NP). We give a concrete example. Let p1, . . . , pm be m
prime numbers. Let S be the set of square-free integers factored over p1, . . . , pm.

The problem is given oracle access to equations of the form(
n⊗

i=1
(Z/aiZ)xi

)⊗
Z/eZ∼=G

with respect to the same vector (x1, . . . , xn) ∈ {0,1}n, where the base groups Z/a1Z, . . . ,Z/anZ←
S and the resulting groups G are given, but the noise groups Z/eZ are not given, also
(Z/aiZ)1 :=Z/aiZ and (Z/aiZ)0 := {1}, find the vector (x1, . . . , xn).

8The modular operation is defined as: X =Y (mod W) := X ∪W =Y ∪W .
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Note that if gcd(a,b) = 1 then Z/aZ⊕Z/bZ ∼= Z/abZ. However the integers a1, . . . ,an are
probably not coprime. Hence we shall not misunderstand that G = Z/(

∏n
i=1 axi

i )Z. I.e., this
problem is different from Integer-NP over S.

Matrix noisy problem (Matrix-NP). Let q be a prime. The problem is given oracle access
to equations of the form (

n∏
i=1

Mxi
i

)
·N = M (mod q)

with respect to the same vector (x1, . . . , xn) ∈ Z≥0, where M1, . . . , Mn ← Zm×m
q and M ∈ Zm×m

q
are given, but N ←Zm×m

q are not given, also M1
i := Mi and M0

i = 1 (identity matrix), find the
vector (x1, . . . , xn).

The summation version is to solve(
n∑

n=1
xiMi

)
+N = M (mod q)

for a vector (x1, . . . , xn) ∈Zq.
Note that the module learning with errors problem (MLWE) [BGV14; LS15] is of a similar

form with the matrices of integers Mi, N, M replaced by vectors of polynomials vi,u,v, and
the solution vector (x1, . . . , xn) replaced by a vector of polynomials ( f1, . . . , fn).

Lattice vector noisy problem (LatVec-NP). Let Λ(B)= {Bz : z ∈Zk} be a Euclidean lattice
with basis B = (b1, . . . ,bk) ∈Rm×k.

The problem is given oracle access to equations of the form(
n∑

i=1
xivi

)
+u = v

with respect to the same vector (x1, . . . , xn) ∈ Z, where v1, . . . ,vn ← Λ(B) and v ∈ Λ(B) are
given, but u ←Λ(B) are not given, find the vector (x1, . . . , xn).

Elliptic point noisy problem (ECPoint-NP). Let E be an elliptic curve. The problem is
given oracle access to equations of the form(

n∑
i=1

[xi]Pi

)
+Q = P

with respect to the same vector (x1, . . . , xn) ∈ Z, where P1, . . . ,Pn ← E and P ∈ E are given,
but Q ← E are not given, find the vector (x1, . . . , xn).

Isogeny noisy problem (Isogeny-NP). Let E : y2 +a1xy+a3 = x3 +a2x2 +a4x+a6 be an
elliptic curve over some field K . Let N = ∏m

j=1 pe j
j be a composite integer with e j ∈ {0, . . . ,d}

for some d ∈N. Let M = {(e i,1, . . . , e i,m)}i∈[n] be a prefixed matrix of integers such that e j > e i, j
for i ∈ [n], j ∈ [m], and ek, j > e i, j for k > i, k, i ∈ [n], j ∈ [m]. Denote

G i :=Z/pe i,1
1 Z×·· ·×Z/pe i,m

m Z,

for i ∈ [n]. In other words, each row of M defines a subgroup G i; and all the subgroups form
a subgroup tower

G1 ⊂ ·· · ⊂Gn.
13



Let S be the set of subgroups of E such that each subgroup is isomorphic to one of the groups
G1, . . . ,Gn. Let T be the set of quotient groups E/G for all G ∈ S. Then the curves E/G give an
isogeny graph. Let D1 = D2 be the distribution that samples two curve A,B ← T uniformly
at random, and outputs the isogeny ϕ : A → B between them. Note that the isogeny from
any curve in T to any curve in T exists because the isogeny graph is connected and that we
also consider dual isogenies.

The problem is given equations of the form(
n∏

i=1
ϕ

xi
i

)
◦φ=ϕ

with respect to the same vector (x1, . . . , xn) ∈ {0,1}n, where ϕi ← D1 and ϕ are given, but φ←
D2 are not given, also ϕ1

i :=ϕi and ϕ0
i := 1 (identity morphism), find the vector (x1, . . . , xn).

4.4. NON-ASSOCIATIVE NOISY EQUATION SYSTEMS. Following are two special examples
over lands that are not monoids, groups, rings, etc.

Subtraction noisy problem (Subtraction-NP). Let q be a prime. The problem is given
oracle access of equations of the form(⊖n

i=1xiai
)− e = a (mod q)

with respect to the same vector (x1, . . . , xn) ∈Zq, where a1, . . . ,an ←Zq and a ∈Zq are given,
but e ←Zq are not given, find the vector (x1, . . . , xn).

A variant is to replace integers by polynomials.

Devision noisy problem (Division-NP). Let q be a prime. The problem is given oracle
access of equations of the form (⊘n

i=1axi
i

)
/e = a (mod q)

with respect to the same vector (x1, . . . , xn) ∈Z×
q , where a1, . . . ,an ←Z×

q and a ∈Z×
q are given,

but e ←Z×
q are not given, find the vector (x1, . . . , xn).

A variant is to replace integers by polynomials.

5. ALGORITHMS

We give a basic algorithm for discrete exponential equations over a PID order and with
small solutions (x1, . . . , xn) ∈ Zn

ℓ
for some small prime ℓ ∈ N (e.g., 2). We also give a basic

algorithm for (modular) discrete exponential equation systems over a PID order with small
solutions (x1, . . . , xn) ∈ Zn

ℓ
. We then show how to solve more discrete exponential equations

over other lands by reducing them to discrete exponential equations over a PID order.

5.1. ALGORITHM FOR SINGLE EQUATIONS.
We have given this algorithm in [Li22c]. We describe the idea in the following. Given

a discrete exponential equation
∏n

i=1 axi
i = a over some PID order OK , the algorithm takes

the ℓ-th power residue symbols for the equation above k different prime ideals q1, . . . ,qk,
obtaining k equations of the form

n∏
j=1

(
ai

qi

)x j

=
(

ai

qi

)
14



for i ∈ [k]. These equations yield k linear equations of the form
n∑

j=1
αi, jx j =αi (mod ℓ),

where αi, j,αi ∈Zℓ. Write them in the matrix form one has

Ax = b (mod ℓ).

The algorithm then brute forces its solutions and find those that also satisfy the target
discrete exponential equation.

The algorithm is efficient only when the linear system is of high Zℓ-rank. This requires
the characteristic matrix of the target equations to be of high Zℓ-rank initially.

Note that this algorithm does not work for modular equations since in that case the mod-
ulus q is fixed and we do not have the flexibility to reduce a single equation to different
modular equations using different prime ideals q1, . . . ,qk.

5.2. ALGORITHM FOR EQUATION SYSTEMS.
For non-modular equation systems over a PID order OK and with small solution (x1, . . . ,

xn) ∈ Zn
ℓ
, the algorithm is a trivial extension of the above algorithm for single equations.

In fact, we can simply transform each equation into a linear system Ax = b (mod ℓ) and
put all the linear systems together to get a bigger system A′x = b′ (mod ℓ). We expect that
the rank of the bigger system is higher than the single systems hence the algorithm has
a better chance to be a polynomial time algorithm. In the following we look at modular
equation systems.

For modular systems over a PID order OK and with small solution (x1, . . . , xn) ∈ Zn
ℓ
, we

use a similar idea to the case of singe equations.
Let the system be consist of k ≥ 2 discrete exponential equations of the form

n∏
j=1

ax j
i, j = ai (mod qi),

where ai, j,ai ∈OK for i ∈ [k], j ∈ [n], and qi are prime ideals that are possibly the same or
different. The goal is to find vector(s) (x1, . . . , xn) ∈Zn

ℓ
that satisfy all the k equations, where

ℓ≥ 2 is a prime.
The algorithm takes the ℓ-th power residue symbols for the equations to get k equations

of the form
n∏

j=1

(ai, j

qi

)x j

=
(

ai

qi

)
.

Similar to before, the k ℓ-the power residue symbol equations yield a system of linear equa-
tion of the form

n∑
j=1

αi, jx j =αi (mod ℓ).

Write the linear system in the matrix form we have

Ax = b (mod ℓ).

We then brute force its solutions and find those that also satisfy the original modular dis-
crete exponential system.
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5.3. ALGORITHM FOR OTHER EQUATIONS.
For discrete exponential equations/systems over other lands, the strategy is to transform

them into equations over PID orders, then use the above algorithms to solve them. More
specifically, the algorithm involves the following two phases:

Phase 1. transform the target discrete exponential equation(s) into discrete exponen-
tial equation(s)

∏n
i=1 axi

i = a over a PID order OK (e.g., Z);
Phase 2. use the previous two algorithms to transform the resulting equation(s) of
Phase 1 into a linear system over Zℓ and solve it for solutions that also satisfy the
target discrete exponential equation(s).

Example 1. Ideal decomposition. To transform an ideal decomposition equation
∏n

i=1a
xi
i =

a into an integer decomposition equation, we simply take the ideal norms of the bases to get∏n
i=1 N(ai)xi = N(a). Obviously

∏n
i=1a

xi
i = a =⇒ ∏n

i=1 N(ai)xi = N(a), namely every solution
(x1, . . . , xn) ∈ Zn

ℓ
to the former equation is a solution to the latter equation. We then enter

Phase 2 to solve the latter equation. Note that the efficiency of the algorithm depends on
the rank of the norm equation

∏n
i=1 N(ai)xi = N(a).

Example 2. Isogeny decomposition. Given an isogeny decomposition equation
∏n

i=1ϕ
xi =ϕ,

we simply take the degrees of the bases. We have
∏n

i=1ϕ
xi =ϕ=⇒∏n

i=1 deg(ϕ)xi = deg(ϕ). We
then enter Phase 2 to solve it. The efficiency of the algorithm depends on the rank of the
degree equation

∏n
i=1 deg(ϕ)xi = deg(ϕ).

6. ON CRYPTOGRAPHY

We talk a bit about cryptography. We suggest that simpler and cleaner problems are more
reliable (in the sense of hardness) than problems that have more structures or properties
that associate with other areas. This is simply because more structures or properties provide
more tools for finding fast algorithms.

In particular, purer combinatorial reasons seem more reliable than number theoretical
or geometrical reasons for a problem to be hard. For historical examples, think about the
break of the integer factorization problem [Sho99], compared with the hardness of XC; also
the recent break of the “auxiliary” isogeny factorization problem [CD22; MM22; Rob22]9,
compared with the hardness of SP [GJ79, p. 224]. Note that they are all decomposition
problems, but XC and SP seem more combinatorial and have less associations with other
mathematics.

However it is usually a compromise between simplicity and usefulness. For example. LPN
is a simple and clean problem, but the lack of extra properties makes it hard to have many
applications. Hence one of the motivations that we permeate the ideas of decomposition
and restoration into different areas is to give more fruitful properties to simple problems so
that we can use them to do more things. One try we have made is the different variants
of Integer-NP in our previous papers [Li22d; Li22e; Li22f; Li22g; Li22a], where we call the

9Note that they only solved the isogeny factorization problem given an extra auxiliary point computed by
the isogeny; and the isogeny factorization problem has not been literally solved. The algorithms in [CD22;
MM22; Rob22] only works when they are provided an auxiliary point computed by the isogeny.
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problems subset product with errors problems. They have strong relations10 with LPN and
have extra properties that we can control to do cryptographic constructions.

Another point we want to make is that lands seem to be useful for cryptography. To see
this, just to notice that lands do not guarantee commutativity nor associativity. Also, if
we take a look at the new problems we proposed, we can see that some of them are “non-
commutative problems”, namely the operations involved are noncommutative; and some of
them are even “nonassociative problems”. These kinds of noncommutative or nonassociative
problems might imply new opportunities for the research of cryptography.

After all, we emphasize that the new problems proposed in this paper are just a tip of
the iceberg. We expect that our theory can inspire more interesting computational problems
that are useful in cryptography.

7. FINAL REMARKS

To develop a theory for the phenomena/processes of generation/decomposition and distor-
tion/restoration in mathematics and nature, we have defined discrete exponential equations
and noisy equation systems over lands; we have given concrete examples in algebraic num-
ber theory, algebraic geometry, topology, lattice theory, algebra, etc.; we have given algo-
rithms for discrete exponential equations and systems over PID orders. As an application,
our theory provides a methodology to find hard underlying problems for cryptographic con-
structions.
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