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Abstract. Post-quantum cryptography represents a category of cryp-
tosystems resistant to quantum algorithms. Recently, NIST launched a
process to standardize one or more of such algorithms in the key encapsu-
lation mechanism and signature categories. Such schemes are under the
scrutiny of their mathematical security, but they are not side-channel
secure at the algorithm level. That is why their side-channel vulnera-
bilities must be assessed by the research community. In this paper, we
present a non-profiled correlation electromagnetic analysis against an
FPGA implementation of the chosen NIST key-encapsulation mechanism
standard, CRYSTALS-Kyber. The attack correlates an electromagnetic
radiation model of the polynomial multiplication execution with the cap-
tured traces. With 166,620 traces, this attack correctly recovers 100% of
the subkeys. Furthermore, a countermeasure is presented for securing the
target implementation against the presented attack.

Keywords: side-channel analysis - correlation power analysis - lattice-
based cryptography - FPGA

1 Introduction

The advent of quantum computing represents a change of paradigm from clas-
sical algorithms. Its properties like superposition and entanglement allow for
quantum algorithms, like Shor’s algorithm [22], to speed up certain problems
that are difficult for classic computing. In particular, this algorithm allows to
break certain number theory problems in subexponential time, such as integer
factorization and discrete logarithm. Many widely used asymmetric cryptosys-
tems today, such as RSA or ECC, rely on these problems. Therefore, quantum
computing poses a future threat for these systems.

This is why the National Institute of Standards and Technologies (NIST)
launched an effort to choose the next cryptosystems that are resistant to quan-
tum computing, called the Post-Quantum Cryptography (PQC) Standardization
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Process [14]. The scheme chosen as the standard in the key-encapsulation mecha-
nism (KEM) category is CRYSTALS-Kyber [2], having a mathematical primitive
using lattice-based cryptography (LBC).

At first, researchers put their focus on securing the algorithms against math-
ematical attacks. However, the algorithms are implemented in a physical device
and quantities such as power consumption, timing and electromagnetic radia-
tion can be used to perform side-channel analyses (SCA) and obtain sensitive
information, namely the plaintext or the secret key. Thus, there is an interest
from the scientific community to protect the proposed PQC algorithms against
such attacks [3].

Related works. Since the opening of the NIST PQC standardization effort,
many SCA against LBC schemes have been presented in the literature. However,
most of them are either profiling attacks [QI8[I7] or attacks against the Chosen-
Ciphertext-Attack (CCA) security [BIIBIT920023], by instantiating a plaintext-
checking oracle or other side-channel assisted oracles. Other works, such as [1I25],
perform simple power analysis to partially or totally retrieve the secret key of
the KEM. Some of these works assume an attacker model with increased capa-
bilities, such as being able to communicate directly with the attacked server.
The works from [BIOTHITI20023125] create invalid ciphertexts, either from small
modifications of valid ciphertexts or from completely crafted ciphertexts, in or-
der to induce to decryption errors or to obtain decrypted plaintexts that depend
directly on parts of the secret key that will have an effect on the power con-
sumption/electromagnetic radiation.

In [I1], the authors perform an unprofiled correlation power analysis (CPA)
on an ARM Cortex-M4 implementation of CRYSTALS-Kyber, targeting the
polynomial multiplication. In [I0], the authors identify the vulnerability of this
same operation within the reference implementation of CRYSTALS-Kyber, using
a leakage assessment metric called the normalized inter-class variance (NICV)
[4]. Recently, the authors of [13], extended this analysis of the polynomial multi-
plication to all the lattice-based KEMs finalists, targeting their implementations
in the pgmé library for ARM Cortex-M4. However, all of these attacks and anal-
yses target a software implementation.

Contribution. To the best of the authors knowledge, there are no unprofiled at-
tacks against hardware implementations of CRYSTALS-Kyber in the literature.
In this work, such attack is presented against one of the literature reconfigurable
hardware (FPGA) implementations [24], using a power model that leverages the
attacker’s knowledge of the device’s algorithm. A cost-effective countermeasure,
specific to this implementation and to this attack is also proposed.

Outline. This paper is organized as follows: Section [2| presents the background
necessary for this paper, including notation, a brief description of CRYSTALS-
Kyber and a presentation of correlation power /electromagnetic analysis. Section
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[3] presents the outline of the proposed attack. Section [ exhibits the setup and
practical results of the attack. In Section[5] a simple countermeasure is presented.
Finally, in Section [6} conclusions are drawn.

2 Background

2.1 Notation

The ring of integers modulo ¢ is denoted as Z,. The polynomial ring defined over
the previously mentioned ring, Z,(z)/¢(z), is represented as R,, where ¢(z) is
the reduction polynomial. When a polynomial f is defined as an element of such
ring, the i-th coefficient of such polynomial is denoted as f;. The representation
of such polynomial in the number theoretic transform domain is denoted as f .
A vector is denoted with bold letters, e.g., a. When referring to a matrix,
uppercase letters will be used, e.g., A. When indexing elements of vectors or
matrices, brackets will be used, e.g., Ali,j]. When referring to all rows (resp.
columns) of a matrix, a point will be used when indexing, e.g., A[-,j] (resp.

Alj;-]).

2.2 CRYSTALS-Kyber

CRYSTALS-Kyber [2] is a key encapsulation mechanism (KEM) composed of
two basic parts:

— An indistinguishable under chosen-plaintext attack (IND-CPA) public key
encryption scheme, with its security relying on the hardness of breaking the
Module Learning with Errors problem (M-LWE)|[12121].

— A Fujisaki-Okamoto transform [8], in order to convert it to an indistinguish-
able under chosen-ciphertext attack (IND-CCA) KEM, by re-encrypting in
decapsulation and checking if the output is equal to the sent ciphertext.

The last version of CRYSTALS-Kyber uses polynomials in the ring R,, where
¢ = 3329 and the reduction polynomial is a cyclotomic polynomial ¢(z) =
2256 4+ 1. The flexible parameter is k, which is the rank of the module lattice in
this cryptosystem and it dictates the size of vectors and matrices, as well as the
value of other subparameters.

In CRYSTALS-Kyber, in order to reduce complexity for the polynomial mul-
tiplications, the authors choose to use the Number Theoretic Transform (NTT),
which works like a Fast-Fourier Transform over the integers ring. However, be-
cause of the modulus g chosen in CRYSTALS-Kyber, the field Z, contains n-th
primitive roots of unity, but not 2n-th primitive ones. This means that the defin-
ing polynomial of CRYSTALS-Kyber cannot be factorized in 256 polynomials of
degree 1, but in 128 polynomials of degree 2. Therefore, the NTT of a polyno-
mial f € R, is a vector of 128 polynomials of degree 1. Then, according to the
specification, for ¢ = 17, as the first 256-th primitive root of unity and brz(-) as
the 7-bit-reversion operation, NTT is defined as follows:
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127
foi = Zf2jc<2br7<i>+1>j
=0
127
foiv1 = Zf2j+1§<2br7(i)+l)j

Jj=0

that defines the polynomial:

NTT(f) = f = fo+ frz+ -+ fas52”

As mentioned before, the actual NTT of f € R, is a vector of polynomials.
However, the authors of the cryptosystem chose to represent the result of NTT
as a polynomial in R, even though it does not have that algebraic meaning.

NTT in Kyber can be splitted, separating the polynomial f with degree 256
and transform it into two polynomials of degree 128, where the coefficients of the
first polynomial are the coefficients with even index of polynomial f, and the co-
efficients of the second polynomial are the coefficients with odd index of f. Then,
NTT is executed for both polynomials obtaining two vectors: ( fo, fos fa, .o f254)
and ( Fis Fasfs s f255). Finally, the coefficients are reorganized to obtain the
resulting polynomial f .

Multiplication of two elements f,g € R, is a polynomial multiplication. This
operation, transformed in the NTT domain, becomes a point-wise multiplication
(PWM), which, for this specific way of executing NTT, is defined as follows:

fog=h=ho+hX + -+ hoss X2
where:

hai = faioi + faiv1Gipr - 20T
il2i+1 = f2i§72z‘+1 + f2i+1g2i (1)
The previously described operation is executed in the CRYSTALS-Kyber
scheme at the decapsulation/decryption routine with the secret key and part of
the ciphertext as inputs. Therefore, this is a critical operation that can be the
object of side-channel attacks, as explained in Sections [2.3] and [3]

2.3 Correlation Power/Electromagnetic Analysis

A correlation power analysis (CPA) [7] and its analog, correlation electromag-
netic analysis (CEMA), is a divide-and-conquer type of attack that targets an
operation with a known value and a part of the secret key, using a leakage model.
The steps of such an analysis are the following:

1. The attacker retrieves n traces tg,t1,...,t,_1 of m sample points corre-
sponding to the execution of a targeted operation, with ig, i1, ..., 4,_1 known
inputs. For simplicity, the set of traces will be referred as the matrix T of
size n x m, where each row is the trace of an execution.
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2. The attacker targets an unknown subkey sg and makes a guess go from the
set of [ possible values of sg.

3. According to his knowledge of the device, the attacker uses a power consump-
tion model denoted as M (i}, go), depending on a certain known input 4;, for
each point k of the trace T[4, -]. Then, the attacker will calculate the vector
ho of n points, where hy = M (i}, g,) for each input given to the device. If
the consumption is assumed to be dependent on the set bits of the result of a
targeted operation z = F(i;, So), then the used model will be the Hamming
weight, where the consumption is modeled as a - HW (z) + B, where a is a
scaling factor and B is random noise. On the other hand, if the consumption
is assumed to be dependent on the switched bits from a reference state r
to the result z = F(i;, o), then the used model is the Hamming distance,
modeled as a- HW (z®r)+ B, being @ a bit-wise XOR. In practice, the Ham-
ming weight model is more suitable for software implementations, whereas
the Hamming distance model is more adapted to hardware implementations,
with known switching activity [I6].

4. The attacker uses the Pearson’s correlation coefficient

cov(X,Y)

p(X,Y) =
OxXO0y

to obtain a vector ¢y of size m, where each point is obtained as:
p(T[- 51", ho)

and T, j] is equal to the column vector (T[0,j],T[1,7],...,Tn — 1,7]).
That is, the vector ¢y contains the correlation coefficient of each of the
sample points with the model vector hg.

5. The attacker repeats steps 2-4 for guesses g1, g2, - . ., gi—1, obtaining the vec-
tors ¢1,¢2,...,C1—1.

6. The attacker uses a strategy to choose the most likely guess. For example,
the attacker can choose the guess g; that yields the vector ¢; that contains
the point with the maximum absolute value.

7. The attacker repeats steps 2-5 for the rest of unknown subkeys until the
whole key is retrieved.

3 Attack outline

3.1 Attack scenario and target

This attack targets the server part of the compact FPGA implementation of the
third round NIST submission of CRYSTALS-Kyber [2], proposed by Xing and
Li |24]. It was designed to fit the smallest of the Xilinx Artix-7 devices, with
a resource utilization of 7412 LUTs, 4644 flip-flops, 2126 slices, 2 DSPs and 3
BRAMSs. Apart from the Keccak core for hash and extendable output functions,
most of the operations are done in the NT'T core. This core contains two parallel
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and pipelined butterfly units used for NTT and inverse NTT, as well as for other
operations, such as PWM, decoding, encoding, compressing and decompressing.

Apart from the attacked server device, the other two participants of this
setting are a client and an adversary. The server owns a set of generated keys for
executing CRYSTALS-Kyber: a private one and a public one. This keys are not
regenerated. When the client wants to establish a shared key with the server for
a secure communication, they do it using the encapsulation function with the
public key of the server, as well as with the ciphertext to be sent. Then, the server
decapsulates the shared key with their secret key, and a secure communication
with symmetric cryptography can be established. The client (or other clients)
repeats the process for creating other shared keys for other sessions.

In this setting, the adversary has access to the channel, capturing the cipher-
texts that are being sent through it, along with the messages encrypted with
the shared key. Therefore, they desire to retrieve the private key of the server,
because it allows them to decapsulate the ciphertexts and decrypt all messages
exchanged between the server and the client. However, the adversary is not able
to communicate directly with the attacked devices. Therefore, they cannot craft
special ciphertexts to attack the Fujisaki-Okamoto transform, as in [20[23].

The adversary also has physical access to the device where the server is being
executed. There, they can place an electromagnetic probe and capture the radi-
ation corresponding to the execution of the CRYSTALS-Kyber decapsulation.

3.2 Identifying vulnerable operation

In order to execute CEMA in CRYSTALS-Kyber, an operation that uses a con-
trolled value and a part of the secret key must be chosen in the protocol. Inside
the decapsulation algorithm, CRYSTALS-Kyber executes a PKE decryption, be-
fore performing the Fujisaki-Okamoto transform. This decryption is done with
the secret key of the server and the ciphertext sent by the client. Going deeper,
Algorithm (1| describes such decryption.

In such algorithm, the encoding operation is used to serialize byte arrays,
polynomials and vectors of polynomials. The compressing operation allows to
reduce the size of ciphertexts without having much effect on the correctness
of the scheme. The decoding and decompressing operations are the inverses of
encoding and compressing, respectively. In Line 4, an inner product between the
secret key and part of the ciphertext is done. As they are in the NTT domain,
each polynomial multiplication is a point-wise multiplication. This operation is
then vulnerable to a CEMA as described before.

In the FPGA implementation from Xing and Li[24], PWM is done k times,
according to the parameter k of CRYSTALS-Kyber, which defines the security
level of the protocol and the sizes of the vectors s and w. The result of each
PWM is accumulated, in order to complete the matrix multiplication between 3
and 4. The implementation’s designers allocate the PWM operation described
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Algorithm 1 KYBER.CPAPKE.Dec()

Ble-n/S
Ken/84+dy-n/8

Require: Secret key sk €
Require: Ciphertext ¢ € B4
Ensure: Message m € B32

1: u := Decompress, (Decodeg, (c), du)

2: v := Decompress, (Decodeq, (c + dy - k- n/8),dv)

3: § := Decodei2(sk)
4: m := Encode; (Compress,(v — NTT! (87 o NTT(u)), 1))
5: > Secret key multiplied with known value. Thus, vulnerable to CEMA
6: return m

in Equation |1|in two clock cycles: PW0 and PW1, shown in .

PWMO: ng = fo; + fais1, m1 = Joi + G2is1, Mo = fai - G2is M1 = fair1 - Goit1

2 t)+1
PWMI1: %) :m0+m17 me = Ng - N1, M3 = M C br(i)+ ,

hai = mo +ms, haiy1 =my —ny (2)

In the case of PWM between two polynomials in the secret vector § and the
ciphertext @, the inputs are f = 8[j] and § = @[j] (or viceversa), for an integer
j € [0,k — 1]. Now, the first cycle, i.e., PWMO, is of special importance because
it executes the operations mg = §[j]2; - @[j]2; and mq = 8[j]ai+1 - @[j]2i+1. These
two operations are done between a controlled input by the client and the secret
key of the server. Thus, it is the final internal target for the CEMA in this work.

However, both targeted operations are executed at the same time, in one
single clock cycle. To circumvent this issue, one can use the same traces for
two different analyses. In the first analysis, the attacker can execute the CEMA
procedure and obtain a guess for §[j]2;, assuming that the other operations of
the device, including the multiplication 3[j]2;+1 - @[j]2i+1, generate random noise
in the power trace that does not affect the correlation analysis. For the second
analysis, the attacker uses the same power traces and obtains a guess for §[j]2;+1,
making the same noise assumption in the first analysis.

3.3 Usage of Hamming distance as consumption model

As the target is a hardware implementation instead of a software one, a more
precise model is needed. Therefore, the decision was made to use the Hamming
distance model, which requires the knowledge of previous reference values of an
operation. In this setting, those reference values can be known by the attacker,
because of their knowledge of the algorithm implementation.

In the implementation from Xing and Li [24], the reference values 7[j * 256],
r[j %256 + 1] for j € [0,k — 1] can be known for sure. These values are the result
of the physical multipliers before modular reduction and before starting the first
PWMO cycle for each PWM. The operation before such cycles is the ending of
the NTT of @[j]. Therefore, j.256 is the result of the last multiplication in the
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NTT algorithm of the even values of @[j] and r[j * 256 + 1] corresponds to the
result of the last multiplication for the NTT of the odd values of @[j]. Then, for
obtaining such result, it suffices to revert the last steps used to obtain @[j]. Such
reversal is presented in . The reader can refer to [24] for details on the used
NTT algorithm.

r[j - 256] = (((@]j]2s2 — @[f]254) - two’ - w') mod q) - w
’I"[j - 256 + 1] = ((('EL[]]253 - ﬂ[j]255) . t’LUO, . w') mod q) s W (3)

The rest of the reference values depend on the success of the attack on the
previous subkeys. They correspond to the previous result mg for the even values
and to m; for the odd values in cycle PWMO in . Such reference values are
obtained like in ([4)), for i € [0, 127].

After executing the acquisition campaign, the analysis phase must be carried
out sequentially, obtaining at first the subkeys §[j]o and §[j]1, in order to obtain
the next reference values for establishing the Hamming distance model.

4 Results

4.1 Attack setup

An FPGA evaluation general-purpose board was programmed with the imple-
mentation from [24]. The FPGA is configured with the target implementation
slightly modified. The modifications consist of a UART interface for communi-
cation with the computer and a trigger to start the capture of the traces on
the desired PWM operation. The evaluation board is a Digilent Basys-3 with a
Xilinx Artix-7 XC7A35TCPG236 FPGA chip. The signal is shaped by a Langer
RF-U 5-2 EM probe coupled with a Femto HSA-X-2-40 amplifier and captured
with a Tektronix MSO64 oscilloscope configured to use a low-pass filter with a
cut-off frequency of 200 MHz.

The security parameter k from CRYSTALS-Kyber was set to 2, the lowest
one, for ease of analysis. It should be noted that increasing the security parameter
should not make the attack more difficult. The effect of such a modification is to
increase the number of subkeys, but because of the divide-and-conquer nature
of this attack, this would only lead to a linear increase of the attack runtime.

The sample rate of the oscilloscope was fixed to 1.25 GS/s, whereas the FPGA
was programmed to use a clock of 62.5 MHz generated by the Artix-7 chip which
in turn, gets its 100 MHz reference clock from the Basys-3 board. Therefore, the
number of samples per clock cycle is 20. 15 sets of about 11k traces are used
(166,620 traces in total), calculating the correlation incrementally with each set.
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Instead of using the full traces for attacking each subkey, it was only selected
the clock cycle where the result of the multiplication with the subkey is being
updated. This was done to reduce the runtime. Fig. [I] shows one full trace of a
PWM execution, and the selected traces for attacking the first subkey, i.e., §[0]o.

0.00

-0.02

Voltage (volts)

-0.04

-0.06

0 000 1000 _,,

Fig. 1: Full trace of a PWM execution, with the samples selected for the analysis
for subkey §[0]o.

In this test attack, the secret key and all reference values are known be-
forehand, so it is not sequential like explained in Section [3:3] The attack script
is written in Python, with some CPU parallelization provided by the Numba
library.

4.2 Attack results

The trace capture campaign took around 6 hours and 45 minutes, with around
2 hours and 45 minutes of runtime for the analysis part, using a laptop with an
Intel Core i7-11850H processor. The success rate SR, when executing the test
attack in a non-sequential way as explained in Section [4.1] is 100%. That is, the
accuracy of finding the correct subkeys when only selecting the guess with the
highest correlation coefficient. Even if the attack had been sequential, SR would
still hold at 100%, because there is not an incorrect guess that would induce to
have false reference values and prevent the analysis of further subkeys.

In Fig. [2| the highest correlation for the first sample, of each key guess in
function of the number of sets used for the subkeys §[0]p and §[0];28 is shown.
In red, the highest correlation of the correct key guess is shown, surpassing
visibly the other key guesses. In Fig. [3] the correlation coefficient of all samples
considered for subkeys §[0]o and §[0]12s after 166,620 traces is shown. The correct
guess is shown in red, and it is visibly above other key guesses in multiple points.

The rank for all subkeys is shown in Fig. [d] After aproximately 80,000 traces,
all of the subkeys have a value under 10. Also, it can be seen that some of the
subkeys take a bit longer to have the correct guess among the first candidates.
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Fig. 2: Highest correlation of the first sample for each key guess in function of
the number of sets of traces used for the subkey §[0]p and §[0]12s. In red, correct
key guess

5 Cost-effective countermeasure
Masking countermeasures have already been studied to protect CRYSTALS-

Kyber implementation against this type of vertical SCA. Bos et al. [6] conduct
a complete study on how to mask CRYSTALS-Kyber. For the decryption part,
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Fig.3: Correlation coefficient for all samples considered for subkey 3[0]p and
§[0]108 for each key guess after 166,620 traces are used. In red, correct key guess.

they perform additive masking. On the other hand, Hamoudi et al. [10] propose
a multiplicative masking, that is more performing than additive masking when
using an Intel general purpose processor. However, because of the nature of the
attack proposed in this work, a simpler countermeasure is proposed.
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This attack leverages the supposition that the device is leaking the Ham-
ming distance of the results of the attacked multiplier. The attacker knows the
first reference values for the first subkeys, because the NTT of the ciphertext
is performed before the PWM between the secret vector and the ciphertext in
the NTT domain. If a random operation is performed in the multiplier after the
NTT and before the PWM, the attacker will not know the reference value and
hence, the attack as it is presented here will not work.

In this case, the decision was made to use a simple linear-feedback shift reg-
ister (LFSR) to provide the inputs of the multiplier. This is because those inputs
are never used in the algorithm and so, there is no need for a cryptographically-
secure pseudorandom number generator. Also, as the attack is performed se-
quentially, this random multiplication can be performed just k times, before the
start of each PWM sequence. This is because if the attacker does not know the
reference values for the first subkeys, then they cannot continue with the rest of
the key.

The LFSR used is a maximal LFSR of degree 24, in order to use 24 bits of its
state. It is initialized at Oxaaaaaa, started when the device is powered up and
never stopped. The first 12 bits of the LFSR state are used as the first input of
both of the butterfly units of the implementation in [24]. The last 12 bits are
used as the second input of such units, as well as the twiddle factor inputs.

This countermeasure has a time overhead of only k clock cycles. When looking
at area, it uses 7694 LUT and 4953 flip-flops, with an overhead of 3.80% and
6.65% respectively, compared to the original implementation in [24].

5.1 Evaluation of countermeasure

For evaluating the countermeasure, the same attack procedure described in Sec-
tion [3|is used. However, the practical setting varies a little from the one shown
in Section In this case, instead of using 15 sets of about 11k traces, 150 sets
are used, for a total of 1,666,200 traces. That is, ten times more traces. Also, the
attack is only done against subkeys §[j]o and 8[j];, for j € [0,k — 1], using the
samples in the traces where the multiplication with these coefficients is being
done.

The attack is not successful for any of the analyzed subkeys, even when using
this number of samples. In Fig. the highest correlation, for all considered
samples, of each key guess in function of the number of sets used for the subkey
§[0]o is shown. In red, the highest correlation of the correct key guess is shown,
being visibly similar to other key guesses. In Fig. [f] the correlation coefficient of
all samples considered for subkey §[0]y is shown. The correct guess is shown in
red, and it does not surpass other key guesses at any point. In Fig. |[7] the rank
for subkeys §[0]o, 8[0]1, 8[1]op and §[1]; in function of the number of used trace
sets is shown. As seen, a constant and regular drop in the rank is not present.
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Value of correlation

Sets used

Fig.5: Highest correlation of all samples for each key guess in function of the
number of sets of traces used for the subkey §[0]y after countermeasure. In red,
correct key guess.
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Fig. 6: Correlation coefficient for all samples considered for subkey §[0], for each
key guess after all traces are used. In red, correct key guess.

5.2 Limitations of the countermeasure

This countermeasure works well because this attack assumes the leakage of the
Hamming distance of the hardware multiplier result within the FPGA. If this
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Fig. 7: Rank for considered subkeys in function of the number of sets of traces
used for the attack.

attack were to use a power model that only takes into consideration the instant
manipulated values (such as the Hamming weight), this countermeasure would
be useless. In that case, complete arithmetic masking [6J10] comes as the best
countermeasure for this type of attack.

Another limitation is that this countermeasure could be circumvented by a
higher order attack, leveraging information from several clock cycles, in order
to compensate the lack of information that the attacker has over the switching
activity of the circuit. This type of attacks are more complex, but the attacker
only needs to execute it for the first subkeys 3§[j]o and §[j]1, for j € [0,k — 1].
After that, the attacker can continue executing the attack as proposed in Section

6 Conclusion

A correlation electromagnetic attack on a compact hardware implementation of
CRYSTALS-Kyber is presented. It recovers the secret subkeys of the Kyber-512
version with a success rate of 100%, given the knowledge of register reference
values. Furthermore, a lightweight countermeasure has been presented against
this specific attack and platform, with its limitations against other power con-
sumption models or more advanced attacks.
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Even though the number of employed traces may question the practicality

of this attack, this work stresses the need of research for securing post-quantum
cryptography implementations.
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