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Abstract. FUTURE is a recently proposed, lightweight block cipher. It
has an AES-like, SP-based, 10-round encryption function, where, unlike
most other lightweight constructions, the diffusion layer is based on an
MDS matrix. Despite its relative complexity, it has a remarkable hard-
ware performance due to careful design decisions.

In this paper, we conducted a MILP-based analysis of the cipher, where
we incorporated exact probabilities rather than just the number of active
S-boxes into the model. Through the MILP analysis, we were able to find
differential and linear distinguishers for up to 5 rounds of FUTURE,
extending the known distinguishers of the cipher by one round.

Keywords: FUTURE · MILP · differential cryptanalysis · linear crypt-
analysis

1 Introduction

FUTURE is a new 64-bit lightweight block cipher, recently proposed by Gupta et
al. [5]. It is a 10-round, AES-like cipher that operates on 4-bit nibbles rather than
bytes. FUTURE is interesting as being one of the few lightweight cipher designs
where the diffusion layer is based on an MDS matrix. It is also remarkable for the
lightweight construction of its MDS matrix and the S-box: Designers of FUTURE
obtained the MDS matrix to have a minimal cost by multiplying four sparse
matrices, and obtained the S-box by the composition of four low-hardware-cost
S-boxes. The authors benchmarked hardware implementations on FPGA and
ASIC and compared FUTURE to several well-known lightweight ciphers in the
literature with respect to size, critical path, and throughput. FUTURE ended
up giving the best results among the compared algorithms in many respects [5].

Mixed integer linear programming (MILP) is a well-known optimization
method to find the optimal solution of a linear objective function, subject to
a given set of linear constraints. It has found widespread application in secu-
rity analysis of ciphers and hash functions over the past decade [8,12,14]. By
encoding the internal structure of a cipher as a set of linear constraints, and
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the characteristic to be found as the objective function, a search for optimal
characteristics can be carried out using general tools, such as the Gurobi opti-
mizer [6]. MILP analyses have been particularly effective for lightweight ciphers
where the models are more tractable, and the exact optimal characteristics can
be found [8,12,14,13,10,9]. For general, non-lightweight ciphers such as AES,
MILP has been used to prove differential and linear lower bounds [8,12].

A preliminary MILP analysis of FUTURE was given in the design paper [5].
The authors solved MILP models to find the minimum number of active S-
boxes in a characteristic. They concluded that 4-round differential and linear
distinguishers were possible, but five or more rounds of FUTURE should be safe
from such distinguishers.

In this paper, we conduct a more detailed MILP analysis of FUTURE, where
we incorporate the exact differential and linear probabilities of the cipher into
the MILP model. We work with exact probabilities rather than the number of
active S-boxes, with an increased complexity of the model. After applying several
techniques to increase the effectiveness of the MILP search, our analysis obtains
5-round differential and linear distinguishers for the cipher.

The organization of the rest of this paper is as follows: Application of MILP
techniques in cryptography is surveyed in Section 2. FUTURE is described in
Section 3. The construction details of our MILP models are described in Sec-
tion 4. The MILP models for differential and linear cryptanalysis are given in
Section 5 and Section 6, respectively. The paper is concluded in Section 7.

2 Related Work

Mouha et al. [8] proposed using MILP techniques to find lower bounds on the
number of active S-boxes in cryptanalysis of word-oriented ciphers. They inves-
tigated linear and differential cryptanalysis of the AES and Enocoro ciphers by
this technique and obtained the desired lower bounds.

Sun et al. [12] improved Mouha et al.’s technique to find the exact min-
imum number of active S-boxes for bit-oriented block ciphers. They modeled
PRESENT-80 by MILP for single-key and related-key differential analysis.

Sun et al. [14] gave the first MILP-based analysis that used H-representation
and logical condition modeling to obtain an exact representation of an S-box.
They analyzed the ciphers SIMON, Serpent, LBlock, and DESL, and obtained
some significant results of differential cryptanalysis and related key attacks on
these ciphers.

Sun et al. [13] improved this technique further to incorporate the probability
(or, bias) information into the MILP model and to find the optimal characteristic
with the highest probability (or, bias). In this work, the probability information
of possible linear and differential patterns was encoded within an S-box repre-
sentation. They studied SIMON48, LBlock, DESL, and PRESENT-128 ciphers
and improved results for linear, differential, and related-key cryptanalysis.
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Sasaki and Todo [9] further improved the technique of [13] by adding a MILP-
based optimization phase to the algorithm to obtain a minimized representation
of S-boxes with smallest number of constraints.

MILP modeling has more recently been applied to different cryptanalysis
methods, such as the cube attack [4], and impossible differential cryptanalysis [9].

Different types of ciphers, besides bit-oriented, lightweight ciphers, have also
been analyzed by MILP: Sun et al. [10] applied the technique to analyze ARX-
based ciphers. Sun et al. [11] showed how to model differential propagation over
an MDS matrix multiplication by MILP. Abdelkhalek et al. [1] and Boura and
Coggia [2] modeled ciphers with 8× 8 S-boxes by MILP.

Efficiency improvements on various components of MILP models have also
been studied in the literature. Fu et al. [3] provided a way to reduce the number
of constraints needed to model an XOR operation. Yin et al .[16] and Ilter
and Selcuk [7] proposed more efficient ways to model multiple combined XOR
operations.

3 FUTURE

FUTURE is an AES-like block cipher, where the operations are carried out on
nibbles rather than bytes. It has a 10-round lightweight structure, designed for
low latency and low hardware cost. The S-box and the MDS matrix are designed
especially to be efficient in hardware. The FUTURE block size is 64 bits, and
the key length is 128 bits.

The Round Function The basic round operations of FUTURE are SubCell,
MixColumn, ShiftRow, and AddRoundKey. The MixColumn operation is omit-
ted in the final round. The state of the cipher is denoted by a 4 × 4 matrix X
where each entry is a nibble; i.e., si ∈ {0, 1}4 for 0 ≤ i ≤ 15:

X =


s0 s4 s8 s12
s1 s5 s9 s13
s2 s6 s10 s14
s3 s7 s11 s15


The round function is presented in Figure 1.

SC MC
>>> 1

>>> 2

>>> 3

ShiftRow

ARK

Fig. 1: Round function of FUTURE

SubCell The 4 × 4 S-box of FUTURE which is a composition of 4 different
lightweight S-boxes is given in Table 1.
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Table 1: S-box of FUTURE
Input 0 1 2 3 4 5 6 7 8 9 A B C D E F

Output 1 3 0 2 7 E 4 D 9 A C 6 F 5 8 B

MixColumn The finite field multiplication of FUTURE is done over GF (24) =
GF (2)/⟨x4+x+1⟩. The state matrix entries are considered elements in GF (24)
and multiplied with the MDS matrix M , as X ←MX:

M =


8 9 1 8
3 2 9 9
2 3 8 9
9 9 8 1


ShiftRow The ith row of the state matrix (0 ≤ i ≤ 3) is shifted to the right,
depending on the value of i:

s0 s4 s8 s12
s1 s5 s9 s13
s2 s6 s10 s14
s3 s7 s11 s15

←


s0 s4 s8 s12
s13 s1 s5 s9
s10 s14 s2 s6
s7 s11 s15 s3


AddRoundKey The 64-bit round key is XORed to the state of the cipher.

4 Construction of MILP Models

The MILP approach has been widely used in cryptanalysis since Mouha et al. [8]
introduced the technique. The main idea is to find the optimal solution of an
objective function (e.g., the minimum number of active S-boxes or the maxi-
mum differential probability) with respect to certain constraints, according to
the MILP model of a given cipher. The technique was first used to find the min-
imum number of active S-boxes in a characteristic [8,12]. It was later refined by
Sun et al. [14] to find the optimal characteristic with the maximum differential
probability or the maximum linear bias. In this paper, our objective function will
be to maximize the differential probability (or linear bias) of a characteristic.

We need to model cipher components as constraints to construct a MILP
model to analyze differential and linear characteristics. Therefore, the S-box,
permutation, and matrix multiplication over a finite field are represented by
linear inequalities with binary variables. This section provides an overview of
the MILP modeling of block cipher components, such as the nibble-oriented
S-box, MDS matrix multiplication, and permutation.

The number of variables and constraints in a MILP model affects its solution
time dramatically. Hence, efficient cipher component modeling is essential to
obtain a shorter solution time. With this aim in mind, we modeled the XOR
operations by generalizing the idea of Fu et al. [3].
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Gurobi optimizer [6] v.9.5.2 is used to solve the MILP models, and Sage-
Math [15] is used to calculate the H-representations. The experiments are carried
out on a 2.3 GHz Quad-Core Intel Core i5 processor with 8 GB RAM.

4.1 S-box

Lower bounds for the minimum number of active S-boxes can be obtained via
using the branch number of S-boxes, as Mouha et al. [8] showed. Sun et al. [14]
provided a method in which S-box is modeled to find exact solutions.

Let a 4 × 4 bijective S-box have the input (x0, x1, x2, x3) and the output
(y0, y1, y2, y3). The following inequalities of binary variables can be used to rep-
resent the activity of this S-box and A = 1 means that the S-box is active.

x0 −A ≤ 0

x1 −A ≤ 0

x2 −A ≤ 0

x3 −A ≤ 0

x0 + x1 + x2 + x3 −A ≥ 0

4(x0 + x1 + x2 + x3)− (y0 + y1 + y2 + y3) ≥ 0

4(y0 + y1 + y2 + y3)− (x0 + x1 + x2 + x3) ≥ 0

Furthermore, if exact probability bounds are sought, the Difference Distribu-
tion Table (DDT) or the Linear Approximation Table (LAT) should be included
in the model. Sun et al. [14] proposed a greedy approach to model the DDT
(LAT), which was later improved by Sasaki and Todo [9]. Our model is based
on Sasaki and Todo’s approach:

Suppose we want to model a 4× 4 S-box with the probability of a difference,

p = Pr[(x0, x1, x2, x3)→ (y0, y1, y2, y3)],

and there are three distinct probabilities in its DDT such as 2−3, 2−2, and 1. The
probability information is encoded in two bits as (π0, π1), denoting the binary
encoding of − log2 p as:

(π0, π1) = (0, 0) =⇒ p = 1

(π0, π1) = (0, 1) =⇒ p = 2−2

(π0, π1) = (1, 1) =⇒ p = 2−3

Then, we encode input, output, and probability information in a binary vec-
tor, defined as:

E := (x0, x1, x2, x3, y0, y1, y2, y3, π0, π1).
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H-representation is a method for representing input vectors as a set of lin-
ear inequalities, which is an intersection of halfspaces. We calculate the H-
representation of E , denoted by H(E), and obtain a set of linear inequalities.
Via the H-representation, we obtain a list of inequalities such as:

(γ0,0, γ0,1, · · · , γ0,9) · E + γ0,10 ≤ 0

...

(γt−1,0, γt−1,1, · · · , γt−1,9) · E + γt−1,10 ≤ 0

where γi,j are integer coefficients, 0 ≤ j ≤ 10 and 0 ≤ i < t, where t denotes the
total number of inequalities computed in H-representation.

Some of the inequalities calculated in H-representation may possibly be re-
dundant. In order to eliminate the redundant inequalities, a MILP instance is
built and solved. The solution provides a minimized set of constraints that repre-
sents the S-box with its DDT (or, LAT). Further details of the H-representation
construction can be found in [14] and [9].

4.2 Permutation

Let the input of the permutation Π be ai and the output of the permutation be
bi for 0 ≤ i < n, where n is the block size of the permutation. In order to model
this operation, binary variables bi are defined to represent the output. Then,
equations representing the permutation operation, bi = Π(ai) for 0 ≤ i < n, are
added to the MILP model as constraints.

4.3 MDS Matrix Multiplication

Mouha et al. [8] modeled matrix multiplication with the branch number of the
linear transformation. The solution obtained by this method yields lower bounds
on the number of active S-boxes.

MDS matrix multiplication can be carried out by shift and XOR operations
over the base field. Sun et al. [11] provided a method to model matrix multipli-
cation with binary XOR operation. This representation can be used to model
differential propagation. In order to model linear propagation, we need a different
representation which is discussed in Section 6.1.

4.4 XOR Operation

There are several different ways to model a binary XOR operation by MILP in
the literature. Mouha et al. [8] provided a method that requires 4 constraints and
3 variables to model a 1-XOR operation, i.e., c = a⊕ b, where a, b, c, d1 ∈ {0, 1},



MILP-aided Cryptanalysis of the FUTURE Block Cipher 7

as follows:

a+ b+ c ≥ 2d1

d1 ≥ a

d1 ≥ b

d1 ≥ c

The operation d = a⊕b⊕c, where a, b, c, d ∈ {0, 1}, is called a 2-XOR operation.
It can be modeled via Mouha’s approach with 8 constraints and 5 variables.
Alternatively, Yin et al. [16] provided a method to model 2-XOR operation,
which requires the following 8 constraints and 4 variables:

a+ b− c+ d ≥ 0

a+ b+ c− d ≥ 0

−a+ b+ c+ d ≥ 0

a− b+ c+ d ≥ 0

−a− b+ c− d ≥ −2
a− b− c− d ≥ −2
−a+ b− c− d ≥ −2
−a− b− c+ d ≥ −2

Dummy variables are not used in this approach.
Fu et al. [3] implemented a method to model a 1-XOR operation with a single

constraint as follows:
a+ b+ c = 2d1

where a, b, c, d1 ∈ {0, 1}. In this work, we extend this approach to the n-XOR
case. In Table 2, constraints are given to model XOR operations up to 5-XOR.

Table 2: Constraints of n-XOR
n-XOR XOR Constraint

1 a⊕ b = c a+ b+ c = 2d1
2 a⊕ b⊕ c = d a+ b+ c+ d = 4d1 − 2d2
3 a⊕ b⊕ c⊕ d = e a+ b+ c+ d+ e = 4d1 − 2d2
4 a⊕ b⊕ c⊕ d⊕ e = f a+ b+ c+ d+ e+ f = 6d1 − 4d2 − 2d3
5 a⊕ b⊕ c⊕ d⊕ e⊕ f = g a+ b+ c+ d+ e+ f + g = 6d1 − 4d2 − 2d3

6-XOR (a ⊕ b ⊕ c ⊕ d ⊕ e ⊕ f ⊕ g = h) can be modeled via the following
equality:

a+ b+ c+ d+ e+ f + g + h = 8d1 − 6d2 − 4d3 − 2d4.

Also, 7-XOR (a⊕ b⊕ c⊕ d⊕ e⊕ f ⊕ g ⊕ h = i) can be modeled as:

a+ b+ c+ d+ e+ f + g + h+ i = 8d1 − 6d2 − 4d3 − 2d4.
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In general, for an even value of n, the n-XOR operation a0⊕a1⊕· · ·⊕an = b
is modeled as,

a0 + a1 + · · ·+ an + b = (n+ 2)d1 −
(
nd2 + (n− 2)d3 · · ·+ 2d(n/2)+1

)
,

and for an odd value of n:

a0 + a1 + · · ·+ an + b = (n+ 1)d1 −
(
(n− 1)d2 + (n− 3)d3 + · · ·+ 2d(n−1/2)+1

)
.

4.5 Construction of the Objective Function

The objective function of a MILP model can be constructed either to minimize
the number of active S-boxes or to maximize the probability of a characteristic.
Models that involve probabilities are preferred whenever possible because they
yield the exact best characteristic; but they also tend to be larger and much
harder to solve. The MILP analysis in the original FUTURE paper [5] focused
on the number of active S-boxes. We chose to work with the exact probabilities
instead.

The objective function in differential cryptanalysis is to maximize the charac-
teristic’s overall probability

∏
i pi, where pi denotes the individual round proba-

bility. Therefore, the objective function for the differential MILP model becomes
to minimize

∑
i(πi,0 + 2πi,1), for (πi,0, πi,1) denoting − log2 pi in binary.

The objective function in linear cryptanalysis is to maximize the approxima-
tion’s overall bias

∏
i bi, where bi denotes the individual round biases (in absolute

value). For (πi,0, πi,1) denoting − log2 bi in binary, the objective function for the
linear MILP model is to minimize

∑
i(πi,0 + 2πi,1).

5 Differential Cryptanalysis of FUTURE

In this section, we describe the details of the MILP model constructed for dif-
ferential cryptanalysis of FUTURE and how it is implemented in practice.

5.1 Differential MILP Model Construction

The round function elements of FUTURE, namely the SubCell, MixColumn
and ShiftRow operations, are modeled for differential cryptanalysis using the
techniques described below:

SubCell The DDT is calculated for the S-box of FUTURE, which contains
three non-zero values; 2, 4, and 16. As described in Section 4.1, we encoded
each input, output, and probability information as a vector, and computed the
H-representation using SAGE. The solution returned 333 inequalities includ-
ing redundant ones. We utilized Sasaki and Todo’s approach and obtained 18
inequalities to represent the S-box’s differential behavior.
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MixColumn In order to represent the MDS matrix, the primitive matrix rep-
resentation provided by [10] is utilized for differential propagation. FUTURE’s
MDS matrix M contains the field elements 1, 2, 3, 8, 9 from GF (24). Field
multiplication by these scalars in GF (24) is a linear transformation over GF (2),
represented via the following matrices:

1 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 2 =


0 1 0 0
0 0 1 0
1 0 0 1
1 0 0 0

 3 =


1 1 0 0
0 1 1 0
1 0 1 1
1 0 0 1

 8 =


1 0 0 1
1 1 0 0
0 1 1 0
0 0 1 0

 9 =


0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 1


Let MPR denote the 16×16 binary matrix which is the primitive representation
of M over GF (2), obtained by replacing the field elements in M by the 4 × 4
binary matrices given above. For the state matrices Y and Z where Z = MY ,
let YB and ZB denote the 16 × 4 binary matrices, where each column vector is
obtained from the corresponding column vector of Y and Z by replacing each
field element from GF (24) by its binary representation over GF (2). Hence, the
MDS matrix multiplication over these binary vectors becomes,

ZB = MPRYB.

The 1’s in each row of MPR indicate the elements to be XORed when a
column vector is multiplied by MPR. For instance, consider the 16-bit column
vectors y = (y0, y1, · · · , y15)T and z = (z0, z1, · · · , z15)T , where z = MPR y. The
following 16 equations are needed to represent the differential propagation:

y0 + y3 + y7 + y8 + y12 + y15 + z0 − 6d0 + 4d1 + 2d2 = 0

y0 + y1 + y4 + y9 + y12 + y13 + z1 − 6d3 + 4d4 + 2d5 = 0

y1 + y2 + y5 + y10 + y13 + y14 + z2 − 6d6 + 4d7 + 2d8 = 0

y2 + y6 + y7 + y11 + y14 + z3 − 6d9 + 4d10 + 2d11 = 0

y0 + y1 + y5 + y11 + y15 + z4 − 6d12 + 4d13 + 2d14 = 0

y1 + y2 + y6 + y8 + y12 + z5 − 6d15 + 4d16 + 2d17 = 0

y0 + y2 + y3 + y4 + y7 + y9 + y13 + z6 − 8d18 + 6d19 + 4d20 + 2d21 = 0

y0 + y3 + y4 + y10 + y11 + y14 + y15 + z7 − 8d22 + 6d23 + 4d24 + 2d25 = 0

y1 + y4 + y5 + y8 + y11 + y15 + z8 − 6d26 + 4d27 + 2d28 = 0

y2 + y5 + y6 + y8 + y9 + y12 + z9 − 6d29 + 4d30 + 2d31 = 0

y0 + y3 + y4 + y6 + y7 + y9 + y10 + y13 + z10 − 8d32 + 6d33 + 4d34 + 2d35 = 0

y0 + y4 + y7 + y10 + y14 + y15 + z11 − 6d36 + 4d37 + 2d38 = 0

y3 + y7 + y8 + y11 + y12 + z12 − 6d39 + 4d40 + 2d41 = 0

y0 + y4 + y8 + y9 + y13 + z13 − 6d42 + 4d43 + 2d44 = 0

y1 + y5 + y9 + y10 + y14 + z14 − 6d45 + 4d46 + 2d47 = 0

y2 + y3 + y6 + y7 + y10 + y15 + z15 − 6d48 + 4d49 + 2d50 = 0
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To model the differential propagation over each MDS matrix multiplication, we
need 64 new constraints and 204 new binary di dummy variables.

ShiftRow The binary variables resulting from the MixColumn operation are
permuted through the ShiftRow operation. Then, 64 new binary variables are
introduced and assigned to these results.

AddRoundKey Since we model a single-key differential cryptanalysis, there is
no need to model the XOR operation with the round key.

5.2 Search Strategy

The number of variables and constraints used in the MILP model increases as
more rounds are added to the model, and the solution time increases exponen-
tially as a result. Zhou et al. [17], in their MILP analysis of the GIFT cipher,
added extra constraints to the model, to limit the number of active S-boxes
in each round and hence to restrict the solution space. We adopted a similar
approach to obtain differential characteristics of FUTURE. For instance, the
3-round differential characteristic is obtained by adding the following three con-
straints:

A0
0 +A0

1 + · · ·A0
15 = 4

A1
0 +A1

1 + · · ·A1
15 = 1

A2
0 +A2

1 + · · ·A2
15 = 4

where Ai
j stands for the jth S-box in the ith round. These extra constraints are

used to determine the number of active S-boxes in each round, such as 4-1-4 in
this example search strategy. In Table 3, the best differential probabilities are
given with respect to the search strategies we tried.

5.3 Results

The differential characteristic probabilities up to five rounds are given in Table 3.

A 5-round characteristic with 2−62 probability has been found through our
searches. Remarkably, this characteristic involves 27 active S-boxes, which is not
the minimum number of active S-boxes for 5 rounds.

Designers of FUTURE provided a 4-round differential characteristic with a
probability of 2−62. We were able to obtain the same probability for a 5-round
characteristic. The details of the 5-round characteristic is given in Table 4.
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Table 3: The search strategies tried and the maximum differential probabilities
obtained for FUTURE up to 5 rounds.

# of rounds Extra Constraint Max. Diff. Prob. # of Cons. # of Var.

2 1-4 2−10 620 930

3 4-1-4 2−18 1064 1458

4-1-4-16 2−52

1-4-16-4 2−60

4 16-4-1-4 2−50 1508 1986
4-16-4-1 2−56

4-1-4-16-4 2−68

1-4-16-4-1 2−64

5 4-16-4-1-4 2−66 1952 2518
2-4-16-4-1 2−62

1-4-16-4-2 2−68

Table 4: Differential characteristic of FUTURE for 5 round
Round Difference Diff. Prob.

Input 0704 0000 0000 0000 1

1 4000 0700 0050 0007 2−4

2 6161 1C16 4482 3262 2−14

3 0000 0000 0000 6122 2−52

4 0000 0000 0002 0000 2−60

5 0090 0001 8000 0900 2−62

6 Linear Cryptanalysis of FUTURE

In this section, we describe the details of the MILP model constructed for linear
cryptanalysis of FUTURE and how it is implemented in practice. We focus on
how a linear approximation of the S-box can be transformed into a linear ap-
proximation of the round function, propagating through the MDS matrix mul-
tiplication.

6.1 Linear MILP Model Construction

SubCell We calculated the LAT for FUTURE’s S-box, and, as described in
Section 4.1, we encoded each input, output, and bias (in absolute value) infor-
mation as a vector. Then we computed the H-representation using SAGE. The
solution returned 505 inequalities including redundant ones. We utilized Sasaki
and Todo’s approach and obtained 18 inequalities to represent the S-box’s linear
behavior.

MixColumn Let MPR be the 16 × 16 binary matrix which is the primitive
representation of M over GF (2), as explained in Section 5.1, and let YB and
ZB be the 16 × 4 binary matrices, where each column vector is obtained from
the corresponding column vector of Y and Z by replacing each field element
from GF (24) by its binary representation over GF (2). Hence, ZB = MPRYB.
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We can transform a linear mask on each column of YB into a linear mask of the
corresponding column of ZB along the following lines:

Let y and z be column vectors such that z = MPR y, and βT be the 16-bit
row vector (linear mask) indicating the active bits of y in a linear approximation.
Then, the corresponding linear mask γT on z can be calculated as follows:

z = MPR y

M−1
PR z = y

βTM−1
PR z = βT y

Hence, γT z = βT y for,
γT = βTM−1

PR.

ShiftRow The binary variables resulting from the MixColumn operation are
permuted through the ShiftRow operation. 64 new binary variables are defined
and assigned to these results as introduced in Section 4.2.

AddRoundKey There is no need to model the XOR operation with the round
key since linear cryptanalysis is conducted.

6.2 Search Strategy

As explained in Section 5.2, the number of variables and constraints used in the
MILP model increases as more rounds are added to the model, and the solution
time increases exponentially as a result. To tackle this problem and to keep the
MILP search within practical limits, we add extra constraints that indicate the
number of active S-boxes in each round. The search strategies we used in our
search of linear approximations of FUTURE are listed in Table 5.

6.3 Results

The linear approximation biases (in absolute values) up to five rounds are given
in Table 5.

Table 5: The search strategies tried and the maximum linear biases obtained for
FUTURE up to 5 rounds.

# of rounds Extra Constraint Max. Linear Bias # of Cons. # of Var.

2 1-4 2−6 616 930

3 4-1-4 2−10 1056 1458

4 16-4-1-4 2−26 1496 1986

1-4-16-4-1 2−32

5 1-4-16-4-2 2−32 1936 2518
2-4-16-4-1 2−32

A 5-round approximation with a bias of 2−32 has been found through our
searches. The details of the 5-round characteristic is given in Table 6.
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Table 6: Linear characteristic of FUTURE for 5-round
Round Input Mask Linear Bias

Input 0000 0000 0208 0000 1

1 0090 0004 D000 0D00 2−3

2 1591 E99A 6F86 A911 2−7

3 E9A6 0000 0000 0000 2−26

4 0000 0000 0080 0000 2−31

5 00F0 000E E000 0100 2−32

7 Conclusion

FUTURE is a new, promising lightweight cipher designed for low latency and
low hardware cost, based on an AES-like structure. In this paper, we conducted
a MILP-based analysis of the cipher to find single-key differential and linear
distinguishers. We incorporated the DDT and LAT probabilities into the model
and obtained some previously unknown characteristics up to five rounds.

As an additional contribution, we showed an efficient way to model an n-XOR
operation with one constraint. The proposed method can be used to improve the
MILP models of various cryptanalysis methods in the literature.

The 5-round distinguishers we discovered improve the known distinguishers
of FUTURE by one round. Nevertheless, they cannot be extended to the full
version of the cipher, and hence do not pose an immediate threat to its security.
FUTURE still enjoys a reasonable security margin.
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