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Abstract
Homomorphic equality operator is essential for many secure
computation tasks such as private information retrieval (PIR).
However, the folklore homomorphic equality operator is typi-
cally considered to be impractical as its multiplicative depth
depends on the input bit-length. In Usenix SEC ’22, Mahdavi-
Kerschbaum propose a homomorphic equality operator with a
constant multiplicative depth, based on constant-weight code.
On that basis, they propose constant-weight PIR (CwPIR for
short); compared with other PIR protocols, CwPIR is more
friendly to databases with large payloads and can support
keyword query almost for free. Unfortunately, CwPIR cannot
support databases with a large number of elements, which
limits its real-world impact.

In this paper, we propose a homomorphic constant-weight
equality operator that supports batch processing, hence it can
perform thousands of equality checks with a much smaller
amortized cost. Based on this improved homomorphic equal-
ity operator, we propose a novel PIR protocol named PIRANA,
which inherits all advantages of CwPIR with a significant im-
provement in supporting more elements. We further extend
PIRANA to support multi-query. To the best of our knowl-
edge, PIRANA is the first multi-query PIR that can save both
computation and communication. Our experimental results
show that our single-query PIRANA is upto 30.8× faster than
CwPIR; our multi-query PIRANA saves upto 163.9× com-
munication over the state-of-the-art multi-query PIR (with a
similar computational cost).

1 Introduction

Suppose a server S holds a database of n elements, where
each element consists of an identifier (index or keyword) and
a payload; private information retrieval (PIR) allows a client
C to retrieve an element from the database without reveal-
ing which element was retrieved. It enables a wide range of
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privacy-preserving applications such as private contact discov-
ery [17], private contact tracing [36], private navigation [37],
anonymous messaging [25, 30], and safe browsing [22]. De-
spite being extensively studied for decades, PIR is still a hot
research topic.

The PIR protocols can be roughly categorized into multi-
server PIR [13] and single-server PIR [24]. The multi-server
protocols are much more efficient in both computation and
communication, and can achieve information-theoretic secu-
rity. However, their reliance of multiple non-colluding servers
is an unrealistic assumption in practice. In contrast, the single-
server protocols do not have this strong assumption, but in-
troduce a huge performance overhead. It has been shown that
such protocols are even slower than trivially having C down-
load the entire database [35]. Furthermore, most of existing
PIR protocols only support index queries, and they require
extra communication rounds to reduce keyword PIR to in-
dex PIR [12]. On the other hand, keyword queries are more
commonly used in real-world applications.

Constant-weight PIR. Recently, Mahdavi-Kerschbaum [27]
propose a PIR based on constant-weight code, the codewords
of which have the same Hamming weight. They refer to
this PIR as constant-weight PIR (CwPIR for short). They
design homomorphic equality operators for constant-weight
codewords with a multiplicative depth that only depends on
the Hamming weight k of the code, not the bit-length m of
the codewords. CwPIR works as follows: (i) C/S maps its
query/identifiers to constant-weight codeword(s); (ii) C ho-
momorphically encrypts the indices that correspond to 1s in
its query codeword, and sends the ciphertexts to S; (iii) S
obliviously expands them into m ciphertexts, which corre-
spond to the m bits of the query codeword; (iv) for each of
the n identifiers, S runs the homomorphic equality operator
between the identifier codeword and the query codeword, lead-
ing to a selection vector of length n; (v) S returns the inner
product between the selection vector and the payloads. Com-
pared with prior arts, CwPIR is more friendly to databases
with large payloads, and can support keyword query with
minor modification, no extra rounds, and minimal overhead.
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However, CwPIR needs to run ciphertext-ciphertext multipli-
cation for (k−1)n times, hence it cannot support databases
with a large number of elements. Their experimental results
also confirm this (cf. Table 13 in [27]).
Our contribution. In this paper, we propose a novel PIR
protocol named PIRANA, which inherits all advantages of
CwPIR [27] with a significant improvement in supporting
more elements. Our starting point is to replace the homomor-
phic equality operator in CwPIR with a novel SIMD-based
one, which supports batch processing: it can perform N (the
number of slots in an SIMD ciphertext) equality checks with a
single ciphertext-ciphertext multiplication (instead of N). As
a result, S in PIRANA only needs to run ciphertext-ciphertext
multiplication for (k− 1)⌈n/N⌉ times (instead of (k− 1)n).
We further extend PIRANA to support multi-query by replac-
ing the constant-weight code with a bloom filter. Prior multi-
query PIR protocols trade communication for computation:
they introduce more communication overhead than process-
ing multiple queries separately. To the best of our knowledge,
PIRANA is the first multi-query PIR that can save both compu-
tation and communication. Its basic idea is to batch multiple
queries using bloom filter and batch multiple responses using
oblivious rotation. In particular, the oblivious rotation scheme,
initially proposed by us, allows one to rotate an element from
an unknown slot of an SIMD ciphertext to a designated slot. It
could be of independent interest. We fully implement PIRANA
and systematically evaluate its performance.

We summarize our contribution as follows:

• We propose a novel homomorphic equality operator
that supports batch processing for constant-weight code-
words. (Section 3)

• We design a novel constant-weight PIR named PIRANA,
which is upto 30.8× faster than CwPIR proposed by
Mahdavi-Kerschbaum [27]. (Section 4)

• We propose the first muti-query PIR that can save
both computation and communication. It saves upto
163.9× communication over the state-of-the-art multi-
query PIR [2] (with a similar computational cost). (Sec-
tion 5)

• We provide a full-fledged implementation and extensive
evaluation. (Section 6)

2 Preliminaries

In this section, we describe some building blocks for our
protocols.

2.1 Homomorphic encryption
Fully Homomorphic Encryption (FHE) is an encryption
scheme that allows arbitrary functions to be performed over

Notation Description

C client

S server

n DB size

id an identifier

pl a payload

CW (m,k) binary constant-weight code with length m and

Hamming weight k

N polynomial modulus degree in FHE number of

slots in a SIMD ciphertext

p plaintext modulus, SIMD slot size

q ciphertext modulus

x a bit array

x̃ an SIMD ciphertext

t ⌈m/N⌉
s ⌈n/N⌉
% modulo

L number of queries

BC(n,M,L,B) a batch code that encodes n elements into M

codewords in B buckets, supporting L queries

C a batch code codeword

BL(m,k) a bloom filter of length m with k hash functions

H hash function

Table 1: Summary of frequent notations.

encrypted data [19]. In practice, it is usually used in a lev-
eled fashion, i.e., only a predefined number of operations
can be performed. In most FHE cryptosystems [5–7, 10, 18],
plaintexts are encoded as polynomials from the quotient ring
Zp[x]/(xN +1), where N is a power of 2, and p is the plain-
text modulus. The plaintext polynomials are then encrypted
into ciphertext polynomials Zq[x]/(xN + 1), where q is the
ciphertext modulus that determines the security level and the
number of operations that can be performed.

Most FHE cryptosystems support single instruction mul-
tiple data (SIMD), which encrypts multiple elements into a
single ciphertext and processes these encrypted elements in a
batch without introducing any extra cost. An SIMD cipher-
text has N slots, hence it can be viewed as an encryption of
a length-N vector over Zp. Notice that the SIMD technique
also supports cyclic rotations of its slots.

The homomorphic operations used in this paper are sum-
marized as follows:

• x̃← SIMDEnc(pk,x). The encryption algorithm takes
a plaintext vector x = [x1, ...,xN ] and outputs an SIMD
ciphertext denoted by x̃.
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• x← SIMDDec(pk, x̃). The decryption algorithm takes
an SIMD ciphertext x̃ and outputs a plaintext vector x.

• z̃← SIMDAdd(x̃, ỹ). The addition algorithm takes two
SIMD ciphertexts x̃ and ỹ; outputs an encryption of
[x1 + y1, ...,xN + yN ].

• z̃← SIMDPmul(x̃,y). The ciphertext-plaintext multipli-
cation takes a SIMD ciphertext x̃ and a plaintext vector
y; outputs an encryption of [x1y1, ...,xNyN ].

• z̃← SIMDMul(x̃, ỹ). The ciphertext-ciphertext multipli-
cation takes two SIMD ciphertexts x̃ and ỹ; outputs an
encryption of [x1y1, ...,xNyN ].

• x̃′ ← SIMDRotate(x̃,c). The rotation algorithm takes
an SIMD ciphertext x̃ and an integer c ∈ [N]; outputs an
encryption of

[
x(1+c)%N , ...,x(N+c)%N

]
.

2.2 Constant-weight code
Constant-weight code is a form of error detecting code where
its codewords are binary strings that share the same Hamming
weight k. Its code length m is the bit-length of its codewords
and code size n is the number of distinct codewords. Clearly,
for a fixed Hamming weight k, to construct a constant-weight
code of size n, one must choose its code length m, s.t.,

(m
k

)
≥ n.

Then, we have
m ∈ O(

k√k!n+ k).

We denote the constant-weight code with length m and Ham-
ming weight k by CW (m,k).

Mahdavi-Kerschbaum [27] propose ways to map both in-
dices and keywords to constant-weight codewords. Algo-
rithm 1 shows how they map indices (i.e., i∈ [n]) to CW (m,k).
Intuitively, it maps each i to the i-th valid codeword from a
sorted list of codewords, with a complexity O(m+ k).

Algorithm 1 Mapping indices to constant-weight codewords

Input i ∈ [n] ,m,k ∈ N with
(m

k

)
≥ n

Output x ∈CW (m,k)
1: j := i
2: l := k
3: x := 0m

4: for m′ := m−1, ...,0 do
5: if j ≥

(m′
l

)
then

6: x[m′] := 1
7: j := j−

(m′
l

)
8: l := l−1
9: end if

10: if l = 0 then
11: break
12: end if
13: end for
14: return x

Algorithm 2 Mapping keywords to constant-weight code-
words
Input kw ∈ KW,m,k ∈ N, a set of hash functions (Hi :
|KW| → [m])

Output x ∈CW (m,k)
1: i := 1
2: k′ := 0
3: x := 0m

4: while k′ < k do
5: h := Hi(kw)
6: if x[h] = 0 then
7: x[h] := 1
8: k′ := k′+1
9: else

10: i := i+1
11: end if
12: end while
13: return x

It becomes tricky to map keywords to constant-weight
codewords: keywords could be from a large domain KW;
m and k need to be chosen s.t.

(m
k

)
≥ |KW|, which could lead

to prohibitively large m,k. To address this issue, Mahdavi-
Kerschbaum [27] propose a lossy mapping (Algorithm 2),
which allows a small probability that distinct keywords are
mapped to the same codeword.

An equality operator for checking the equality of two values
is defined as follows:

Definition 1 (Equality Operator). A function f is an equality
operator over a domain D if ∀x,y ∈ D,

f (x,y) =
{

1 if x = y
0 o.w.

An equality operator over constant-weight codewords could
be:

f (x,y) = ∏
y[i]=1

x[i] (1)

2.3 Batch code
A batch code (n,M,L,B)-BC encodes a collection of n ele-
ments into M codewords distributed among B buckets; any L
of the n elements can be recovered by fetching at most one
codeword from each bucket. It is an essential building block
for multi-query PIR: C issues one PIR query to each of the B
buckets and receives B responses; to answer these B queries,
S computes over all M codewords exactly once. Notice that
smaller M leads to lower computation, and smaller B leads to
lower communication. Given M < L ·n, the total computation
done by S is lower than running L instances of single-query
PIR separately.

Angel et al. [2] introduce the notion of probabilistic batch
code (PBC) that differs from the traditional batch codes in
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that it fails to be complete with probability p, in exchange for
a smaller M and B. They provide a PBC construction based
on 3-way cuckoo hashing, which encodes n elements into
M = 3n codewords distributed among B = 1.5L buckets, with
a failure probability of p = 2−40.

We summarize the operations of a batch code as follows:

• [(id1,C1), ...,(idB,CB)] ← Encode([(id1, pl1), ...,(idn,
pln)]), where (idi,Ci) denotes vectors of identifiers and
codewords in the i-th bucket.

• [id′1, ..., id
′
B]← GenSchedule([id1, ..., idL]), which takes

a set of L queries and outputs a query for each of the B
buckets.

• [pl1, ..., plL] ← Decode([C1, ...,CB]), which takes B
codewords and outputs L payloads.

2.4 Bloom filter
A bloom filter BL(m,k) is a data structure for efficient mem-
bership test [4]. It is a bit array x of length m initialized with
0s. It is also equipped with k hash functions {Hi}; the output
of each hash function is uniformly distributed in [m]. To insert
an element x into the bloom filter, one computes k positions:
hi = Hi(x) ∀i ∈ [k], and set each of these k positions in x as 1
(x[hi] := 1). To test if an element has been inserted into the
bloom filter, k positions are computed in the same way; if any
of these positions in x is 0, the element is for sure not in the
bloom filter; otherwise, the element is declared to be in the
bloom filter with the following false positive rate:

ε = (1− e−kL/m)k (2)

where L is the number of elements that has been inserted into
the bloom filter.

3 SIMD-based Homomorphic Equality Opera-
tor

Mahdavi-Kerschbaum [27] propose a homomorphic equality
operator for constant-weight code based on SealPIR’s obliv-
ious expansion [2]. In more detail, to encrypt a codeword x
of length m, they separately encrypt the k indices that cor-
respond to 1s in x using FHE. To check equality between
an encrypted x and a plain codeword y, they first expand the
encrypted indices such that each bit of x is in a separate ci-
phertext; then run the equality operator (cf. equation 1) on the
encrypted bits. The oblivious expansion requires 2m(N−1)

N sub-
stitutions1 and m ciphertext-plaintext multiplications [2]; and
the equality operator requires (k− 1) ciphertext-ciphertext
multiplications.

1The runtime of substitution is roughly twice that of ciphertext-plaintext
multiplication.

Algorithm 3 SIMD-based homomorphic equality operator

Input [x̃1, ..., x̃t ] and y, with x1||...||xt = x
Output ṽ: if x = y, v[1] = 1 and others are 0s; o.w. v = 0N

1: Find the k indices [i1, ..., ik] in y, where y[i] = 1
2: a := 1
3: for i ∈ [i1, ..., ik] do
4: j := ⌊i / N⌋
5: c := i % N−1
6: ũa← SIMDRotate(x̃ j,c)
7: a := a+1
8: end for
9: ṽ := SIMDMul(ũ1, ..., ũk)

10: e := 0N , e[1] := 1
11: ṽ← SIMDPmul(ṽ,e)

In this section, we propose a faster homomorphic equality
operator based on SIMD, where x is directly encrypted into
[x̃1, ..., x̃t ] s.t. x = x1||...||xt and t = ⌈m/N⌉.2 The homomor-
phic equality operator is described in Algorithm 3. For each
index i with y[i] = 1, it rotates the corresponding element in
x to the first slot (Line 4-6), leading to a ciphertext ũa with
ua[1] = x[i]. Then, it multiplies [ũ1, ..., ũk] altogether and gets
ṽ (Line 9) with

v[1] = ∏
y[i]=1

x[i].

Clearly, v[1] is the result of the equality operator. In the end,
it clears out other slots of ṽ by multiplying it to a plaintext e
(Line 11).

Algorithm 3 requires k rotations and (k− 1) ciphertext-
ciphertext multiplications, plus one ciphertext-plaintext mul-
tiplication. Given that the runtime of rotation is roughly twice
that of ciphertext-plaintext multiplication, our approach saves
( 5mN−4m

N −2k−1) ciphertext-plaintext multiplications com-
pared to that proposed by Mahdavi-Kerschbaum [27]. More
importantly, our approach supports batch processing: given
that Algorithm 3 only uses the first slot of u (Line 6), we
could in fact make full use of its N slots to run N equality
tests in a batch.
Batched homomorphic equality operator. Algorithm 4 de-
scribes our batched version. It compares x with N different
ys. For each y, it runs Algorithm 3 with two modifications:

• It rotates x[i] to the l-th slot, instead of the first slot
(Line 7-8).

• It leaves out the ciphertext-ciphertext multiplication
among ũs. Instead, it clears out the useless slots of each
ũ and adds it to the corresponding w̃ (Line 10-11).

The above process leads to k ciphertexts [w̃1, ..., w̃k] with
wa[ j] = y j[ia]. Then, it multiplies [w̃1, ..., w̃k] altogether and

2For simplicity, we assume N divides m.
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Algorithm 4 Batched homomorphic equality operator

Input [x̃1, ..., x̃t ] and [y1, ...,yN ], with x1||...||xt = x
Output ṽ: for each l ∈ [N], if x = yl , v[l] = 1; o.w. v[l] = 0

1: Init [w̃1, ..., w̃k]: each w̃i is an encryption of 0N

2: for l := 1, ...,N do
3: Find the k positions [i1, ..., ik] in yl , where yl [i] = 1
4: a := 1
5: for i ∈ [i1, ..., ik] do
6: j := ⌊i / N⌋
7: c := i % N− l
8: ũ← SIMDRotate(x̃ j,c)
9: e := 0N , e[l] := 1

10: ũ← SIMDPmul(ũ,e)
11: w̃a := SIMDAdd(w̃a, ũ)
12: a := a+1
13: end for
14: end for
15: ṽ := SIMDMul(w̃1, ..., w̃k)
16: return ṽ

gets ṽ (Line 15) with

v[ j] = ∏
y j [i]=1

x[i], ∀ j ∈ [N].

In this way, it accomplishes N homomorphic equality opera-
tors with a single ciphertext-ciphertext multiplication (which
is the most expensive operation).
Remark. Mahdavi-Kerschbaum [27] also use the SIMD tech-
nique (but in a different way) when benchmarking their ho-
momorphic equality operators. They encrypt each bit of x in
a separate SIMD ciphertext, which means they use m SIMD
ciphertexts to encrypt a single x. To make use of other slots,
they encrypt N different xs in these ciphertexts. Then, they
measure the amortized time of comparing these xs with a
single y. Notice that batching in this way has no relation with
PIR; indeed, they did not apply this approach to their CwPIR.
In contrast, our proposed homomorphic equality operator nat-
urally implies PIR, as shown in next section.

4 Single-query PIRANA

In this section, we present our constant-weight PIR. It is
mostly based on the batched homomorphic equality oper-
ator in Algorithm 4. The rough idea is to divide the database
into s := ⌈n/N⌉ chunks and run Algorithm 4 separately for
each chunk.

4.1 Single-query PIRANA for small payloads

For small payloads, the size of which is smaller than the slot
size i.e., |pl|< p, the workflow of PIRANA is as follows:

Algorithm 5 Single-query PIRANA for small payloads

Input [x̃1, ..., x̃t ] and [(y1, pl1), ...,(yn, pln)]
Output ṽ : Suppose x = yi, then v[i % N] = pli and other

elements of v are 0s
1: s := ⌈n/N⌉ ▷ For simplicity, we assume N divides n
2: for i := 1, ..,s do
3: Run Algorithm 4 with input ([x̃1, ..., x̃t ] ,[

y(i−1)N+1, ...,y(i−1)N+N
]
) and get output ũi

4: ũi← SIMDPmul(ũi,
[

pl(i−1)N+1, ..., pl(i−1)N+N

]
)

5: end for
6: ṽ← SIMDAdd(ũ1, ..., ũs)
7: return ṽ

• Setup. Parameters for the homomorphic encryption are
chosen and keys are generated. For each identifier idi,
S maps it to a constant-weight codeword yi of length m
and weight k.

• Query. C maps its query to a constant-weight code-
word x in the same way as S; encrypts x into t = ⌈m/N]
SIMD ciphertexts [x̃1, ..., x̃t ] s.t. x= x1||...||xt ; and sends
[x̃1, ..., x̃t ] to S.

• Answer. S runs Algorithm 5 to generate a response. It
proceeds in two phases:

1. Selection vector generation. For each chunk, S
runs Algorithm 4 with [x̃1, ..., x̃t ] and the corre-
sponding ys in that chunk, and gets an encrypted
selection vector ũ (Line 3).

2. Inner product calculation. S multiplies the pay-
loads to the corresponding slots of ũ (Line 4).
Given that x matches (at most3) one y, there will be
(at most) one “1” in all slots of all us, hence only
(at most) one payload will be kept and all others
will be cleared out. In the end, S adds together all
ciphertexts (Line 6), and returns the result ṽ to C.

• Extract. C decrypts ṽ and outputs the non-empty slot (if
any).

In this way, S needs to run s · k · N rotations, (s · k ·
N + s) ciphertext-plaintext multiplications, and s · (k−1) =
⌈n/N⌉ · (k− 1) ciphertext-ciphertext multiplications (recall
that CwPIR [27] needs to run (k−1) ·n ciphertext-ciphertext
multiplications, which is its main overhead).

We could further reduce the number of rotations from s · k ·
N to t ·(N−1) (notice that s ·k > n≫ t). The key observation
is that, in Line 8 of Algorithm 4, the same ũ will appear
multiple times. Therefore, we could pre-compute all possible
ũs. Algorithm 6 describes this optimization. In more detail,

3In index PIR, x matches exactly one y; in keyword PIR, x matches one y
or there is no match.
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Algorithm 6 Single-query PIRANA for small payloads with a
reduced number of rotations
Input [x̃1, ..., x̃t ] and [(y1, pl1), ...,(yn, pln)]
Output ṽ : Suppose x = yi, then v[i % N] = pli and other

elements of v are 0s

1: Init

ũ1,1 ... ũ1,N
...

. . .
...

ũt,1 ... ũt,N

: each ui, j is an encryption of 0N

2: for i := 1, ..., t do
3: for j := 1, ...,N−1 do
4: ũi, j← SIMDRotate(x̃t ,( j−1))
5: end for
6: end for
7: s := ⌈n/N⌉ ▷ For simplicity, we assume N divides n
8: for j := 1, ..,s do
9: Init [w̃1, ..., w̃k]: each w̃ is an encryption of 0N

10: for l := 1, ...,N do
11: Find the k positions [i1, ..., ik] in y( j−1)N+l , where

y( j−1)N+l [i] = 1
12: a := 1
13: for i ∈ [i1, ..., ik] do
14: e := 0N , e[l] := 1
15: f̃← SIMDPmul(ũ⌊i / N⌋,i % N−l ,e)
16: w̃a := SIMDAdd(w̃a, f̃)
17: a := a+1
18: end for
19: end for
20: g̃ := SIMDMul(w̃1, ..., w̃k)

21: ṽ j← SIMDPmul(g̃,
[

pl( j−1)N+1, ..., pl( j−1)N+N

]
)

22: end for
23: ṽ← SIMDAdd(ṽ1, ..., ṽs)
24: return ṽ

for each x̃i, S rotates it (N−1) times to enumerate all possible
rotations of x̃i. This leads to t×N different ũs (Line 1-6 in
Algorithm 6). Then, it runs in a similar4 way as Algorithm 5,
with only one modification: instead of rotating x̃ to get ũ,
S directly picks ũ from the pre-computed values (Line 15).
We emphasize that this trick also allows us to rotate 2x slots
per rotation (x = 0 in our case), which is more efficient than
rotating an arbitrary number of slots.

4.2 Single-query PIRANA for large payloads

Notice that the returned ciphertext ṽ in Algorithm 5 6 has
(at most) one non-empty slot. Algorithm 7 shows how we
make full use of other empty slots to return a large payload
(assuming a payload is as large as l ciphertexts, i.e., |pl| =
l ·N · p), and Figure 1 visualizes this process. Specifically, S

4The description is different because we can no longer use Algorithm 4
as a blackbox.

Algorithm 7 Single-query PIRANA for large payloads

Input [x̃1, ..., x̃t ] and [(y1, pl1), ...,(yn, pln)]
Output [ṽ1, ..., ṽl ] : Suppose x = yi, then v1[1]||...||v1[N]||...
||vl [1]||...||vl [N] = pli ▷ |pl|= l ·N · p

1: s := ⌈n/N⌉ ▷ For simplicity, we assume N divides n

2: Init

d1,1 ... d1,l·N
...

. . .
...

ds,1 ... ds,l·N

: each di, j is [pl j
(i−1)N+1, ...,

pl j
(i−1)N+N ], and pl1

(i−1)N+a||...||pll·N
(i−1)N+a = pl(i−1)N+a

3: Init [w̃1, ..., w̃l·N ]: each w̃i is an encryption of 0N

4: for i := 1, ..,s do
5: Run Algorithm 4 with input ([x̃1, ..., x̃t ] ,[

y(i−1)N+1, ...,y(i−1)N+N
]
) and get output ũi

6: for j := 1, ..., l ·N do
7: f̃ j← SIMDPmul(ũi,di, j)

8: w̃ j← SIMDAdd(̃f j, w̃ j)
9: end for

10: end for
11: Init [ṽ1, ..., ṽl ]: each vi is an encryption of 0N

12: for i := 1, ..., l do
13: for j := 1, ...,N do
14: ṽi← SIMDAdd(ṽi, w̃(i−1)·N+ j)
15: ṽi← SIMDRotate(ṽi,1)
16: end for
17: end for
18: return [ṽ1, ..., ṽl ]

splits each payload into l ·N small blocks (Line 2) and runs
as follows to answer a query:

❶ For each of the s chunks, it runs Algorithm 4 to get a
selection vector (Line 5). Notice that the optimization in
Algorithm 6 is also applicable here, but we leave it out
for the ease of presentation.

❷ It multiplies the blocks of N payloads to each selection
vector, and repeats this for all l ·N blocks of each payload
(Line 7).

❸ It adds together the ciphertexts from different chunks
(Line 8), resulting in l ·N ciphertexts.

❹ For every N ciphertexts, it rotates them so that their
non-empty slots are interlaced, and adds them together
(Line 11-17). By doing this, there will be l ciphertexts
left for the whole database. An important optimization
here is that we rotate ṽ instead of w̃, which allows us to
rotate one slot per rotation.

Steps 2-4 above involve s · l ·N ciphertext-plaintext multi-
plications and l · (N−1) rotations. We remark that when s is
small, S first rotates the selection vectors in a way like Line
2-6 in Algorithm 6 to enumerate all N possible rotations; and
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Figure 1: Workflow of single-query PIRANA for large payloads (visualization of Algorithm 7).

Algorithm 8 Single-query PIRANA for large payloads (small
n)

Input [x̃1, ..., x̃t ] and [(y1, pl1), ...,(yn, pln)]
Output [ṽ1, ..., ṽl ] : Suppose x = yi, then v1[1]||...||v1[N]||...
||vl [1]||...||vl [N] = pli ▷ |pl|= l ·N · p

1: s := ⌈n/N⌉ ▷ For simplicity, we assume N divides n

2: Init

d1,1 ... d1,l·N
...

. . .
...

ds,1 ... ds,l·N

: each di, j is [pl j
(i−1)N+1, ...,

pl j
(i−1)N+N ] with an rotation of ( j−1)

3: Init

ũ1,1 ... ũ1,N
...

. . .
...

ũs,1 ... ũs,N

: each ui, j is an encryption of 0N

4: Init [ṽ1, ..., ṽl ]: each vi is an encryption of 0N

5: for i := 1, ..,s do
6: Run Algorithm 4 with input ([x̃1, ..., x̃t ] ,[

y(i−1)N+1, ...,y(i−1)N+N
]
) and get output ũi

7: for j := 1, ...,N−1 do
8: ũi, j← SIMDRotate(ũi,( j−1))
9: end for

10: for c := 1, ..., l do
11: for j := 1, ...,N do
12: w̃ j← SIMDPmul(ũi, j,di,(c−1)N+ j)
13: end for
14: ṽc← SIMDAdd(ṽc, w̃1, ..., w̃N)
15: end for
16: end for
17: return [ṽ1, ..., ṽl ]

then multiply the rotated selection vectors to the rotated pay-
loads. In this case, the number of rotations becomes s ·(N−1),
which is more friendly to databases with a small n but large
payloads. Algorithm 8 describes this optimization. In more
detail, S first rotates the payloads so that the values to be
selected are interlaced (Line 2). Notice that this step only
needs to be done once for all queries. After running Algo-
rithm 4, it rotates each of the s selection vectors (N−1) times
(Line 7-9). Then, it multiplies the rotated selection vectors
with the corresponding rotated payloads (Line 11-13). In the
end, it adds every s ·N products together, resulting in l inner
products.

In practice, we could combine Algorithm 7 and Algorithm 8
to minimize the number of rotations for specific l and s. In
more detail, we could first run Algorithm 8, but with two
modifications:

• It rotates the selection vector for (α−1) times (instead
of (N−1) times) and rotates N

α
slots per rotation.

• In Line 14, it does not add the N w̃s together, instead
it only adds the w̃s from s chunks together, resulting in
l ·N w̃s.

Then, it runs Algorithm 7 from Line 11, but only rotates
for (N

α
− 1) times in Line 13-16. Now, the total number of

rotations becomes:

f (α) = (α−1)s+(
N
α
−1)l.

The first-order derivative of f (α) is:

d f (α)
dα

= s− N · l
α2 .
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The second-order derivative of f (α) is:

d2 f (α)
dα2 =

1
α3 > 0.

As the second-order derivative is always positive, we have:

1. If the first-order derivative is always negative (i.e. s−
N·l
α2 < 0), f (α) is monotonically decreasing, hence it is
minimal when α is maximal (i.e, α = N). In this case,
s < l

N .

2. If the first-order derivative is always positive (i.e. s−
N·l
α2 > 0), f (α) is monotonically increasing, hence it is
minimal when α is minimal (i.e, α = 1). In this case,
s > l ·N.

3. If the first-order derivative could be zero (i.e. s− N·l
α2 = 0),

f (α) is minimal when α =
√

Nl/s.

Formally, we have:

argmin f (α)
1≤α≤N

=


N s < l

N√
Nl/s l

N ≤ s≤ l ·N
1 s > l ·N

which implies that:

• when the payload size is large enough s.t., l ≥ sN, we
should run Algorithm 8;

• when the number of elements is large enough s.t., s≥ lN,
we should run Algorithm 7;

• in the middle ground case, we should combine Al-
gorithm 7 and Algorithm 8 as aforementioned, with
α =

√
Nl/s.

5 Multi-query PIRANA

As we mentioned in Section 2.3, existing multi-query PIR
protocols need to query B buckets for L elements, and C has to
use a separate single-query PIR to query each bucket. Given
that B > L, this may introduce more communication overhead
than running L instances of single-query PIR. Therefore, exist-
ing multi-query PIR protocols offer an unattractive trade-off:
they reduce computation but add communication overhead.

In this section, we show that, by combining the idea of our
single-query PIRANA with batch code and bloom filter, we
come up with the first multi-query PIR protocol that can save
both computation and communication.

The key observation is that our SIMD-based homomorphic
equality operator (Algorithm 3 and 4) still work even if the
non-zero bits’ indices in y (denoted Iy = {i1, ..., ik}) is a sub-
set of the non-zero bits’ indices in x (denoted Ix = {i1, ..., iK}),
i.e., Iy ⊆ Ix. Then, our starting point is to have C insert mul-
tiple queries into x. However, this will easily lead to false

positives: Iy ⊆ Ix1 ∪ Ix2 but y is neither x1 nor x2. To reduce
such false positive rate, we have C insert multiple queries into
a bloom filter BL(m,k) and encrypt the bloom filter in the
same way as before, leading to x̃. Then, for an id, S computes
the k hash values of id: Iy = {i1, ..., ik}, and runs Line 2-11 of
Algorithm 3, resulting in ṽ that satisfies:

• if id belongs to the multi-query, v[1] = 1;

• otherwise, v = 0N .

However, this idea will not work for Algorithm 5-8. For ex-
ample, in Line 6 of Algorithm 5, multiple non-zero payloads
may collide in the same slot of ṽ. Thanks to the batch code,
we could use the bloom filter to query one payload from each
bucket to avoid collisions, and we could use the same bloom
filter to query all buckets.

5.1 Multi-query PIRANA for large payloads
The workflow of our multi-query PIR (for large payloads) is
as follows:

Algorithm 9 Multi-query PIR - Query

Input [id1, ..., idL]
Output [x̃1, ..., x̃t ]

1: [id′1, ..., id
′
B]← GenSchedule([id1, ..., idL])

2: x := 0m

3: for i := 1, ...,B do
4: for j := 1, ...,k do
5: x[H j(i||id′i)] := 1
6: end for
7: end for
8: [x̃1, ..., x̃t ]← SIMDEnc(x) ▷ t = ⌈m/N⌉ and we assume

N divides m for simplicity

• Setup. Parameters for the homomorphic encryption are
chosen and keys are generated. S encodes its database
using a batch code BC(n,M,L,B):

[(id1,C1), ...,(idB,CB)]← Encode([(id1, pl1), ...,
(idn, pln)]),

where (idi,Ci) denotes vectors of identifiers and code-
words in the i-th bucket.

• Query. C runs Algorithm 9 to generate the query ci-
phertexts. More specifically, given L original queries
[id1, ..., idL], C first runs GenSchedule of the batch code
to generate queries [id′1, ..., id

′
B] for each of the B buckets

(Line 1). Then, it inserts these queries into a bloom filter
BL(m,k). Notice that the same identifier may appear in
different buckets, hence each id′i needs to be bound with
its bucket index i to avoid collisions (Line 5). In the end,
S encrypts the bloom filter x into t ciphertexts [x̃1, ..., x̃t ]
(Line 8) and sends them to S.
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• Answer. S runs Algorithm 10 to generate a response.
In more detail, it first inserts each id j (bound with its
bucket index i) into a separate “bloom filter”, denoted by
y (Line 5); and then runs Algorithm 8 for each bucket to
retrieve the desired codeword from that bucket (Line 8)5.
Notice that if we adopt the optimization of Algorithm 6
(i.e., pre-computing all rotations), Line 1-6 of Algo-
rithm 6 only need to be done once and can be reused for
all B buckets.

• Extract. C decrypts [ṽ1, ..., ṽB] and gets [C1, ...,CB].
Then, it runs

[pl1, ..., plL]← Decode([C1, ...,CB]).

Algorithm 10 Multi-query PIR - Answer (for large payloads)

Input [x̃1, ..., x̃t ], [(id1,C1), ...,(idB,CB)]
Output [ṽ1, ..., ṽB]

1: for i := 1, ...,B do
2: for j := 1, ..., |idi| do
3: yi, j := 0m

4: for l := 1, ...,k do
5: yi, j[Hl(i||id j)] := 1
6: end for
7: end for
8: Run Algorithm 8 with input ([x̃1, ..., x̃t ] , [(yi,1,Ci,1),

...,(yi,|idi|,Ci,|idi|)]) and get output ṽi ▷ Notice that
Algorithm 8 will return multiple ṽs for a large payload.
We leave out this detail for the ease of presentation.

9: end for
10: return [ṽ1, ..., ṽB]

5.2 Multi-query PIRANA for small payloads
If |C|> N · p, the slots of each ṽ (returned by Algorithm 10)
can be fully utilized; otherwise, some slots will be empty. In
the later case, we could add different ṽs together to reduce the
response size. However, the non-zero payloads from different
ṽs may collide in the same slot.

Given that there is only one non-zero payload in each ci-
phertext, we could rotate these non-zero payloads to make
them interlaced. The challenge is that the original positions
of these non-zero payloads are unknown to S. To this end,
we design a scheme for oblivious rotation (in Algorithm 11),
which allows S to rotate a non-zero element from an unknown
slot to a designated slot.

The idea of oblivious rotation is borrowed from binary
search. Suppose there is a single non-zero element in an
SIMD ciphertext ũ; that element is either in the first-half or in
the second-half of the N slots of ũ. If the designated slot is in

5We use Algorithm 8 because the bucket size is likely to be small. It it is
large, we could use Algorithm 7 instead.

the first-half, S generates a ciphertext ṽ, which is a rotation of
ũ from the second-half to the first-half (Line 5). Then, it adds
ṽ and ũ (Line 6). Now, the non-zero element is for sure in
the first-half, then it clears out the second-half of ũ (Line 7).
Similarly, if the designated slot is in the second-half, S rotates
ũ from the first-half to the second-half (Line 10) and clears
out the first half (Line 12). S runs this process recursively
until reaching the designated slot. Now, the non-zero element
is in the i-th slot of the returned ciphertext ṽ.

Algorithm 11 Oblivious rotation

Input i, ũ ▷ there is only one non-zero element in ũ and its
position is unknown.

Output ṽ ▷ rotate the non-zero element to the i-th slot.
1: a := 1,b := N
2: for j := 1, ..., logN do
3: c := a+(b−a)/2
4: if c > i then
5: ṽ← SIMDRotate(ũ,2 j)
6: ũ← SIMDAdd(ũ, ṽ)
7: set u[c : (c+2 j)] to 0s ▷ multiply ũ by a plaintext
8: b := c−1
9: else

10: ṽ← SIMDRotate(ũ,−2 j)
11: ũ← SIMDAdd(ũ, ṽ)
12: set u[(c−2 j) : c] to 0s
13: a := c+1
14: end if
15: end for
16: return ṽ := ũ

Algorithm 12 shows how S answers multi-query for small
payloads. It assumes each codeword C can fit into a slot,
i.e., |C|< p. However, it can trivially support the case where
|C|< N

B · p.

Algorithm 12 Multi-query PIR - Answer (for small payloads)

Input [x̃1, ..., x̃t ], [(id1,C1), ...,(idB,CB)]
Output ṽ

1: for i := 1, ...,B do
2: for j := 1, ..., |idi| do
3: yi, j := 0m

4: for l := 1, ...,k do
5: yi, j[Hl(i||id j)] := 1
6: end for
7: end for
8: Run Algorithm 6 with input ([x̃1, ..., x̃t ] , [(yi,1,Ci,1),

...,(yi,|idi|,Ci,|idi|)]) and get output ũi
9: Run Algorithm 11 with input (i, ũi) and get output w̃i

10: end for
11: ṽ← SIMDAdd(w̃1, ..., w̃B)
12: return ṽ
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5.3 False positives in a bloom filter
Recall that a bloom filter has a false positive rate:

ε = (1− e−kL/m)k.

Given that we need to run M membership tests for a multi-
query, the false positive rate for a multi-query is Mε. For
example, if we configure the bloom filter s.t. ε = 2−42, we
could get a false positive rate of ≈ 2−20 for a database of 220

elements.
If a false positive happens in a bucket, the query in that

bucket will fail, but will not affect other buckets. Still, C will
not get all its desired elements. However, before sending the
query, C could run Step 2-7 of Algorithm 10 by itself to learn
which bucket will fail (if any). In scenarios where C needs
to retrieve more than a batch of L elements, it can adjust
its current set of queries, e.g., move the id that causes false
positives to the next batch. In scenarios where false positives
are unacceptable, we could switch back to the constant-weight
PIR as we will show next.

5.4 Multi-query PIRANA based on constant-
weight code

Notice that the number of elements in each bucket is roughly
M
B , which could be much smaller than n. If we use our
constant-weight PIR to query each bucket, we could use
a smaller m, which allows us to batch multiple constant-
weight codewords into a single ciphertext. Recall that in Al-
gorithms 5-8, each x corresponds to a single constant-weight
codeword. If N > m, we could in fact have C store multiple
codewords in x. For example, to query L = 256 elements from
n = 220 elements, if we use PBC [2] to encode the database,
we have M = 3n = 3 145 728, B = 1.5L = 384, and there are
M
B = 8 192 elements in each bucket. If we set k = 2, we have
m = 129. For a ciphertext with N = 8 192, we could in fact
have C batch ⌊N

m⌋= 63 queries into a single ciphertext. As a
result, instead of sending B = 384 ciphertexts, C only needs
to send ⌈ B

63⌉= 7 ciphertexts to S. Algorithm 13 shows how
C generates query ciphertexts in this way.

Algorithm 13 Constant-weight multi-query PIR - Query

Input [id1, ..., idL]
Output [x̃1, ..., x̃d ] ▷ d = ⌈B

c ⌉ where c = ⌊N
m⌋

1: [id′1, ..., id
′
B]← GenSchedule([id1, ..., idL])

2: Map [id′1, ..., id
′
B] to constant-weight code: [z1, ...,zB]

3: for i := 1, ...,d do
4: xi := z(i−1)c+1||...||z(i−1)c+c
5: x̃i← SIMDEnc(xi)
6: end for

Algorithm 14 shows how S generates responses for
constant-weight multi-query PIR with large payloads. For

small payloads, it can simply replace Algorithm 7 with Algo-
rithm 6 and Algorithm 11. Knowing the split points for differ-
ent codewords, S can easily extend [x̃1, ..., x̃d ] into B cipher-
texts. However, this is unnecessary; instead, S can use them di-
rectly to compute the selection vectors (Line 4). By assuming
|idi|= N, S can make full use of the slots in x̃ j for ciphertext-
ciphertext multiplication when running Algorithm 8. When
|idi| < N, S can pad [(yi,1,Ci,1), ...,(yi,|idi|,Ci,|idi|)] with ele-
ments from other buckets. Similarly, when |idi| > N, S can
pad [(yi,|idi|−N ,Ci,|idi|−N), ...,(yi,|idi|,Ci,|idi|)] with elements
from other buckets. We leave out this detail for the ease of
presentation.

Algorithm 14 Constant-weight multi-query PIR - Answer
(for large payloads)

Input [x̃1, ..., x̃d ], [(id1,C1), ...,(idB,CB)]
Output [ṽ1, ..., ṽB]

1: for i := 1, ...,B do
2: Map idi to constant-weight code: [yi,1, ...,yi,|idi|]
3: Pick x̃ j where the i-th query codeword resides
4: Run Algorithm 7 with input (x̃ j, [(yi,1,Ci,1), ...,

(yi,|idi|,Ci,|idi|)]) and get output ṽi ▷ For simplicity, we
assume |idi|= N

5: end for
6: return [ṽ1, ..., ṽB]

6 Evaluation

In this section, we provide a full-fledged implementation for
PIRANA and systematically evaluate its performance.

6.1 Implementation
We fully implement PIRANA based on the Microsoft SEAL
homomorphic encryption library (version 4.0)6. We use the
Brakerski-Fan-Vercauteren (BFV) [5, 18] scheme with N =
8192, 30-bit plaintext modulus (for each SIMD slot) and 218-
bit ciphertext modulus, which enables us to have a 128-bit
security level.

All ciphertext-plaintext multiplications and ciphertext-
ciphertext additions are implemented using number theoretic
transform (NTT). To this end, we encode all payloads into
NTT forms so that they can be multiplied directly to the NT-
Ted selection vectors. Such payload encoding only needs to
be done once and can be used for all queries.

We run all experiments on an Intel Xeon Cooper Lake
(with a base frequency of 3.4 GHz and turbo frequency of 3.8
GHz) server running Ubuntu 20.04. This setup is similar to
the setting of CwPIR [27]. All experiments were repeated 5
times and average values (the variances are very small) were
reported.

6https://github.com/Microsoft/SEAL
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# elements n 28 29 210 211 212 213 214 215 216

codeword length m 24 33 46 65 92 129 182 257 363
DB Size (MB) 5.2 10 21 42 84 170 340 670 1 300

CwPIR [27]
k = 2

N = 213

Selection Vec. (s) 3.9 7.8 15.5 31.0 61.7 123.1 246.2 492.7 983.3
Inner Product (s) 0.2 0.4 0.8 1.6 3.3 6.5 13.1 26.2 52.3
Total server (s) 4.1 8.2 16.3 32.6 65.0 129.7 259.4 518.9 1 035.6

single-query
PIRANA

k = 2
N = 213

Selection Vec. (s) 1.0 1.1 1.3 1.7 2.5 4.1 7.3 13.7 26.8
Inner Product (s) 0.7 0.7 0.7 0.8 1.0 1.3 2.3 3.7 6.9
Total server (s) 1.7 1.8 2.1 2.5 3.5 5.4 9.6 17.5 33.6

Speedup 2.4× 4.6× 7.8× 13× 18.6× 24× 27× 29.6× 30.8×

Table 2: Microbenchmark of PIRANA and CwPIR.

6.2 Evaluation of single-query PIRANA

We first compare PIRANA (a combination of Algorithm 7 and
Algorithm 8 with α depending on the number of elements n
and payload sizes) with CwPIR [27] in terms of single-query
PIR. To this end, we reproduce the results of CwPIR (Table 7
and Figure 2) reported in their original paper, by running their
open-sourced implementation7. Our reproduced results are
better than their original results, for two reasons: (1) our CPU
is more advanced, and (2) we use a newer version of the SEAL
library (they use version 3.6). We measure PIRANA by the
same metric and list the comparision results in Table 2 and
Figure 2.

Microbenchmark. We first microbenchmark the main stages
of CwPIR (reproducing Table 7 in [27]) and PIRANA. We
measure the runtime for an increasing number of elements
n (from 28 to 216) with a somehow constant payload size
(20KB). We set k = 2,N = 8192 for both CwPIR and PIRANA.
For each n, we choose the minimal m that satisfies

(m
k

)
> n.

With such parameter configurations, the client runtime and the
upload/download bandwidth will be the same in both CwPIR
and PIRANA: in both approaches, C will generate a single
ciphertext, send it to S, receive and decrypt the same number
of ciphertexts. Furthermore, the client runtime is insignificant
compared to the server runtime. To this end, we focus on
comparing the server runtime.

Recall that S in CwPIR [27] proceeds in three stages to
answer a query: query expansion, selection vector generation,
and inner product calculation. Since there is no query expan-
sion in PIRANA, we combine the runtime of query expansion
in CwPIR into its selection vector generation for the ease of
presentation.

Table 2 lists the microbenchmark results. As expected,
PIRANA’s advantage in selection vector generation is sig-
nificant compared to CwPIR. Recall that CwPIR needs to
run (k− 1) · n ciphertext-ciphertext multiplications to gen-
erate a selection vector, whereas PIRANA only needs to run
⌈n/N⌉ · (k−1) times. Surprisingly, inner product calculation

7https://github.com/RasoulAM/constant-weight-pir

in PIRANA is also much faster than that in CwPIR. The reason
is that the selection vector generated by CwPIR has n cipher-
texts, which need to be transformed to NTT to be multiplied
to the payloads, hence they need to run NTT for n times. In
contrast, our selection vector only has ⌈n/N⌉ ciphertexts, so
we save upto N times of NTT.

To sum up, given our advantages in both selection vector
generation and inner product calculation, we achieve upto
30.8× speedup over CwPIR.

100 200 300 400 500
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102

103

Payload size (KB)

R
un

tim
e
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) PIRANA

CwPIR
MulPIR
SealPIR
Spiral

Figure 2: Runtime for different payload sizes (# elements is
214).

Large payloads. Next, we set n= 214 and measure server run-
time by increasing the payload size from 100KB to 500KB (re-
producing Figure 2 in [27]). The code provided by Mahdavi-
Kerschbaum can support at most 100KB payloads for n = 214,
hence we extrapolate their runtime for larger payloads. Notice
that the results (Figure 2 in [27]) reported by their original
paper were also extrapolated. In contrast, our PIRANA can
indeed support large payloads, hence all results of PIRANA
were truly measured (rather than being extrapolated). Fig-
ure 2 shows that PIRANA’s advantage over CwPIR is also
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significant for large payloads.
We also compare our runtime with SealPIR8 [2],

MulPIR9 [1] and Spiral10 [29]. The open-sourced code for
these protocols cannot support large payloads either (SealPIR
and Spiral can support at most 10KB payloads and MulPIR
can support 20KB at most). Therefore, we again extrapolated
their runtime. The results show that MulPIR is even much
slower than CwPIR, which is consistent with the results re-
ported in [27]. The results also show that the performance
of SealPIR, Spiral and PIRANA are in the same level; even
though PIRANA is slightly slower, it gains the benefit of better
supporting keyword queries.

6.3 Evaluation of multi-query PIRANA

Next, we compare multi-query PIRANA with the state-of-the-
art multi-query PIR, i.e., SealPIR with PBC [2]. Recall that
PBC is constructed based on 3-way cuckoo hashing, which
encodes n elements into M = 3n codewords distributed among
B = 1.5L buckets, with a failure probability of p = 2−40. To
provide a fair comparison, we have to configure the bloom
filter to satisfy Mε < 2−40. However, this will lead to a large
filter length m. For example, to query n = 214 elements in
a database, we need to set ε = 2−56 to achieve Mε ≈ 2−40.
Given that we want to minimize the multiplicative depth, we
set the number of hash functions k = 5. For a multi-query
of size L = 256, we need to set m = 1 485 112 based on
Equation 2, hence C needs to send ⌈m

N ⌉ ciphertexts to S, which
is 91 for N = 16 384. Even though it is still smaller than multi-
SealPIR, which needs to send B = 384 ciphertexts, it is less
satisfactory.

Given this failure probability, we use our constant-weight
version PIRANA for multi-query, i.e., Algorithm 13 and 14.
We use PBC as the batch code as well, with the same con-
figuration as multi-SealPIR [2]. For n = 214 elements in the
database and L= 256 queries, we only need to set the constant-
weight codeword length m = 10. As a result, we can batch
819 codewords in a ciphertext with N = 8 192, and C only
needs to send one ciphertext to S.

Table 3 lists the microbenchmark results for both multi-
SealPIR and multi-PIRANA. It shows that multi-PIRANA is
significantly better than multi-SealPIR in terms of query time
and query size. This is because multi-PIRANA only requires
C to send a single ciphertext to query B buckets, whereas
multi-SealPIR needs to send B ciphertexts. In more detail, it
takes 4ms for SealPIR to generate a single-query for L = 1.
However, for multi-query, the amortized generation time for
each query increases, as it needs to generate B > L queries.
In contrast, the amortized generation time for each query in
multi-PIRANA is roughly the single-query generation time
divided by L. For example, when L = 256, the amortized gen-

8https://github.com/microsoft/SealPIR
9https://github.com/OpenMined/PIR

10https://github.com/menonsamir/spiral

# queries L 1 16 64 256
# buckets B 1 24 96 384

multi-
SealPIR

[2]
N = 212

query (ms) 4 4.5 4.5 4.5
answer (s) 5 1.4 0.5 0.2

extract (ms) 10 15 15 15
query (KB) 90.7 136.1 136.0 136.0

answer (KB) 1812 2716 2716 2716

multi-
PIRANA

k = 2
N = 213

query (ms) 4.4 0.28 0.07 0.02
answer (s) 15.7 5.29 1.86 0.76

extract (ms) 2.07 3.52 3.50 3.36
query (KB) 211.3 13.2 3.3 0.83

answer (KB) 402.2 754.9 754.9 754.9

Table 3: Amortized costs for multi-query SealPIR and
PIRANA (214 elements, 100KB payloads).

eration time for each query in multi-PIRANA is only 0.02ms,
225× faster than multi-SealPIR. The advantage of multi-
PIRANA is also prominent when considering the query size
(upload bandwidth). For L = 256, the amortized query size
in multi-PIRANA is only 0.83KB; compared with the 136KB
amortized query size in multi-SealPIR, we save 163.9× com-
munication.

In this experiment, the payload size is 100KB, which fully
occupies each ciphertext space, hence S returns O(B) cipher-
texts in both multi-SealPIR and multi-PIRANA. Nevertheless,
multi-PIRANA still has a significantly better extraction time
and answer size than multi-SealPIR, due to the expansion
factor in SealPIR (cf. Section 7). The server runtime for an-
swer generation in multi-PIRANA is 3.8× slower than that in
multi-SealPIR. Considering our gain in client runtime and
bandwidth, this is a real bargain especially in mobile applica-
tions.

7 Related Work

Early single-server PIR. Most of the early single-server
PIR protocols follow the blueprint of Kushilevitz and Os-
trovsky [23]: representing the database as a D-dimensional
hypercube. The original protocol proposed by Kushilevitz
and Ostrovsky is based on additively homomorphic encryp-
tion, with a query size of O(

√
N logN) and a response size of

O(
√

N). Cachin et al. [8] instead use the φ-Hiding assump-
tion to achieve O(log4 N) query size and O(logD N) response
size. Gentry and Ramazan [20] further reduce the query size
of Cachin et al.’s approach to O(log3−o(1) N). Chang [9] in-
stantiates Kushilevitz-Ostrovsky’s approach with Paillier ho-
momorphic encryption to achieve O(

√
N logN) query size

and O(logN) response size. This protocol was later general-
ized by Lipmaa [26] with Damgard-Jurik encryption [16] to
achieve O(log2 N) query size and O(logN) response size. As
it has been pointed by Sion and Carbunar [35], such protocols
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are even slower than trivially having C download the entire
database [35].

Lattice-based PIR. Aguilar-Melchor et al. [28] propose
XPIR, which applies a lattice-based homomorphic encryp-
tion [7] to the hypercube-based PIR. A major drawback of
XPIR is its communication cost: even encoding the database
into a 2 or 3-dimensional hypercube, the query vector still
consists of hundreds or thousands of ciphertexts; and the high
expansion factor of lattice-based cryptosystems makes the
matter worse.

SealPIR [2] gets rid of this bottleneck by introducing a
query expansion technique. In more detail, (1) C sends S a
ciphertext that homomorphically encrypts its desired index
i; (2) S obliviously expands it into a selection vector of n
ciphertexts where the i-th ciphertext encrypts 1 and others
encrypt 0; (3) S returns the inner product between the selec-
tion vector and the payloads. Notice that a ciphertext can only
be expanded into O(N) ciphertexts. Therefore, C needs to
send O(n/N) ciphertexts to S. To reduce this communica-
tion overhead, S structures the database as a D-dimensional
hyperrectangle so that the above process can be recursively
performed for each dimension. As a result, C only needs to
send O(D · D

√
n/N) ciphertexts to S.

However, in this way, S needs to compute the inner products
between selection vectors and encrypted payloads from the
second dimension and on. To avoid the expensive ciphertext-
ciphertext multiplications, SealPIR [2] treat the encrypted pay-
loads as “plaintexts”, and run plaintext-ciphertext multiplica-
tions instead. This technique trades one ciphertext-ciphertext
multiplication to multiple plaintext-ciphertext multiplications,
leading to a large expansion factor for the responses. Onion-
PIR [31] realizes ciphertext-ciphertext multiplication via ex-
ternal product [11], which reduces the response sizes but
incurs a large computational overhead. Spiral [29] further
improves this idea by composing Regev encryption [33] with
GSW encryption [21] to achieve a faster external product.

MulPIR [1] uses alternative ways to reduce the commu-
nication of SealPIR. Namely, it uses symmetric key FHE to
reduce the upload size and uses modulus switching to reduce
the expansion factor. It also introduces a new query expansion
scheme to halve the upload size for some specific parameter
sets. However, as shown by our benchmarks (cf. Figure 2) and
also the benchmarks in [27], MulPIR requires a large server
runtime for answer generation.

PIR with preprocessing. Beimel et al. [3] proved that a se-
cure PIR scheme must incur Ω(n) server-side work. Indeed, if
S touches fewer than n elements to answer a query, it will learn
that the untouched elements are for sure not to be retrieved.
To circumvent this lower bound, Beimel et al. [3] propose
the notion of PIR with preprocessing, in which the database
is processed in an encoded form. However, the scheme pro-
posed by Beimel et al. is only applicable to multi-server PIR.
Patel et al. [32] propose a single-server solution, where C

retrieves some helper data during preprocessing and uses
them to run online queries in sublinear time. The computa-
tion cost of preprocessing is still linear but they are mostly
symmetric-key operations. However, the preprocessing stage
requires linear communication, which is less desirable. In a
recent breakthrough [15], Corrigan-Gibbs and Kogan propose
a two-server PIR scheme, which shows promising sublinear
efficiency in both theory and practice. They also propose a
way to transform their solution to single-server PIR, but it
requires running black-box PIR for multiple times during pre-
processing. This idea was further explored in [14, 34], but
none of them has an overall efficiency that is better than PIR
without preprocessing.

Keyword PIR. Most existing solutions for keyword PIR trans-
form the problem to index PIR. For example, Chor et al. [12]
propose a solution, where C interactively query S to obtain
the index of its desired keyword so that index PIR can be
performed. Another example is to use probabilistic hashing
to map keywords into a small table and then use index PIR to
query the table [1]. However, we believe that equality opera-
tors are the most natural solutions for keyword PIR, and we
have shown that, by far, PIRANA provides the best support
for equality operators.

8 Conclusion

In this paper, we propose a homomorphic constant-weight
equality operator that supports batch processing. On that basis,
we propose a novel PIR protocol named PIRANA. Compared
with its closest competitor, PIRANA can support databases
with a larger number of elements. We further extend PIRANA
to support multi-query. To the best of our knowledge, it is
the first multi-query PIR that can save both computation and
communication. We provide a full-fledged implementation
and extensive evaluation.
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