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#### Abstract

The MPC-in-the-Head paradigm is a popular framework to build zero-knowledge proof systems using techniques from secure multi-party computation (MPC). While this paradigm is not restricted to a particular secret sharing scheme, all the efficient instantiations proposed so far rely on additive secret sharing. In this work, we show how applying a threshold linear secret sharing scheme (threshold LSSS) can be beneficial to the MPC-in-the-Head paradigm. For a general MPC protocol model capturing most of the existing MPCitH schemes, we show that our approach improves the soundness of the underlying proof system from $1 / N$ down to $1 /\binom{N}{\ell}$, where $N$ is the number of parties and $\ell$ is the threshold of the sharing scheme. While very general, our technique is limited to a number of parties $N \leq|\mathbb{F}|$, where $\mathbb{F}$ is the field underlying the statement, because of the MDS conjecture. Applying our approach with a low-threshold LSSS also boosts the performance of the proof system by making the MPC emulation cost independent of $N$ for both the prover and the verifier. The gain is particularly significant for the verification time which becomes logarithmic in $N$ (while the prover still has to generate and commit the $N$ input shares). We further generalize and improve our framework: we show how homomorphic commitments can get rid of the linear complexity of the prover, we generalize our result to any quasi-threshold LSSS, and we describe an efficient batching technique relying on Shamir's secret sharing. We finally apply our techniques to specific use-cases. We first propose a variant of the recent SDitH signature scheme achieving new interesting trade-offs. In particular, for a signature size of 10 KB , we obtain a verification time lower than 0.5 ms , which is competitive with $\mathrm{SPHINCS}^{+}$, while achieving much faster signing. We further apply our batching technique to two different contexts: batched SDitH proofs and batched proofs for general arithmetic circuits based on the Limbo proof system. In both cases, we obtain an amortized proof size lower than $1 / 10$ of the baseline scheme when batching a few dozen statements, while the amortized performances are also significantly improved.


## 1 Introduction

Zero-knowledge proofs are an important tool for many cryptographic protocols and applications. Such proofs enable a prover to prove a statement by interacting with a verifier without revealing anything more than the statement itself. Zero-knowledge proofs find applications in many contexts: secure identification and signature, (anonymous) credentials, electronic voting, blockchain protocols, and more generally, privacypreserving cryptography.

Among all the possible techniques to build zero-knowledge proofs, the MPC-in-the-Head framework introduced by Ishai, Kushilevitz, Ostrovsky and Sahai in IKOS07 has recently gained popularity. This framework relies on secure multi-party computation (MPC) techniques: the prover emulates "in her head" an $(N-1)$-private MPC protocol with $N$ parties and commits each party's view independently. The verifier then challenges the prover to reveal the views of a random subset of $N-1$ parties. By the privacy of the MPC protocol, nothing is revealed about the plain input, which implies the zero-knowledge property. On the other hand, a malicious prover needs to cheat for at least one party, which shall be discovered by the verifier with probability $1-1 / N$, hence ensuring the soundness property.

The MPC-in-the-Head (MPCitH) paradigm provides a versatile way to build (candidate) quantumresilient proof systems and signature schemes. This approach has the advantage to rely on security assumptions that are believed to be robust in the quantum setting, namely the security of commitment schemes and/or hash functions. Many recent works have proposed MPCitH techniques applying to general circuits and/or specific problems, some of them leading to efficient candidate post-quantum signature schemes, see for instance GMO16, $\mathrm{CDG}^{+} 17, \mathrm{AHIV17}, \mathrm{KKW18}, \mathrm{dDOS19}, \mathrm{KZ20b}, \mathrm{BFH}^{+} 20, \mathrm{BN} 20, \mathrm{Bd} 20, \mathrm{dOT} 21, \mathrm{BdK}^{+} 21$, dOT21, $\mathrm{DKR}^{+} 21$, KZ22, FJR22, FMRV22.

In existing MPCitH schemes, the proof is composed of elements of size solely depending on the target security level $\lambda$ (the "incompressible" part) and other elements of size $\mathcal{O}\left(\lambda^{2} / \log N\right)$ bits (the "variable" part). To obtain short proofs or signatures, one shall hence take a large number of parties $N$. On the other hand, the prover and verifier running times scale linearly with $N$ (because of the MPC emulation) and hence quickly explode while trying to minimize the proof size.

In this paper, we improve this state of affairs. While previous efficient instantiations of the MPCitH paradigm all rely on additive secret sharing, we show how to take advantage of using threshold linear secret sharing. Using our approach, we can decrease the soundness error from $1 / N$ to $1 /\binom{N}{\ell}$, for a small constant $\ell$, while making the cost of the MPC emulation independent of $N$, for both the prover and the verifier. The prover running time remains globally linear in $N$ (because of the initial sharing and commitment phase) but still significantly improves in practice. On the other hand, the verification time becomes logarithmic in $N$ and is hence drastically reduced (both asymptotically and in practice).

Our contribution. We first describe a general model of multiparty computation protocol (with additive secret sharing) which captures a wide majority of the protocols used in the MPCitH context. (To the best of our knowledge, our model applies to all the MPCitH schemes but those derived from ZKBoo or Ligero.) We further recall the general transformation of such a protocol into a zero-knowledge proof which achieves a soundness error of

$$
\frac{1}{N}+p \cdot\left(1-\frac{1}{N}\right)
$$

where $N$ is the number of parties and $p$ is the false-positive rate of the MPC protocol. We then show how to apply an arbitrary threshold linear secret sharing scheme (LSSS) to our general MPC model and how to transform the obtained MPC protocol into a zero-knowledge proof achieving the following soundness error:

$$
\frac{1}{\binom{N}{\ell}}+p \cdot \frac{\ell \cdot(N-\ell)}{\ell+1}
$$

where $\ell$ is the threshold of the LSSS (any $\ell$ shares leak no information while the secret can be reconstructed from any $\ell+1$ shares). While previous works prove the soundness of MPCitH schemes for specific MPC protocols, our theorems cover all the MPC protocols complying with our general model, and for any threshold LSSS (covering additive sharing as a particular case).

Besides improving soundness, using an LSSS with a small threshold implies significant gains in terms of timings. Indeed, the prover and the verifier do not need to emulate all the $N$ parties anymore, but only a small number of them $(\ell+1$ for the prover and $\ell$ for the verifier $)$. For instance, when working with Shamir's secret sharing Sha79] with polynomials of degree $\ell=1$, the prover only needs to emulate 2 parties (instead of $N$ ) and the verifier only needs to emulate 1 party (instead of $N-1$ ) while keeping a soundness error about $\frac{1}{N}$ (assuming a small false positive rate $p$ ). On the other hand, the proof size is slightly larger than in the standard case (with additive sharing) since one needs to use a Merkle tree for the commitments (and include authentication paths for the opened commitments in the proof). Overall, our approach provides better trade-offs between proof size and performances for MPCitH schemes while drastically reducing the verification time in particular.

We further improve and generalize our approach in different ways. We first show how using homomorphic commitments can make both the prover and verifier times independent of $N$ (which opens the doors to efficient schemes with large $N$ ). The main issue with this approach given the context of application of MPCitH is the current absence of post-quantum candidates for homomorphic commitment schemes. We also
generalize our approach to quasi-threshold LSSS, for which a gap $\Delta$ exists between the number of parties $\ell$ which leak no information and the number of parties $\ell+1+\Delta$ necessary to reconstruct the secret. We particularly analyze algebraic geometric quasi-threshold schemes CC06 but our result is mostly negative: we show that using such schemes does not bring a direct advantage to our framework. We then show that our result on quasi-threshold schemes is still useful in the context of batched proofs (i.e. proving simultaneously several statements with a single verification process). We propose a batching technique based on Shamir's secret sharing which enables to efficiently batch proofs in our framework (for a subset of the existing MPCitH schemes).

Finally, we describe some applications of our techniques. We first adapt the SDitH signature scheme FJR22 to our framework with Shamir's secret sharing. We obtain a variant of this scheme that achieves new interesting size-performance trade-offs. For instance, for a signature size of 10 KB , we obtain a signing time of around 3 ms and a verification time lower than 0.5 ms , which is competitive with SPHINCS $\mathrm{ABB}^{+} 22$ in terms of size and verification time while achieving much faster signing. We further apply our batching technique to two different contexts: batched proofs for the SDitH scheme and batched proofs for general arithmetic circuits based on the Limbo proof system dOT21. In both cases and for the considered parameters, we obtain an amortized proof size lower than $1 / 10$ of the baseline scheme when batching a few dozen statements, while the amortized performances are also significantly improved (in particular for the verifier).

Paper organization. The paper is organized as follows: In Section 2 we introduce the necessary background on zero-knowledge proofs and secure multi-party computation. We present in Section 3 our general MPC model and recall the MPC-in-the-Head paradigm in this context. In Section 4 we show how to apply threshold LSSS to this framework, and analyze the obtained soundness and the performances. Section 5 describes the generalizations and improvements of our approach. Finally, in Section 6, we present the application of our techniques to the considered use cases.

## 2 Preliminaries

Throughout the paper, $\mathbb{F}$ shall denote a finite field. For any $m \in \mathbb{N}^{*}$, the integer set $\{1, \ldots, m\}$ is denoted [ $m$ ]. For a probability distribution $D$, the notation $s \leftarrow D$ means that $s$ is sampled from $D$. For a finite set $S$, the notation $s \leftarrow S$ means that $s$ is uniformly sampled at random from $S$. For an algorithm $\mathcal{A}$, out $\leftarrow \mathcal{A}($ in $)$ further means that out is obtained by a call to $\mathcal{A}$ on input in (using uniform random coins whenever $\mathcal{A}$ is probabilistic). Along the paper, probabilistic polynomial time is abbreviated PPT.

A function $\mu: \mathbb{N} \rightarrow \mathbb{R}$ is said negligible if, for every positive polynomial $p(\cdot)$, there exists an integer $N_{p}>0$ such that for every $\lambda>N_{p}$, we have $|\mu(\lambda)|<1 / p(\lambda)$. When not made explicit, a negligible function in $\lambda$ is denoted $\operatorname{neg}(\lambda)$ while a polynomial function in $\lambda$ is denoted poly $(\lambda)$. We further use the notation poly $\left(\lambda_{1}, \lambda_{2}, \ldots\right)$ for a polynomial function in several variables.

Two distributions $\left\{D_{\lambda}\right\}_{\lambda}$ and $\left\{E_{\lambda}\right\}_{\lambda}$ indexed by a security parameter $\lambda$ are $(t, \varepsilon)$-indistinguishable (where $t$ and $\varepsilon$ are $\mathbb{N} \rightarrow \mathbb{R}$ functions) if, for any algorithm $\mathcal{A}$ running in time at most $t(\lambda)$, we have

$$
\left|\operatorname{Pr}\left[\mathcal{A}(x)=1 \mid x \leftarrow D_{\lambda}\right]-\operatorname{Pr}\left[\mathcal{A}(x)=1 \mid x \leftarrow E_{\lambda}\right]\right| \leq \varepsilon(\lambda) .
$$

The two distributions are said

- computationally indistinguishable if $\varepsilon \in \operatorname{negl}(\lambda)$ for every $t \in \operatorname{poly}(\lambda)$;
- statistically indistinguishable if $\varepsilon \in \operatorname{negl}(\lambda)$ for every (unbounded) $t$;
- perfectly indistinguishable if $\varepsilon=0$ for every (unbounded) $t$.


### 2.1 Standard Cryptographic Primitives

Definition 1 (Pseudorandom Generator (PRG)). Let $G:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ and let $\ell(\cdot)$ be a polynomial such that for any input $s \in\{0,1\}^{\lambda}$ we have $G(s) \in\{0,1\}^{\ell(\lambda)}$. Then, $G$ is a $(t, \varepsilon)$-secure pseudorandom generator if the following two conditions hold:

- Expansion: $\ell(\lambda)>\lambda$;
- Pseudorandomness: the distributions

$$
\left\{G(s) \mid s \leftarrow\{0,1\}^{\lambda}\right\} \quad \text { and } \quad\left\{r \mid r \leftarrow\{0,1\}^{\ell(\lambda)}\right\}
$$

are $(t, \varepsilon)$-indistinguishable.
In this paper we shall make use of a tree $P R G$ which is a pseudorandom generator that expands a root seed mseed into $N$ subseeds in a structured way. The principle is to label the root of a binary tree of depth $\left\lceil\log _{2} N\right\rceil$ with mseed. Then, one inductively labels the children of each node with the output of a standard PRG applied to the node's label. The subseeds $\left(\operatorname{seed}_{i}\right)_{i \in[N]}$ are defined as the labels of the $N$ leaves of the tree. A tree PRG makes it possible to reveal all the subseeds but a small subset $E \subset[N]$ by only revealing $|E| \cdot \log (N /|E|$ ) labels of the tree (which is presumable much smaller than $N-|E|$ ). The principle is to reveal the labels on the siblings of the paths from the root of the tree to leaves $i \notin E$ (excluding the labels of those paths themselves). Those labels allow the verifier to reconstruct $\left(\operatorname{seed}_{i}\right)_{i \in E}$ while still hiding $\left(\operatorname{seed}_{i}\right)_{i \notin E}$.

Definition 2 (Collision-Resistant Hash Functions). A family of functions $\left\{\operatorname{Hash}_{k}:\{0,1\}^{*} \rightarrow\{0,1\}^{\ell(\lambda)}\right.$; $\left.k \in\{0,1\}^{\kappa(\lambda)}\right\}_{\lambda}$ indexed by a security parameter $\lambda$ is collision-resistant if there exists a negligible function $\nu$ such that, for any PPT algorithm $\mathcal{A}$, we have

$$
\operatorname{Pr}\left[\begin{array}{c|c}
x \neq x^{\prime} & k \leftarrow\{0,1\}^{\kappa(\lambda)} ; \\
\cap \operatorname{Hash}_{k}(x)=\operatorname{Hash}_{k}\left(x^{\prime}\right) & \left(x, x^{\prime}\right) \leftarrow \mathcal{A}(k)
\end{array}\right] \leq \nu(\lambda) .
$$

A collision resistant hash function can be used to build a Merkle tree (a.k.a. hash tree). This is a binary tree in which every leaf node is labelled with the cryptographic hash of a data block $v_{i}$, and every non-leaf node is labelled with the cryptographic hash of the labels of its child nodes. Given a collision-resistant hash function $\operatorname{Hash}(\cdot)$, the Merkle hash root for $N=2^{n}$ input data blocks $v_{1}, \ldots, v_{N}$, denoted $\operatorname{Merkle}\left(v_{1}, \ldots, v_{N}\right)$, is hence defined as

$$
\operatorname{Merkle}\left(v_{1}, \ldots, v_{N}\right)= \begin{cases}\operatorname{Hash}\left(\operatorname{Merkle}\left(v_{1}, \ldots, v_{N / 2}\right) \| \operatorname{Merkle}\left(v_{N / 2+1}, \ldots, v_{N}\right)\right) & \text { if } N>1 \\ \operatorname{Hash}\left(v_{1}\right) & \text { if } N=1\end{cases}
$$

A Merkle tree makes it possible to show the consistence of a small subset $E \subset[N]$ of revealed inputs $\left(v_{i}\right)_{i \in E}$ with the hash root $h=\operatorname{Merkle}\left(v_{1}, \ldots, v_{N}\right)$ without having to communicate all the other inputs $\left(v_{i}\right)_{i \notin E}$ (or their corresponding hash). The principle is to reveal the sibling paths of $\left(v_{i}\right)_{i \in E}$ in the Merkle tree, that we shall denote auth $\left(\left(v_{1}, \ldots, v_{N}\right), E\right)$, and which contains at most $|E| \cdot \log (N /|E|)$ hash values.

We now formally introduce the notion of commitment scheme which is instrumental in many zeroknowledge protocols.

Definition 3 (Commitment Scheme). A commitment scheme is a triplet of algorithms (KeyGen, Com, Verif) such that

- KeyGen is a PPT algorithm that, on input $1^{\lambda}$, outputs some public parameters $\mathrm{PP} \in\{0,1\}^{\text {poly }(\lambda)}$ containing a definition of the message space, the randomness space and the commitment space.
- Com is a deterministic polynomial-time algorithm that, on input the public parameters PP , a message $x$ and the randomness $\rho$, outputs a commitment $c$.
- Verif is a deterministic polynomial-time algorithm that, on input the public parameters PP , a message $x$, a commitment $c$ and the randomness $\rho$, outputs a bit $b \in\{0,1\}$.

In this article, the public parameter input PP will be made implicit in the calls to Com and Verif.
Definition 4 (Correctness Property). A commitment scheme achieves correctness, if for any message $x$ and any randomness $\rho$ :

$$
\operatorname{Pr}[\operatorname{Verif}(x, c, \rho)=1 \mid c \leftarrow \operatorname{Com}(x ; \rho)]=1
$$

Definition 5 (Hiding Property). A commitment scheme is said computationally (resp. statistically, resp. perfectly) hiding if, for any two messages $x_{0}$ and $x_{1}$, the following distributions

$$
\left\{c \mid c \leftarrow \operatorname{Com}\left(x_{0} ; \rho\right), \rho \leftarrow \$\right\} \text { and }\left\{c \mid c \leftarrow \operatorname{Com}\left(x_{1} ; \rho\right), \rho \leftarrow \$\right\}
$$

are computationally (resp. statistically, resp. perfectly) indistinguishable.

Definition 6 (Binding Property). A commitment scheme is binding if there exists a negligible function $\nu$ such that, for every (PPT) algorithm $\mathcal{A}$, we have

$$
\operatorname{Pr}\left[\begin{array}{c|l}
x \neq x^{\prime} & \mathrm{PP} \leftarrow \operatorname{KeyGen}() ; \\
\cap \operatorname{Verif}(\mathrm{PP}, x, c, \rho)=1 & \left(x, x^{\prime}, \rho, \rho^{\prime}, c\right) \leftarrow \mathcal{A}(\mathrm{PP})
\end{array}\right] \leq \nu(\lambda)
$$

where the probability is taken over the randomness of $\mathcal{A}$ and KeyGen. If we restrict $\mathcal{A}$ to being PPT, then the scheme is computationally binding. If the computation time of $\mathcal{A}$ is unbounded, then the scheme is statistically binding.

### 2.2 Interactive Protocols

A two-party protocol is a triplet $\Pi=(\operatorname{Init}, \mathcal{A}, \mathcal{B})$ where Init is an initialization algorithm that, on input $1^{\lambda}$, produces a pair $\left(i n_{\mathcal{A}}, i n_{\mathcal{B}}\right)$, and where $\mathcal{A}$ and $\mathcal{B}$ are two stateful algorithms, called the parties. The parties originally receive their inputs $i n_{\mathcal{A}}$ and $i n_{\mathcal{B}}$ then interacts by exchanging messages, and finally one of the parties, say $\mathcal{B}$, produces the output of the protocol. More formally, an execution of the protocol consists in a sequence:

```
state \(_{\mathcal{A}} \leftarrow \mathcal{A}\left(i n_{\mathcal{A}}\right)\)
state \(_{\mathcal{B}} \leftarrow \mathcal{B}\left(\right.\) in \(\left._{\mathcal{B}}\right)\)
\(\left(\operatorname{MsG}_{\mathcal{A}}[0]\right.\), state \(\left._{\mathcal{A}}\right) \leftarrow \mathcal{A}\left(\right.\) state \(\left._{\mathcal{A}}\right)\)
    :
\(\left(\operatorname{MsG}_{\mathcal{B}}[i]\right.\), state \(\left._{\mathcal{B}}\right) \leftarrow \mathcal{B}\left(\right.\) state \(\left._{\mathcal{B}}, \operatorname{MsG}_{\mathcal{A}}[i-1]\right)\)
\(\left(\operatorname{MsG}_{\mathcal{A}}[i], \operatorname{state}_{\mathcal{A}}\right) \leftarrow \mathcal{A}\left(\right.\) state \(\left._{\mathcal{A}}, \operatorname{MsG}_{\mathcal{B}}[i]\right)\)
    引
out \(\leftarrow \mathcal{B}\left(\right.\) state \(\left._{\mathcal{B}}, \operatorname{MSG}_{\mathcal{A}}[n]\right)\)
```

The sequence of exchanged messages is called the transcript of the execution, which is denoted

$$
\operatorname{View}\left(\left\langle\mathcal{A}\left(i n_{\mathcal{A}}\right), \mathcal{B}\left(i n_{\mathcal{B}}\right)\right\rangle\right):=\left(\operatorname{MsG}_{\mathcal{A}}[0], \operatorname{MsG}_{\mathcal{B}}[1], \ldots, \operatorname{MsG}_{\mathcal{A}}[n]\right)
$$

An execution producing an output out is further denoted

$$
\left\langle\mathcal{A}\left(i n_{\mathcal{A}}\right), \mathcal{B}\left(i n_{\mathcal{B}}\right)\right\rangle \rightarrow \text { out }
$$

In our exposition, the state of the parties shall be made implicit. We shall then say that an algorithm has rewindable black-box access to a party $\mathcal{A}$ if this algorithm can copy the state of $\mathcal{A}$ at any moment, relaunch $\mathcal{A}$ from a previously copied state, and query $\mathcal{A}$ (with its current state) on input messages. A variable $x$ is said to be extractable from $\mathcal{A}$ if there exists a PPT algorithm $\mathcal{E}$ which, given a rewindable black-box access to $\mathcal{A}$, returns $x$ after a polynomial number of queries to $\mathcal{A}$.


Protocol 1: Structure of a $m$-round interactive proof with $m=2 n+1$.

### 2.3 Zero-Knowledge Proofs of Knowledge

We will focus on a special kind of two-party protocol called an interactive proof which involves a prover $\mathcal{P}$ and a verifier $\mathcal{V}$. In such a protocol, $\mathcal{P}$ tries to prove a statement to $\mathcal{V}$. The first message sent by $\mathcal{P}$ is called a commitment, denoted Com. From this commitment $\mathcal{V}$ produces a first challenge $\mathrm{CH}_{1}$ to which $\mathcal{P}$ answers with a response $\mathrm{RSP}_{1}$, followed by a next challenge $\mathrm{CH}_{2}$ from $\mathcal{V}$, and so on. After receiving the last response $\operatorname{RsP}_{n}, \mathcal{V}$ produces a binary output: either Accept, meaning that she was convinced by $\mathcal{P}$, or ReJect otherwise. Such an $m$-round interactive proof with $m=2 n+1$ ( 1 commitment $+n$ challenge-response pairs) is illustrated on Protocol 1 .

The sequence of exchanged messages is called the transcript of the execution, which is denoted

$$
\operatorname{View}\left(\left\langle\mathcal{P}\left(i n_{\mathcal{P}}\right), \mathcal{V}\left(i n_{\mathcal{V}}\right)\right\rangle\right):=\left(\mathrm{Com}^{2}, \mathrm{CH}_{1}, \mathrm{RsP}_{1}, \ldots, \mathrm{CH}_{n}, \mathrm{RsP}_{n}\right)
$$

where $i n_{\mathcal{P}}$ and $i n_{\mathcal{V}}$ respectively denote the prover and verifier inputs. An execution producing an output out $\in\{$ Accept, ReJECT $\}$ is further denoted

$$
\left\langle\mathcal{P}\left(i n_{\mathcal{P}}\right), \mathcal{V}\left(i n_{\mathcal{V}}\right)\right\rangle \rightarrow \text { out }
$$

Definition 7 (Proof of Knowledge). Let $x$ be a statement of language $L$ in NP, and $W(x)$ the set of witnesses for $x$ such that the following relation holds:

$$
\mathcal{R}=\{(x, w): x \in L, w \in W(x)\}
$$

A proof of knowledge for relation $\mathcal{R}$ with soundness error $\varepsilon$ is a two-party protocol between a prover $\mathcal{P}$ and a verifier $\mathcal{V}$ with the following two properties:

- Perfect completeness: If $(x, w) \in \mathcal{R}$, then a prover $\mathcal{P}$ who knows a witness $w$ for $x$ succeeds in convincing the verifier $\mathcal{V}$ of his knowledge. More formally:

$$
\operatorname{Pr}[\langle\mathcal{P}(x, w), \mathcal{V}(x)\rangle \rightarrow \text { ACCEPT }]=1,
$$

i.e. given the interaction between the prover $\mathcal{P}$ and the verifier $\mathcal{V}$, the probability that the verifier is convinced is 1 .

- Soundness: If there exists a PPT prover $\tilde{\mathcal{P}}$ such that

$$
\tilde{\varepsilon}:=\operatorname{Pr}[\langle\tilde{\mathcal{P}}(x), \mathcal{V}(x)\rangle \rightarrow \text { ACCEPT }]>\varepsilon
$$

then there exists an algorithm $\mathcal{E}$ (called an extractor) which, given rewindable black-box access to $\tilde{\mathcal{P}}$, outputs a witness $w^{\prime}$ for $x$ in time poly $\left(\lambda,(\tilde{\varepsilon}-\varepsilon)^{-1}\right)$ with probability at least $1 / 2$.

Informally, a proof of knowledge has soundness error $\varepsilon$ if a prover $\tilde{\mathcal{P}}$ without knowledge of the witness cannot convince the verifier with probability greater than $\varepsilon$ assuming that the underlying problem (recovering a witness for the input statement) is hard. Indeed, if a prover $\tilde{\mathcal{P}}$ can succeed with a probability greater than $\varepsilon$, then the existence of the extractor (algorithm $\mathcal{E}$ ) implies that $\tilde{\mathcal{P}}$ can be used to compute a witness $w^{\prime} \in W(x)$.

We now recall the notion of honest-verifier zero-knowledge proof:
Definition 8 (Honest-Verifier Zero-Knowledge Proof). A proof of knowledge is \{computationally, statistically, perfectly\} honest-verifier zero-knowledge (HVZK) if there exists a PPT algorithm $\mathcal{S}$ (called simulator) whose output distribution is $\{$ computationally, statistically, perfectly $\}$ indistinguishable from the distribution $\operatorname{View}(\langle\mathcal{P}(x, w), \mathcal{V}(x)\rangle)$ obtained with an honest $\mathcal{V}$.

Informally, the previous definition says a genuine execution of the protocol can be simulated without any knowledge of the witness. In other words, the transcript of an execution between the prover and an honest verifier does not reveal any information about the witness.

### 2.4 Secret Sharing and Multi-Party Computation

Along the paper, the sharing of a value $s$ is denoted $\llbracket s \rrbracket:=\left(\llbracket s \rrbracket_{1}, \ldots, \llbracket s \rrbracket_{N}\right)$ with $\llbracket s \rrbracket_{i}$ denoting the share of index $i$ for every $i \in[N]$. For any subset of indices $J \subseteq[N]$, we shall further denote $\llbracket s \rrbracket_{J}:=\left(\llbracket s \rrbracket_{i}\right)_{i \in J}$.

Definition 9 (Threshold LSSS). Let $\mathbb{F}$ be a finite field and let $\mathbb{V}_{1}$ and $\mathbb{V}_{2}$ be two vector spaces over $\mathbb{F}$. Let $t$ and $N$ be integers such that $1<t \leq N . A(t, N)$-threshold linear secret sharing scheme is a method to share a secret $s \in \mathbb{V}_{1}$ into $N$ shares $\llbracket s \rrbracket:=\left(\llbracket s \rrbracket_{1}, \ldots, \llbracket s \rrbracket_{N}\right) \in \mathbb{V}_{2}^{N}$ such that the secret can be reconstructed from any $t$ shares while no information is revealed on the secret from the knowledge of $t-1$ shares.

Formally, an $(t, N)$-threshold LSSS consists of a pair of algorithms:

$$
\left\{\begin{array}{l}
\text { Share }: \mathbb{V}_{1} \times R \mapsto \mathbb{V}_{2}^{N} \\
\text { Reconstruct }_{J}: \mathbb{V}_{2}^{t} \mapsto \mathbb{V}_{1}
\end{array}\right.
$$

where $R \subseteq\{0,1\}^{*}$ denotes some randomness space and where Reconstruct ${ }_{J}$ is indexed by a set (and defined for every) $J \subset[N]$ such that $|J|=t$. This pair of algorithms satisfies the three following properties:

1. Correctness: for every $s \in \mathbb{V}_{1}, r \in R$, and $J \subset[N]$ s.t. $|J|=t$, and for $\llbracket s \rrbracket \leftarrow$ Share $(s ; r)$, we have:

$$
\operatorname{Reconstruct}_{J}\left(\llbracket s \rrbracket_{J}\right)=s
$$

2. Perfect ( $\boldsymbol{t} \mathbf{- 1 ) - p r i v a c y : ~ f o r ~ e v e r y ~} s_{0}, s_{1} \in \mathbb{V}_{1}$ and $I \subset[N]$ s.t. $|I|=t-1$, the two distributions

$$
\left\{\llbracket s_{0} \rrbracket_{I} \left\lvert\, \begin{array}{c}
r \leftarrow R \\
\llbracket s_{0} \rrbracket \leftarrow \operatorname{Share}\left(s_{0} ; r\right)
\end{array}\right.\right\} \quad \text { and } \quad\left\{\llbracket s_{1} \rrbracket_{I} \left\lvert\, \begin{array}{c}
r \leftarrow R \\
\llbracket s_{1} \rrbracket \leftarrow \operatorname{Share}\left(s_{1} ; r\right)
\end{array}\right.\right\}
$$

are perfectly indistinguishable.
3. Linearity: for every $v_{0}, v_{1} \in \mathbb{V}_{2}^{t}, \alpha \in \mathbb{F}$, and $J \subset[N]$ s.t. $|J|=t$,

$$
\operatorname{Reconstruct~}_{J}\left(\alpha \cdot v_{0}+v_{1}\right)=\alpha \cdot \operatorname{Reconstruct}_{J}\left(v_{0}\right)+\operatorname{Reconstruct}_{J}\left(v_{1}\right) .
$$

Definition 10 (Quasi-Threshold LSSS). Let $\mathbb{F}$ be a finite field and let $\mathbb{V}_{1}$ and $\mathbb{V}_{2}$ be two vector spaces over $\mathbb{F}$. Let $t_{1}$, $t_{2}$ and $N$ be integers such that $1 \leq t_{1}<t_{2} \leq N$. $A\left(t_{1}, t_{2}, N\right)$-quasi-threshold linear secret sharing scheme is a method to share a secret $s \in \mathbb{V}_{1}$ into $N$ shares $\llbracket s \rrbracket:=\left(\llbracket s \rrbracket_{1}, \ldots, \llbracket s \rrbracket_{N}\right) \in \mathbb{V}_{2}^{N}$ such that the secret can be reconstructed from any $t_{2}$ shares while no information is revealed on the secret from the knowledge of $t_{1}$ shares.

The formal definition of $\left(t_{1}, t_{2}, N\right)$-quasi-threshold LSSS is similar to Definition 9 with the Reconstruct ${ }_{J}$ function defined over $\mathbb{V}_{2}^{t_{2}}$ (instead of $\mathbb{V}_{2}^{t}$ ) with cardinalities $|I|=t_{1}$ and $|J|=t_{2}$ (instead of $|I|=t-1$ and $|J|=t)$. In particular an $(t-1, t, N)$-quasi-threshold LSSS is an $(t, N)$-threshold LSSS.

Definition 11 (Additive Secret Sharing). An additive secret sharing scheme over $\mathbb{F}$ is an ( $N, N$ )threshold LSSS for which the Share algorithm is defined as

$$
\text { Share }:\left(s ;\left(r_{1}, \ldots, r_{N-1}\right)\right) \mapsto \llbracket s \rrbracket:=\left(r_{1}, \ldots r_{N-1}, s-\sum_{i=1}^{N-1} r_{i}\right)
$$

with randomness space $R=\mathbb{F}^{N-1}$, and the Reconstruct $_{[N]}$ algorithm simply outputs the sum of all the input shares.

Definition 12 (Shamir's Secret Sharing). The Shamir's Secret Sharing over $\mathbb{F}$ is an $(\ell+1, N)$-threshold LSSS for which the Share algorithm builds a sharing $\llbracket s \rrbracket$ of $s \in \mathbb{F}$ as follows:

- sample $r_{1}, \ldots, r_{\ell}$ uniformly in $\mathbb{F}$,
- build the polynomial $P$ as $P(X):=s+\sum_{i=1}^{\ell} r_{i} X^{i}$,
- build the shares $\llbracket s \rrbracket_{i}$ as evaluations $P\left(e_{i}\right)$ of $P$ for each $i \in\{1, \ldots, N\}$, where $e_{1}, \ldots, e_{N}$ are public non-zero distinct points of $\mathbb{F}$.

For any subset $J \subseteq[N]$, s.t. $|J|=\ell+1$, the Reconstruct ${ }_{J}$ algorithm interpolates the polynomial $P$ from the input $\ell+1$ evaluation points $\llbracket s \rrbracket_{J}=\left(P\left(e_{i}\right)\right)_{i \in J}$ and outputs the constant term $s$.

A multiparty computation (MPC) protocol is an interactive protocol (as formally introduced in Section 2.2 involving multiple -possibly more than two- parties $\mathcal{P}_{1}, \ldots, \mathcal{P}_{N}$. Each of these parties receives as input one share of a sharing $\llbracket x \rrbracket$. All together, the parties run the MPC protocol to compute $f(x)$ for some function $f$. At the end of the protocol, each party $\mathcal{P}_{i}$ outputs its own computed value of $f(x)$, denoted $f_{i}(x)$. In this paper, we only consider complete protocols for which an execution with honest parties results in all the parties outputting the right value $f(x)$. The view of a party $\mathcal{P}_{i}$ is composed of its input share $\llbracket x \rrbracket_{i}$, its random tape and all its received messages from the other parties (the sent messages can further be deterministically deduced from the other elements of the view).

We simply recall hereafter the notion of $t$-privacy for an MPC protocol in the semi-honest model. The interested reader is referred to EKR18 for more background and formalism about multiparty computation.

Definition 13 (Privacy in the Semi-Honest Model). Let $t$ and $N$ be integers such that $1 \leq t<N$. Let $\Pi_{f}$ be an MPC protocol with $N$ parties $\mathcal{P}_{1}, \ldots, \mathcal{P}_{N}$, computing a function $f$. The protocol $\Pi_{f}$ is $t$-private in the semi-honest model if for all $I \subset[N]$ such that $|I| \leq t$, there exists a PPT algorithm $\mathcal{S}$ such that $\mathcal{S}\left(I, \llbracket x \rrbracket_{I}, f_{I}(x)\right)$ is perfectly indistinguishable from the joint distributions of the views of the parties in $I$, where $f_{I}(x):=\left\{f_{i}(x) \mid i \in I\right\}$.

## 3 The MPC-in-the-Head Paradigm

The MPC-in-the-Head (MPCitH) paradigm is a framework introduced by Ishai, Kushilevitz, Ostrovsky and Sahai in IKOS07 to build zero-knowledge proofs using techniques from secure multi-party computation (MPC). We first recall the general principle of this paradigm before introducing a formal model for the underlying MPC protocols and their transformation into zero-knowledge proofs.

Assume we want to build a zero-knowledge proof of knowledge of a witness $w$ for a statement $x$ such that $(x, w) \in \mathcal{R}$ for some relation $\mathcal{R}$. To proceed, we shall use an MPC protocol in which $N$ parties $\mathcal{P}_{1}, \ldots, \mathcal{P}_{N}$ securely and correctly evaluate a function $f$ on a secret witness $w$ with the following properties:

- each party $\mathcal{P}_{i}$ takes a share $\llbracket w \rrbracket_{i}$ as input, where $\llbracket w \rrbracket$ is a sharing of $w$;
- the function $f$ outputs Accept when $(x, w) \in \mathcal{R}$ and Reject otherwise;
- the protocol is $\ell$-private in the semi-honest model, meaning that the views of any $\ell$ parties leak no information about the secret witness (see Definition 13 for a formal definition).

We can use this MPC protocol to build a zero-knowledge proof of knowledge of a witness $w$ satisfying $(x, w) \in \mathcal{R}$. The prover proceeds as follows:

- she builds a random sharing $\llbracket w \rrbracket$ of $w$;
- she simulates locally ("in her head") all the parties of the MPC protocol;
- she sends a commitment of each party's view to the verifier, where such a view includes the party's input share, its random tape, and its received messages (the sent messages can further be deterministically derived from those elements);
- she sends the output shares $\llbracket f(w) \rrbracket$ of the parties, which should correspond to a sharing of ACCEPT.

Then the verifier randomly chooses $\ell$ parties and asks the prover to reveal their views. After receiving them, the verifier checks that they are consistent with an honest execution of the MPC protocol and with the commitments. Since only $\ell$ parties are opened, the revealed views leak no information about the secret witness $w$, which ensures the zero-knowledge property. On the other hand, the random choice of the opened parties makes the cheating probability upper bound by $(N-\ell) / N$, which ensures the soundness of the proof.

The MPCitH paradigm simply requires the underlying MPC protocol to be secure in the semi-honest model (and not in the malicious model), meaning that the parties are assumed to be honest but curious: they follow honestly the MPC protocol while trying to learn secret information from the received messages.

Several simple MPC protocols have been proposed that yield fairly efficient zero-knowledge proofs and signature schemes in the MPCitH paradigm, see for instance KZ20b, Bd20, BdK ${ }^{+}$21, FJR22. These protocols lie in a specific subclass of MPC protocols in the semi-honest model which we formalize hereafter.

### 3.1 General Model of MPC Protocol

We consider an MPC protocol that performs its computation on a base finite field $\mathbb{F}$ so that all the manipulated variables (including the witness $w$ ) are tuples of elements from $\mathbb{F}$. In what follows, the sizes of the different tuples involved in the protocol are kept implicit for the sake of simplicity. The parties take as input an additive sharing $\llbracket w \rrbracket$ of the witness $w$ (one share per party). Then the parties compute one or several rounds in which they perform three types of actions:

Receiving randomness: the parties receive a random value (or random tuple) $\varepsilon$ from a randomness oracle $\mathcal{O}_{R}$. When calling this oracle, all the parties get the same random value $\varepsilon$. This might not be convenient in a standard multi-party computation setting (since such an oracle would require a trusted third party or a possibly complex coin-tossing protocol), but in the MPCitH context, these random values are provided by the verifier as challenges.

Receiving hint: the parties can receive a sharing $\llbracket \beta \rrbracket$ (one share per party) from a hint oracle $\mathcal{O}_{H}$. The hint $\beta$ can depend on the witness $w$ and the previous random values sampled from $\mathcal{O}_{R}$. Formally, for some function $\psi$, the hint is sampled as $\beta \leftarrow \psi\left(w, \varepsilon^{1}, \varepsilon^{2}, \ldots ; r\right)$ where $\varepsilon^{1}, \varepsilon^{2}, \ldots$ are the previous outputs of $\mathcal{O}_{R}$ and where $r$ is a fresh random tape.
Hints enable to build more efficient MPC protocols. For example, instead of computing a product of two shared values, the parties can get this product using $\mathcal{O}_{H}$ and simply check that the product is correct, which is cheaper in communication BN20.

Computing \& broadcasting: the parties can locally compute $\llbracket \alpha \rrbracket:=\llbracket \varphi(v) \rrbracket$ from a sharing $\llbracket v \rrbracket$ where $\varphi$ is an $\mathbb{F}$-linear function, then broadcast all the shares $\llbracket \alpha \rrbracket_{1}, \ldots, \llbracket \alpha \rrbracket_{N}$ to publicly reconstruct $\alpha:=\varphi(v)$. If $\varphi$ is in the form $v \mapsto A v+b$, then the parties can compute $\llbracket \varphi(v) \rrbracket$ from $\llbracket v \rrbracket$ by letting

$$
\llbracket \varphi(v) \rrbracket_{i}:=A \llbracket v \rrbracket_{i}+\llbracket b \rrbracket_{i} \text { for each party } i
$$

where $\llbracket b \rrbracket$ is a publicly-known sharing of $b \rrbracket^{3}$ This process is usually denoted $\llbracket \varphi(v) \rrbracket=\varphi(\llbracket v \rrbracket)$. The function $\varphi$ can depend on the previous random values $\left\{\varepsilon^{i}\right\}_{i}$ from $\mathcal{O}_{R}$ and on the previous broadcasted values.

[^0]After $t$ rounds of the above actions, the parties finally output ACCEPT if and only if the publicly reconstructed values $\alpha^{1}, \ldots, \alpha^{t}$ satisfy the relation

$$
g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0
$$

for a given function $g$.
Protocol 2 gives a general description of an MPC protocol in this paradigm, which we shall use as a model in the rest of the paper. In general, the computing \& broadcasting step can be composed of several iterations, which is further depicted in Protocol 3 For the sake of simplicity, we shall consider a single iteration in our presentation (as in Protocol 2) but we stress that the considered techniques and proofs equally apply to the multi-iteration setting (i.e. while replacing step (c) of Protocol 2 by Protocol 3).

1. The parties take as input a sharing $\llbracket w \rrbracket$.
2. For $j=1$ to $t$, the parties:
(a) get a sharing $\llbracket \beta^{j} \rrbracket$ from the hint oracle $\mathcal{O}_{H}$, such that

$$
\beta^{j} \leftarrow \psi^{j}\left(w, \varepsilon^{1}, \ldots, \varepsilon^{j-1} ; r^{j}\right)
$$

for a uniform random tape $r^{j}$;
(b) get a common random $\varepsilon^{j}$ from the oracle $\mathcal{O}_{R}$;
(c) for some $\mathbb{F}$-linear function $\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}^{j}$, compute

$$
\llbracket \alpha^{j} \rrbracket:=\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}\left(\llbracket w \rrbracket,\left(\llbracket \beta^{i} \rrbracket\right)_{i \leq j}\right),
$$

broadcast $\llbracket \alpha^{j} \rrbracket$, and then publicly reconstruct $\alpha^{j}$. Note: This step can be composed of several iterations as described in Protocol 3 .
3. The parties finally accept if $g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0$ and reject otherwise.

Note: In the above description $w, \beta^{j}, \varepsilon^{j}, \alpha^{j}$ are elements from the field $\mathbb{F}$ or tuples with coordinates in $\mathbb{F}$ (whose size is not made explicit to keep the presentation simple).

Protocol 2: General MPC protocol.

Output distribution. In the following, we shall denote $\vec{\varepsilon}:=\left(\varepsilon^{1}, \ldots, \varepsilon^{t}\right), \vec{\beta}:=\left(\beta^{1}, \ldots, \beta^{t}\right), \vec{\alpha}:=\left(\alpha^{1}, \ldots, \alpha^{t}\right)$ and $\vec{r}:=\left(r^{1}, \ldots, r^{t}\right)$. From the above description, we have that the output of the protocol deterministically depends on the broadcasted values $\vec{\alpha}$ (through the function $g$ ), which in turn deterministically depend on the input witness $w$, the sampled random values $\vec{\varepsilon}$, and the hints $\vec{\beta}$ (through the functions $\varphi$ 's). It results that the functionality computed by the protocol can be expressed as:

$$
f(w, \vec{\varepsilon}, \vec{\beta})=\left\{\begin{array}{ll}
\text { ACCEPT } & \text { if } g(\vec{\alpha})=0,  \tag{1}\\
\text { REJECT } & \text { otherwise, }
\end{array} \quad \text { with } \vec{\alpha}=\Phi(w, \vec{\varepsilon}, \vec{\beta})\right.
$$

where $\Phi$ is the deterministic function mapping $(w, \vec{\varepsilon}, \vec{\beta})$ to $\vec{\alpha}$ (defined by the coordinate functions $\varphi^{1}, \ldots$, $\left.\varphi^{t}\right)$. We shall restrict our model to MPC protocols for which the function $f$ satisfies the following properties:

$$
\begin{aligned}
& \text { (c) for } k=1 \text { to } \eta_{j} \text { : } \\
& \quad \text { - compute a sharing } \\
& \quad \llbracket \alpha^{j, k} \rrbracket:=\varphi_{\left(\varepsilon^{i}\right)_{i \leq j}^{j, ~},\left(\alpha^{i}\right)_{i<j},\left(\alpha^{j, i}\right)_{i<k}}\left(\llbracket w \rrbracket,\left(\llbracket \beta^{i} \rrbracket\right)_{i \leq j}\right), \\
& \quad \text { for some } \mathbb{F} \text {-linear function } \varphi_{\left(\varepsilon_{i}^{i}\right)_{i \leq j}^{j},\left(\alpha^{i}\right)_{i<j},\left(\alpha \alpha^{j, i}\right)_{i<k} ;} ; \\
& - \text { broadcast their shares } \llbracket \alpha^{j, k} ; \\
& - \text { publicly reconstruct } \alpha^{j, k} ; \\
& \text { We denote } \alpha^{j}:=\left(\alpha^{j, 1}, \ldots, \alpha^{\left.j, \eta_{j}\right) .}\right.
\end{aligned}
$$

Protocol 3: General MPC protocol - Iterative computing \& broadcasting step for iteration $j$ (with $\eta_{j}$ denoting the number of inner iterations).

- If $w$ is a good witness, namely $w$ is such that $(x, w) \in \mathcal{R}$, and if the hints $\vec{\beta}$ are genuinely sampled as $\beta^{j} \leftarrow \psi^{j}\left(w,\left(\varepsilon^{i}\right)_{i<j} ; r^{j}\right)$ for every $j$, then the protocol always accepts. More formally:

$$
\operatorname{Pr}_{\vec{\varepsilon}, \vec{r}}\left[f(w, \vec{\varepsilon}, \vec{\beta})=\operatorname{ACCEPT} \left\lvert\, \begin{array}{c}
(x, w) \in \mathcal{R} \\
\forall j, \beta^{j} \leftarrow \psi^{j}\left(w,\left(\varepsilon^{i}\right)_{i<j} ; r^{j}\right)
\end{array}\right.\right]=1 .
$$

- If $w$ is a bad witness, namely $w$ is such that $(x, w) \notin \mathcal{R}$, then the protocol rejects with probability at least $1-p$, for some constant probability $p$. The latter holds even if the hints $\vec{\beta}$ are not genuinely computed. More formally, for any (adversarially chosen) deterministic functions $\chi^{1}, \ldots, \chi^{t}$, we have:

$$
\operatorname{Pr}_{\vec{\varepsilon}, \vec{r}}\left[f(w, \vec{\varepsilon}, \vec{\beta})=\operatorname{ACCEPT} \left\lvert\, \begin{array}{c}
(x, w) \notin \mathcal{R} \\
\forall j, \beta^{j} \leftarrow \chi^{j}\left(w,\left(\varepsilon^{i}\right)_{i<j} ; r^{j}\right)
\end{array}\right.\right] \leq p .
$$

We say that a false positive occurs whenever the MPC protocol outputs Accept on input a bad witness $w$, and we call $p$ the false positive rate.

To summarize, we consider a setting in which the output of the protocol has a probability distribution of the form described in Table 1

|  | Output of $f$ |  |
| :---: | :---: | :---: |
|  | ACCEPT | REJECT |
| $w:(x, w) \in \mathcal{R}$ | 1 | 0 |
| $w:(x, w) \notin \mathcal{R}$ | $\leq p$ | $\geq 1-p$ |

Table 1: Probability distribution of the output of the MPC protocol.

The general MPC model introduced above captures a wide majority of the protocols used in the MPCitH context. To the best of our knowledge, all the practical instantiations of the MPCitH paradigm comply with this model except the ZKBoo GMO16 and Ligero AHIV17 proof systems. In particular, our model captures:

- the KKW18 protocol KKW18 which computes arbitrary arithmetic circuits (used in Picnic2 and Picnic3),
- the product checking protocols in $\overline{\mathrm{BN} 20}$ and BN++ KZ22,
- the product checking protocols in Limbo [dOT21] and Helium KZ22],
- the MPC protocols in BBQ [dDOS19] and Banquet $\mathrm{BdK}^{+} 21$,
- the MPC protocols in LegRoast Bd20 and PorcRoast Bd20,
- the MPC protocol in SDitH FJR22,
- the MPC protocols in FMRV22.

Example. As an illustration, we recall BN20 protocol to show how it fits our model. This MPC protocol takes as inputs three sharings $\llbracket x \rrbracket, \llbracket y \rrbracket$ and $\llbracket z \rrbracket$ where $x, y, z \in \mathbb{F}$ and aims to check that $z=x \cdot y$. It proceeds as follows:

- The parties get from $\mathcal{O}_{H}$ three hint sharings $\llbracket a \rrbracket, \llbracket b \rrbracket$ and $\llbracket c \rrbracket$ such that $a, b \leftarrow \mathbb{F}$ and $c=a \cdot b$.
- The parties get from $\mathcal{O}_{R}$ a common random point $\varepsilon \leftarrow \mathbb{F}$.
- The parties locally compute and broadcast

$$
\llbracket \alpha \rrbracket=\varepsilon \cdot \llbracket x \rrbracket+\llbracket a \rrbracket \quad \text { and } \quad \llbracket \beta \rrbracket=\llbracket y \rrbracket+\llbracket b \rrbracket .
$$

- The parties publicly reconstruct $\alpha$ and $\beta$ from $\llbracket \alpha \rrbracket$ and $\llbracket \beta \rrbracket$.
- The parties locally compute and broadcast

$$
\llbracket v \rrbracket=\varepsilon \cdot \llbracket z \rrbracket-\llbracket c \rrbracket+\alpha \cdot \llbracket b \rrbracket+\beta \cdot \llbracket a \rrbracket-\alpha \cdot \beta
$$

- The parties publicly reconstruct $v$ from $\llbracket v \rrbracket$.
- The parties output Accept if $v=0$ and Reject otherwise.

The idea of this protocol is to take (as hint) a multiplicative triple ( $a, b, c$ ) satisfying $c=a \cdot b$ and to "sacrifice" it using the randomness $\varepsilon$ to check that $z=x \cdot y$. If $z \neq x \cdot y$ (or if the hint is not well-constructed), the protocol will output REJECT with probability $1-\frac{1}{|\mathbb{F}|}$, thus its false positive rate is $p=\frac{1}{|F|}$.

### 3.2 Application of the MPCitH Principle

Any MPC protocol complying with the above description gives rise to a practical short-communication zero-knowledge protocol in the MPCitH paradigm. The resulting zero-knowledge protocol is described in Protocol 4. after sharing the witness $w$, the prover emulates the MPC protocol "in her head", commits the parties' inputs, and sends a hash digest of the broadcast communications; finally, the prover reveals the requested parties' inputs as well as the broadcast messages of the unopened party, thus enabling the verifier to emulate the computation of the opened parties and to check the overall consistency.

Protocols with preprocessing phase. An additional technique can be used in this framework: one can assume that the parties take an auxiliary input which is a sharing $\llbracket y \rrbracket$ of a value $y$ satisfying some public equation $E(y)=0$ (where $E$ might depend on the public statement $x$ ). For example, the MPC protocol can take as input three sharings $\llbracket a \rrbracket, \llbracket b \rrbracket$ and $\llbracket c \rrbracket$ for random $a, b$ and $c$ satisfying $c=a \cdot b$. In practice, this assumption is verified thanks to a cut-and-choose strategy run before the emulation of the MPC protocol. Introduced by KKW18] using a preprocessing phase, this technique has been formalized in Beu20] as protocols with helper. Although we omit such a preprocessing phase from our formalism for the sake of simplicity, we stress that the theory developed in the present article is compatible with this technique and adding a preprocessing phase to the protocol would not change our results.

Soundness. Assuming that the underlying MPC protocol follows the model of Section 3.1 with a false positive rate $p$, the soundness error of Protocol 4 is

$$
\frac{1}{N}+\left(1-\frac{1}{N}\right) \cdot p
$$

The above formula results from the fact that a malicious prover might successfully cheat with probability $1 / N$ by corrupting the computation of one party or with probability $p$ by making the MPC protocol produce a false positive. This soundness has been formally proven in some previous works for specific cases, see e.g. BN20, FJR22. In the present article, we provide a general proof for any protocol complying with the format of Protocol 22 in the more general context of any (threshold) linear secret sharing (see Theorem 22).

1. The prover shares the witness $w$ into a sharing $\llbracket w \rrbracket$.
2. The prover emulates "in her head" the $N$ parties of the MPC protocol.

For $j=1$ to $t$ :
(a) the prover computes

$$
\beta^{j}=\psi^{j}\left(w,\left(\varepsilon^{i}\right)_{i<j}\right)
$$

shares it into a sharing $\llbracket \beta^{j} \rrbracket$;
(b) the prover computes the commitments

$$
\operatorname{com}_{i}^{j}:=\left\{\begin{array}{r}
\operatorname{Com}\left(\llbracket w \rrbracket_{i}, \llbracket \beta^{1} \rrbracket_{i} ; \rho_{i}^{1}\right) \\
\text { if } j=1 \\
\operatorname{Com}\left(\llbracket \beta^{j} \rrbracket_{i} ; \rho_{i}^{j}\right)
\end{array} \text { if } j>1\right.
$$

for all $i \in\{1, \ldots, N\}$, for some commitment randomness $\rho_{i}^{j}$;
(c) the prover sends

$$
h_{j}:=\left\{\begin{aligned}
\operatorname{Hash}\left(\operatorname{com}_{1}^{1}, \ldots, \operatorname{com}_{N}^{1}\right) & \text { if } j=1 \\
\operatorname{Hash}\left(\operatorname{com}_{1}^{j}, \ldots, \operatorname{com}_{N}^{j}, \llbracket \alpha^{j-1} \rrbracket\right) & \text { if } j>1
\end{aligned}\right.
$$

to the verifier;
(d) the verifier picks at random a challenge $\varepsilon^{j}$ and sends it to the prover;
(e) the prover computes

$$
\llbracket \alpha^{j} \rrbracket:=\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}\left(\llbracket w \rrbracket,\left(\llbracket \beta^{i} \rrbracket\right)_{i \leq j}\right)
$$

and recomposes $\alpha^{j}$.
Note: This step is computed according to Protocol 3 in case of an iterative computing $\mathcal{E}$ broadcasting step.
The prover further computes $h_{t+1}:=\operatorname{Hash}\left(\llbracket \alpha^{t} \rrbracket\right)$ and sends it to the verifier.
3. The verifier picks at random a party index $i^{*} \in[N]$ and sends it to the prover.
4. The prover opens the commitments of all the parties except party $i^{*}$ and further reveals the commitments and broadcast messages of the unopened party $i^{*}$. Namely, the prover sends $\left(\llbracket w \rrbracket_{i},\left(\llbracket \beta^{j} \rrbracket_{i}, \rho_{i}^{j}\right)_{j \in[t]}\right)_{i \neq i^{*}}, \operatorname{com}_{i^{*}}^{1}, \ldots, \operatorname{com}_{i^{*}}^{t}, \llbracket \alpha^{1} \rrbracket_{i^{*}}, \ldots, \llbracket \alpha^{t} \rrbracket_{i^{*}}$ to the verifier.
5. The verifier recomputes the commitments $\operatorname{com}_{i}^{j}$ and the broadcast values $\llbracket \alpha^{j} \rrbracket_{i}$ for $i \in[N] \backslash\left\{i^{*}\right\}$ and $j \in[t]$ from $\left(\llbracket w \rrbracket_{i},\left(\llbracket \beta^{j} \rrbracket i, \rho_{i}^{j}\right)_{j \in[t]}\right)_{i \neq i^{*}}$ in the same way as the prover.
6. The verifier accepts if and only if:
(a) the views of the opened parties are consistent with each other, with the committed input shares and with the hash digest of the broadcast messages, i.e. for $j=1$ to $t+1$,

$$
h_{j} \stackrel{?}{=}\left\{\begin{aligned}
\operatorname{Hash}\left(\operatorname{com}_{1}^{1}, \ldots, \operatorname{com}_{N}^{1}\right) & \text { if } j=1 \\
\operatorname{Hash}\left(\operatorname{com}_{1}^{j}, \ldots, \operatorname{com}_{N}^{j}, \llbracket \alpha^{j-1} \rrbracket\right) & \text { if } j>1 \\
\operatorname{Hash}\left(\llbracket \alpha^{t} \rrbracket\right) & \text { if } j=t+1
\end{aligned}\right.
$$

(b) the output of the MPC protocol is Accept, i.e.

$$
g\left(\alpha^{1}, \ldots, \alpha^{t}\right) \stackrel{?}{=} 0
$$

Protocol 4: Zero-knowledge protocol - Application of the MPCitH principle to Protocol 2 .

Performances. The communication of Protocol 4 includes:

- the input shares $\left(\llbracket w \rrbracket_{i}, \llbracket \beta^{1} \rrbracket_{i}, \ldots, \llbracket \beta^{t} \rrbracket_{i}\right)$ of the opened parties. In practice, a seed seed ${ }_{i} \in\{0,1\}^{\lambda}$ is associated to each party so that for each committed variable $v$ (among the witness $w$ and the hints $\beta^{1}$, $\left.\ldots, \beta^{t}\right)$ the additive sharing $\llbracket v \rrbracket$ is built as

$$
\left\{\begin{array}{l}
\llbracket v \rrbracket_{i} \leftarrow \operatorname{PRG}\left(\operatorname{seed}_{i}\right) \text { for } i \neq N \\
\llbracket v \rrbracket_{N}=v-\sum_{i=1}^{N-1} \llbracket v \rrbracket_{i} .
\end{array}\right.
$$

Thus, instead of committing $\left(\llbracket w \rrbracket_{i}, \llbracket \beta^{1} \rrbracket_{i}\right)$, the initial commitments simply include the seeds for $i \neq N$, and $\operatorname{com}_{i}^{j}$ becomes useless for $j \geq 2$ and $i \neq N$. Formally, we have:

$$
\operatorname{com}_{i}^{j}= \begin{cases}\operatorname{Com}\left(\operatorname{seed}_{i} ; \rho_{i}^{1}\right) & \text { for } j=1 \text { and } i \neq N \\ \operatorname{Com}\left(\llbracket w \rrbracket_{N}, \llbracket \beta^{1} \rrbracket_{N} ; \rho_{N}^{1}\right) & \text { for } j=1 \text { and } i=N \\ \emptyset & \text { for } j>1 \text { and } i \neq N \\ \operatorname{Com}\left(\llbracket \beta^{j} \rrbracket_{N} ; \rho_{N}^{j}\right) & \text { for } j>1 \text { and } i=N\end{cases}
$$

Some coordinates of the $\beta^{j}$ might be uniformly distributed over $\mathbb{F}$ (remember that the $\beta^{j}$ are tuples of $\mathbb{F}$ elements). We denote $\beta^{\text {unif }}$ the sub-tuple composed of those uniform coordinates. In this context, the last share $\llbracket \beta^{\text {unif }} \rrbracket_{N}$ can be built as $\llbracket \beta^{\text {unif }} \rrbracket_{N} \leftarrow \operatorname{PRG}\left(\operatorname{seed}_{N}\right)$ so that a seed seed ${ }_{N}$ can be committed in $\operatorname{com}_{N}^{1}\left(\right.$ instead of committing $\left.\llbracket \beta^{\text {unif }} \rrbracket_{N}\right)$. This way the prover can save communication by revealing seed ${ }_{N}$ instead of $\llbracket \beta^{\text {unif }} \rrbracket_{N}$ whenever the latter is larger;

- the messages $\llbracket \alpha^{1} \rrbracket_{i^{*}}, \ldots, \llbracket \alpha^{t} \rrbracket_{i^{*}}$ broadcasted by the unopened party. Let us stress that one can sometimes save communication by sending only some elements of $\llbracket \alpha^{1} \rrbracket_{i^{*}}, \ldots, \llbracket \alpha^{t} \rrbracket_{i^{*}}$ and use the relation $g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0$ to recover the missing ones;
- the hash digests $h_{1}, \ldots, h_{t+1}$ and the unopened commitments $\operatorname{com}_{i^{*}}^{1}, \ldots, \operatorname{com}_{i^{*}}^{t}$ (as explained above, we have $\operatorname{com}_{i^{*}}^{j}=\emptyset$ for $j>1$ if $\left.i^{*} \neq N\right)$.

Moreover, instead of revealing the $(N-1)$ seeds of the opened parties, one can generate them from a generation tree as suggested in KKW18. One then only needs to reveal $\log _{2} N \lambda$-bit seeds. We finally obtain a total communication cost for Protocol 4 of

- when $i^{*} \neq N$,

$$
\text { Cost }=\underbrace{(t+1) \cdot 2 \lambda}_{h_{1}, h_{2}, \ldots, h_{t+1}}+(\underbrace{\text { inputs }}_{\llbracket w \rrbracket_{N}, \llbracket \beta^{1} \rrbracket_{N}, \ldots,}+\underbrace{\text { comm }}_{\llbracket \alpha^{1} \rrbracket_{i^{*}}, \ldots, \llbracket \alpha^{t} \rrbracket_{i^{*}}}+\underbrace{\lambda \cdot \log _{2} N}_{\operatorname{seed}_{i} \text { for } i \neq i^{*}}+\underbrace{2 \lambda}_{\operatorname{com}_{i^{*}}^{1}}) \text {. }
$$

- when $i^{*}=N$,

$$
\text { Cost }=\underbrace{(t+1) \cdot 2 \lambda}_{h_{1}, h_{2}, \ldots, h_{t+1}}+(\underbrace{\operatorname{comm}}_{\llbracket \alpha^{1} \rrbracket_{i^{*}}, \ldots, \Pi \alpha^{t} \rrbracket_{i^{*}}}+\underbrace{\lambda \cdot \log _{2} N}_{\operatorname{seed}_{i} \text { for } i \neq i^{*}}+\underbrace{t \cdot 2 \lambda}_{\operatorname{com}_{i^{*}}^{1}, \ldots, \operatorname{com}_{i^{*}}^{t}}) \text {. }
$$

where inputs denote the bitsize of $\left(w, \beta^{1}, \ldots, \beta^{t}\right)$ excluding the uniformly distributed elements $\beta^{\text {unif }}$, and where comm denotes the bitsize of $\left(\alpha^{1}, \ldots, \alpha^{t}\right)$ excluding the elements which can be recovered from $g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=$ 0.

To achieve a soundness error of $2^{-\lambda}$, one must repeat the protocol $\tau=\frac{\lambda}{\log _{2} N}$ times. The resulting averaged cost is the following:

$$
\text { Cost }=(t+1) \cdot 2 \lambda+\tau \cdot\left(\frac{N-1}{N} \cdot \text { inputs }+ \text { comm }+\lambda \cdot \log _{2} N+\frac{N-1+t}{N} \cdot 2 \lambda\right) .
$$

Several recent works based on the MPCitH paradigm Bd20, KZ21, FJR22 provides zero-knowledge identification protocols with communication cost below 10 KB for a 128-bit security level. Unfortunately, to obtain a small communication cost, one must take a large number of parties $N$, which induces an important
computational overhead compared to other approaches to build zero-knowledge proofs. Indeed, the prover must emulate $N$ parties in her head for each of the $\tau$ repetitions of the protocol, which makes a total of $\frac{\lambda N}{\log _{2} N}$ party emulations to achieve a soundness error of $2^{-\lambda}$. Thus, increasing $N$ has a direct impact on the performances. For instance, scaling from $N=16$ to $N=256$ roughly halves the communication but increases the computation by a factor of eight. Given this state of affairs, a natural question is the following:

> Can we build zero-knowledge proofs in the MPC-in-the-head paradigm while avoiding this computational overhead?

In what follows, we show how applying (low-threshold) linear secret sharing to the MPCitH paradigm provides a positive answer to this question.

## 4 MPC-in-the-Head with Threshold LSS

### 4.1 General Principle

Let $\ell$ and $N$ be integers such that $1 \leq \ell<N$. We consider an $(\ell+1, N)$-threshold linear secret sharing scheme (LSSS), as formally introduced in Definition 9, which shares a secret $s \in \mathbb{F}$ into $N$ shares $\llbracket s \rrbracket \in \mathbb{F}^{N}$. In particular, the vector spaces of Definition 9 are simply defined as $\mathbb{V}_{1}=\mathbb{V}_{2}=\mathbb{F}$ hereafter (other definitions of these sets will be considered in Section 51. We recall that such a scheme implies that the secret can be reconstructed from any $\ell+1$ shares while no information is revealed on the secret from the knowledge of $\ell$ shares. The following lemmas shall be useful to our purpose (see proofs in Appendix B).

Lemma 1. Let $\mathbb{F}$ be a finite field and let $\ell, N$ be integers such that $1 \leq \ell<N-1$. If an $(\ell+1, N)$-threshold LSSS exists for $\mathbb{F}$ then $N \leq|\mathbb{F}|$ with the following exception: if $\mathbb{F}$ is a power of 2 and $\ell \in\{2,|\mathbb{F}|-2\}$ then $N \leq|\mathbb{F}|+1$.

Lemma 2. Let (Share, Reconstruct) be an $(\ell+1, N)$-threshold LSSS. For every tuple $v_{0} \in \mathbb{V}_{2}^{\ell+1}$ and every subset $J_{0} \subseteq[N]$ with $\left|J_{0}\right|=\ell+1$, there exists a unique sharing $\llbracket s \rrbracket \in \mathbb{V}_{2}^{N}$ such that $\llbracket s \rrbracket J_{J_{0}}=v_{0}$ and such that

$$
\forall J \text { s.t. }|J|=\ell+1, \text { Reconstruct }_{J}\left(\llbracket s \rrbracket_{J}\right)=s
$$

where $s:=$ Reconstruct $_{J_{0}}\left(v_{0}\right)$. Moreover, there exists an efficient algorithm Expand ${ }_{J_{0}}$ which returns this unique sharing from $\llbracket s \rrbracket_{J_{0}}$.

Remark 1. In the case of the additive sharing scheme, we have $\ell+1=N$ so that the algorithm Expand is trivial (it simply consists of the identity function). In the case of Shamir's secret sharing scheme (see Definition 12, the algorithm Expand builds the underlying polynomial and evaluates it into each party' point.

In the rest of the paper we shall frequently use the following notions:

- Sharing of a tuple. If $v$ is a tuple, a secret sharing $\llbracket v \rrbracket$ is defined coordinate-wise. The algorithms Share, Reconstruct and Expand (from Lemma 2) further apply coordinate-wise.
- Valid sharing. We say that a sharing $\llbracket v \rrbracket$ is valid when there exists $s$ such that

$$
\forall J \text { s.t. }|J|=\ell+1, \text { Reconstruct }_{J}\left(\llbracket s \rrbracket_{J}\right)=s
$$

or equivalently, when there exists $J$ such that $\llbracket v \rrbracket=\operatorname{Expand}_{J}\left(\llbracket v \rrbracket_{J}\right)$.

- Consistent shares. We say that shares $\llbracket v \rrbracket_{i_{1}}, \ldots, \llbracket v \rrbracket_{i_{z}}$ are consistent when there exist other shares $\llbracket v \rrbracket_{[N] \backslash\left\{i_{1}, \ldots, i_{z}\right\}}$ such that $\llbracket v \rrbracket$ is a valid sharing.

Application to the MPCitH paradigm. We suggest applying a threshold LSSS to the MPCitH paradigm instead of a simple additive sharing scheme. Let us consider a protocol $\Pi_{\text {add }}$ complying with the MPC model introduced in the previous section (Protocol 22). We can define a protocol $\Pi_{\text {LSSS }}$ similar to $\Pi_{\text {add }}$ with the following differences:

- the parties initially receive an $(\ell+1, N)$-threshold linear secret sharing of the witness $w$,
- when invoked for a hint $\beta_{j}$, the oracle $\mathcal{O}_{H}$ returns an $(\ell+1, N)$-threshold linear secret sharing of $\beta^{j}$,
- when the shares of $\alpha^{j}$ are broadcasted, the value $\alpha^{j}$ is reconstructed using the algorithm Reconstruct. Namely, the parties arbitrarily choose $\ell+1$ shares $\left(\llbracket \alpha^{j} \rrbracket_{i}\right)_{i \in J_{0}}$, run the algorithm Reconstruct $J_{0}$ to get $\alpha^{j}$, and check that all the broadcast shares are consistent with the output of Expand $J_{0}$. If the check fails, the protocol returns Reject.

1. The parties take as input an $(\ell+1, N)$-threshold linear sharing $\llbracket w \rrbracket$.
2. For $j=1$ to $t$, the parties:
(a) get an $(\ell+1, N)$-threshold linear sharing $\llbracket \beta^{j} \rrbracket$ from the hint oracle $\mathcal{O}_{H}$, such that

$$
\beta^{j} \leftarrow \psi^{j}\left(w, \varepsilon^{1}, \ldots, \varepsilon^{j-1} ; r^{j}\right)
$$

for a uniform random tape $r^{j}$;
(b) get a common random $\varepsilon^{j}$ from the oracle $\mathcal{O}_{R}$;
(c) for some $\mathbb{F}$-linear function $\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}^{j}$,

- compute

$$
\llbracket \alpha^{j} \rrbracket:=\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}\left(\llbracket w \rrbracket,\left(\llbracket \beta^{i} \rrbracket\right)_{i \leq j}\right),
$$

- broadcast $\llbracket \alpha^{j} \rrbracket$,
- compute

$$
\alpha^{j}:=\operatorname{Reconstruct}_{J_{0}}\left(\llbracket \alpha^{j} \rrbracket J_{J_{0}}\right)
$$

for some $J_{0}$ of size $\ell+1$,

- verify that Expand $J_{J_{0}}\left(\llbracket \alpha \rrbracket J_{0}\right)$ is consistent with $\llbracket \alpha^{j} \rrbracket$ (i.e. that $\llbracket \alpha^{j} \rrbracket$ forms a valid sharing) and reject otherwise.
Note: This step can be composed of several iterations as described in Protocol 3.

3. The parties finally accept if $g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0$ and reject otherwise.

Note: In the above description $w, \beta^{j}, \varepsilon^{j}, \alpha^{j}$ are elements from the field $\mathbb{F}$ or tuples with coordinates in $\mathbb{F}$ (whose size is not made explicit to keep the presentation simple).

Protocol 5: General MPC protocol $\Pi_{\text {LSSS }}$ with LSSS.

The resulting MPC protocol, formally described in Protocol 5 is well-defined and $\ell$-private in the semihonest model (meaning that the views of any $\ell$ parties leak no information about the secret, see Definition 13). This is formalized in the following theorem (see proof in Appendix C).

Theorem 1. Let us consider an MPC protocol $\Pi_{a d d}$ complying with the protocol format described in Protocol 2. If $\Pi_{a d d}$ is well-defined and $(N-1)$-private, then the protocol $\Pi_{L S S S}$ corresponding to $\Pi_{a d d}$ with an $(\ell+1, N)$-threshold linear secret sharing scheme (see Protocol5) is well-defined and $\ell$-private.

### 4.2 Conversion to Zero-Knowledge Proofs

We can convert the MPC protocol using threshold linear secret sharings into a zero-knowledge protocol using the MPC-in-the-Head paradigm. Instead of requesting the views of $N-1$ parties, the verifier only asks for the views of $\ell$ parties. Since the MPC protocol is $\ell$-private, we directly get the zero-knowledge property. One key advantage of using a threshold LSSS is that only $\ell+1$ parties out of $N$ need to be computed by the prover, which we explain further hereafter.

Besides the commitments on the input sharing $\llbracket w \rrbracket$, and the hints' sharings $\llbracket \beta^{1} \rrbracket, \ldots, \llbracket \beta^{t} \rrbracket$, the prover must send to the verifier the communication between the parties, which for the considered MPC model (see Protocol 55 consists of the broadcast sharings $\llbracket \alpha^{1} \rrbracket, \ldots, \llbracket \alpha^{t} \rrbracket$. Observe that such a sharing $\llbracket \alpha^{j} \rrbracket$ is also an LSSS sharing of the underlying value $\alpha^{j}$ since it is computed as

$$
\llbracket \alpha^{j} \rrbracket:=\varphi_{\left(\varepsilon^{i}, \alpha^{i}\right)_{i \leq j}}^{j}\left(\llbracket w \rrbracket,\left(\llbracket \beta^{i} \rrbracket\right)_{i \leq j}\right)
$$

where $\llbracket w \rrbracket, \llbracket \beta^{1} \rrbracket, \ldots, \llbracket \beta^{t} \rrbracket$ are LSSS sharings and $\varphi^{j}$ is an affine function. This notably implies that, for all $i$, the broadcast sharing $\llbracket \alpha^{j} \rrbracket=\left(\llbracket \alpha^{j} \rrbracket_{1}, \ldots, \llbracket \alpha^{j} \rrbracket_{N}\right)$ contains redundancy. According to Lemma 2 , in order to uniquely define such a sharing, one only needs to commit $\ell+1$ shares of $\llbracket \alpha^{j} \rrbracket$. In other words, we can choose a fix subset $S$ of $\ell+1$ parties and only commit the broadcast shares from these parties, which then acts as a commitment of the full sharing $\llbracket \alpha^{j} \rrbracket$. For all $j \in[t]$, the prover needs to send the broadcast share $\llbracket \alpha^{j} \rrbracket_{i^{*}}$ of an arbitrary unopened party $i^{*}$. To verify the computation of the $\ell$ opened parties $I=\left\{i_{1}, \ldots, i_{\ell}\right\} \subseteq[N]$, the verifier can recompute the shares $\llbracket \alpha^{j} \rrbracket_{i_{1}}, \ldots, \llbracket \alpha^{j} \rrbracket_{i_{\ell}}$. Then, from these $\ell$ shares together with $\llbracket \alpha^{j} \rrbracket_{i^{*}}$, the verifier can reconstruct the shares $\llbracket \alpha^{j} \rrbracket_{S}$ using Expand $\left\{_{\left\{i^{*}, i_{1}, \ldots, i_{\ell}\right\}}\right.$ and check their commitments.

By committing the broadcast messages of only a subset $S$ of parties, the proof becomes independent of the computation of the other parties. It means that the prover must commit the input shares of all the parties but only need to emulate $\ell+1$ parties to commit their broadcast shares. When $\ell$ is small with respect to $N$, this has a great impact on the computational performance of the prover. The resulting zero-knowledge protocol is described in Protocol 6 .

### 4.3 Soundness

Consider a malicious prover $\tilde{\mathcal{P}}$ who does not know a correct witness $w$ for the statement $x$ but still tries to convince the verifier that she does. We shall say that such a malicious prover cheats for some party $i \in[N]$ if the broadcast shares $\llbracket \alpha^{1} \rrbracket_{i}, \ldots, \llbracket \alpha^{t} \rrbracket_{i}$ recomputed from the committed input/hint shares $\llbracket w \rrbracket_{i}, \llbracket \beta^{1} \rrbracket_{i}, \ldots$, $\llbracket \beta^{t} \rrbracket_{i}$ are not consistent with the committed broadcast shares $\left(\llbracket \alpha^{1} \rrbracket_{S}, \ldots, \llbracket \alpha^{t} \rrbracket_{S}\right)$.

Let us first consider the simple case of false positive rate $p=0$. If a malicious prover cheats on less than $N-\ell$ parties, then at least $\ell+1$ parties have broadcast shares which are consistent with $\left(\llbracket \alpha^{1} \rrbracket_{i}, \ldots, \llbracket \alpha^{t} \rrbracket_{i}\right)_{i \in S}$ and give rise to broadcast values $\alpha^{1}, \ldots, \alpha^{t}$ for which the protocol accepts, i.e. $g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0$. Since $p=0$, the input shares of those $\ell+1$ parties necessarily define a good witness $w(i . e$. satisfying $(x, w) \in \mathcal{R})$, which is in contradiction with the definition of a malicious prover. We deduce that in such a zero-false-positive scenario, a malicious prover (who does not know a good witness) has to cheat for at least $N-\ell$ parties. Then, if the malicious prover cheats on more than $N-\ell$ parties, the verifier shall always discover the cheat since she shall necessarily ask for the opening of a cheating party. We deduce that a malicious prover must necessarily cheat on exactly $N-\ell$ parties, and the only way for the verifier to be convinced is to ask for the opening of the exact $\ell$ parties which have been honestly emulated. The probability of this event to happen is

$$
\frac{1}{\binom{N}{N-\ell}}=\frac{1}{\binom{N}{\ell}}
$$

1. The prover shares the witness $w$ into an $(\ell+1, N)$-threshold linear secret sharing $\llbracket w \rrbracket$.
2. The prover emulates "in her head" a (public) subset $S$ of $\ell+1$ parties of the MPC protocol.

For $j=1$ to $t$ :
(a) the prover computes

$$
\beta^{j}=\psi^{j}\left(w,\left(\varepsilon^{i}\right)_{i<j}\right),
$$

shares it into an $(\ell+1, N)$-threshold linear secret sharing $\llbracket \beta^{j} \rrbracket$;
(b) the prover computes the commitments

$$
\operatorname{com}_{i}^{j}:=\left\{\begin{aligned}
\operatorname{Com}\left(\llbracket w \rrbracket_{i}, \llbracket \beta^{j} \rrbracket_{i} ; \rho_{i}^{j}\right) & \text { if } j=1 \\
\operatorname{Com}\left(\llbracket \beta^{j} \rrbracket_{i} ; \rho_{i}^{j}\right) & \text { if } j>1
\end{aligned}\right.
$$

for all $i \in[N]$, for some commitment randomness $\rho_{i}^{j}$, and computes the Merkle root

$$
\tilde{h}_{j}:=\operatorname{Merkle}\left(\operatorname{com}_{1}^{j}, \ldots, \operatorname{com}_{N}^{j}\right) .
$$

(c) the prover sends

$$
h_{j}:=\left\{\begin{aligned}
\tilde{h}_{j} & \text { if } j=1 \\
\operatorname{Hash}\left(\tilde{h}_{j}, \llbracket \alpha^{j-1} \rrbracket_{S}\right) & \text { if } j>1
\end{aligned}\right.
$$

to the verifier;
(d) the verifier picks at random a challenge $\varepsilon^{j}$ and sends it to the prover;
(e) the prover computes, for $i \in S$,

$$
\llbracket \alpha^{j} \rrbracket_{i}:=\varphi_{\left(\varepsilon^{k}\right)_{k \leq j},\left(\alpha^{k}\right)_{k<j}}\left(\llbracket w \rrbracket_{i},\left(\llbracket \beta^{k} \rrbracket_{i}\right)_{k \leq j}\right)
$$

and recomposes $\alpha^{j}$. This step is repeated as many times as in the MPC protocol (cf Protocol 3.
The prover further computes $h_{t+1}:=\operatorname{Hash}\left(\llbracket \alpha^{t} \rrbracket_{S}\right)$ and sends it to the verifier.
3. The verifier picks at random a subset $I \subset[N]$ of $\ell$ parties (i.e. $|I|=\ell$ ) and sends it to the prover.
4. The prover opens the commitments of all the parties in $I$, namely she sends $\left(\llbracket w \rrbracket_{i},\left(\llbracket \beta^{j} \rrbracket_{i}, \rho_{i}^{j}\right)_{j \in[t]}\right)_{i \in I}$ to the verifier. The prover further sends the authentication paths auth ${ }_{1}, \ldots$, auth $_{t}$ to these commitments, i.e. auth ${ }_{j}$ is the authentication path for $\left\{\operatorname{com}_{i}^{j}\right\}_{i \in I}$ w.r.t. Merkle root $\tilde{h}_{j}$ for every $j \in[t]$. Additionally, the prover sends broadcast shares $\llbracket \alpha^{1} \rrbracket_{i^{*}}, \ldots, \llbracket \alpha^{t} \rrbracket_{i^{*}}$ of an unopened party $i^{*} \in S \backslash I$.
5. The verifier recomputes the commitments $\operatorname{com}_{i}^{j}$ and the broadcast values $\llbracket \alpha^{j} \rrbracket_{i}$ for $i \in I$ and $j \in[t]$ from $\left(\llbracket w \rrbracket_{i},\left(\llbracket \beta^{j} \rrbracket_{i}, \rho_{i}^{j}\right)_{j \in[t]}\right)_{i \in I}$. Then she recovers $\alpha^{1}, \ldots, \alpha^{t}$, by

$$
\alpha^{j}=\operatorname{Reconstruct}_{I \cup\left\{i^{*}\right\}}\left(\llbracket \alpha^{j} \rrbracket_{I \cup\left\{i^{*}\right\}}\right)
$$

for every $j \in[t]$.
6. The verifier accepts if and only if:
(a) the views of the opened parties are consistent with each other, with the committed input shares and with the hash digest of the broadcast messages, i.e. for $j=1$ to $t+1$,

$$
h_{j} \stackrel{?}{=} \begin{cases}\tilde{h}_{j} & \text { if } j=1 \\ \operatorname{Hash}\left(\tilde{h}_{j}, \llbracket \alpha^{j-1} \rrbracket_{S}\right) & \text { if } 2 \leq j \leq t \\ \operatorname{Hash}\left(\llbracket \alpha^{j-1} \rrbracket_{S}\right) & \text { if } j=t+1\end{cases}
$$

where $\tilde{h}_{j}$ is the Merkle root deduced from $\left(\left\{\operatorname{com}_{i}^{j}\right\}_{i \in I}\right.$, auth $\left.{ }_{j}\right)$ and $\llbracket \alpha^{j-1} \rrbracket_{S}$ are the shares in subset $S$ deduced from $\llbracket \alpha^{j-1} \rrbracket=\operatorname{Expand}_{I \cup\left\{i^{*}\right\}}\left(\llbracket \alpha^{j-1} \rrbracket_{I \cup\left\{i^{*}\right\}}\right) ;$
(b) the output of the opened parties are Accept, i.e.

$$
g\left(\alpha^{1}, \ldots, \alpha^{t}\right) \stackrel{?}{=} 0
$$

Protocol 6: Zero-knowledge protocol: application of the MPCitH principle to Protocol 5 with an $(\ell+1, N)$ threshold linear secret sharing scheme.
which corresponds to the soundness error of the protocol, assuming $p=0$. Note that the same reasoning applies whenever $p$ is negligible.

Let us now consider a false positive rate $p$ which is not negligible. A malicious prover can then rely on a false positive to get a higher probability to convince the verifier. In case the committed input shares $\llbracket w \rrbracket_{1}, \ldots, \llbracket w \rrbracket_{N}$ were consistent (i.e. they formed a valid secret sharing), the soundness error would be

$$
\frac{1}{\binom{N}{\ell}}+\left(1-\frac{1}{\binom{N}{\ell}}\right) \cdot p
$$

However, we cannot enforce a malicious prover to commit a valid secret sharing $\llbracket w \rrbracket$ since the verifier never sees more than the shares of $\ell$ parties. More precisely, let us denote

$$
\mathcal{J}:=\{J \subset[N]:|J|=\ell+1\}
$$

and let $w^{(J)}$ be the witness corresponding to the shares $\llbracket w \rrbracket_{J}$ for some subset $J \in \mathcal{J}$, formally $w^{(J)}:=$ Reconstruct $_{J}\left(\llbracket w \rrbracket_{J}\right)$. Then we could have

$$
w^{\left(J_{1}\right)} \neq w^{\left(J_{2}\right)}
$$

for distinct subsets $J_{1}, J_{2} \in \mathcal{J}$. A malicious prover can exploit this degree of freedom to increase the soundness error.

Soundness attack. Let us take the example of the BN20] protocol on a field $\mathbb{F}$. In this protocol, the MPC functionality $f$ outputs Accept for a bad witness $w$ (i.e. such that $(x, w) \notin \mathcal{R})$ with probability $p=\frac{1}{|F|}$, i.e. if and only if the oracle $\mathcal{O}_{R}$ samples a specific element $\varepsilon_{w}$ of $\mathbb{F}$. In this context, a possible strategy for the malicious prover is the following:

1. Build the shares $\llbracket w \rrbracket_{1}, \ldots, \llbracket w \rrbracket_{N}$ such that

$$
\forall J_{1}, J_{2} \in \mathcal{J}, \varepsilon_{w^{\left(J_{1}\right)}} \neq \varepsilon_{w^{\left(J_{2}\right)}}
$$

We implicitly assume that $\binom{N}{\ell+1} \leq|\mathbb{F}|$ and that constructing such collision-free input sharing is possible. We assume that $\left(x, w^{(J)}\right) \notin \mathcal{R}$ for every $J$ (otherwise the malicious prover can recover a good witness by enumerating the $w^{(J)}$ 's).
2. After receiving the initial commitments, the verifier sends the challenge $\varepsilon$.
3. If there exists $J_{0} \in \mathcal{J}$ such that $\varepsilon=w^{\left(J_{0}\right)}$, which occurs with probability $\binom{N}{\ell+1} \cdot p$ since all the $\varepsilon^{(J)}$ are distinct, then the malicious prover defines the broadcast values $\alpha^{1}, \ldots, \alpha^{t}$ (and the broadcast shares in the set $S$ ) according to the broadcast shares of the parties in $J_{0}$. It results that the computation of the parties in $J_{0}$ is correct and the prover will be able to convince the verifier if the set $I$ of opened parties is a subset of $J_{0}\left(I \subset J_{0}\right)$.
4. Otherwise, if no subset $J_{0} \in \mathcal{J}$ is such that $\varepsilon=w^{\left(J_{0}\right)}$, the malicious prover is left with the option of guessing the set $I$. Namely, she (randomly) chooses a set $I_{0}$ of $\ell$ parties as well as broadcast values $\alpha^{1}, \ldots, \alpha^{t}$ such that $g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0$, and then she deduces and commits the broadcast shares $\llbracket \alpha^{j} \rrbracket_{S}$ from the $\llbracket \alpha^{j} \rrbracket_{I_{0}}$ (computed from the committed input shares) and the chosen $\alpha^{j}$ 's. The malicious prover will be able to convince the verifier if and only if the challenge set $I$ matches the guess $I_{0}$.
The probability $p_{\text {attack }}$ that the malicious prover convinces the verifier using the above strategy satisfies

$$
\begin{aligned}
p_{\text {attack }} & :=\overbrace{\binom{N}{\ell+1} p}^{\operatorname{Pr}\left[\exists J_{0}: \varepsilon=w^{\left(J_{0}\right)}\right]} \cdot \overbrace{\frac{\binom{\ell+1}{\ell}}{\operatorname{Pr}\left[I \subset J_{0}\right]}}^{\binom{N}{\ell}}+\overbrace{\left(\begin{array}{c}
\left.N-\binom{N}{\ell+1} p\right)
\end{array}\right.}^{\operatorname{Pr}\left[\forall J, \varepsilon \neq w^{(J)}\right]} \cdot \overbrace{\frac{1}{\binom{N}{\ell}}}^{\operatorname{Pr}\left[I=I_{0}\right]} \\
& =\frac{1}{\binom{N}{\ell}}+p \cdot \frac{\ell \cdot(N-\ell)}{\ell+1} \geq \underbrace{\frac{1}{\binom{N}{\ell}}+\left(1-\frac{1}{\binom{N}{\ell}}\right) \cdot p .}
\end{aligned}
$$

Soundness proof. We can prove that the above strategy to forge successful transcripts for the BN20 protocol is actually optimal and that it further applies to other protocols complying with our model. This is formalized in the following theorem (together with the completeness and HVZK property of the protocol).

Theorem 2. Let us consider an MPC protocol $\Pi_{L S S S}$ complying with the protocol format described in Protocol 5 using an $(\ell+1, N)$-threshold LSSS, such that $\Pi_{L S S S}$ is $\ell$-private in the semi-honest model and of false positive rate $p$. Then, Protocol $\left[6\right.$ built from $\Pi_{L S S S}$ satisfies the three following properties:

- Completeness. A prover $\mathcal{P}$ who knows a witness $w$ such that $(x, w) \in \mathcal{R}$ and who follows the steps of the protocol always succeeds in convincing the verifier $\mathcal{V}$.
- Soundness. Suppose that there is an efficient prover $\tilde{\mathcal{P}}$ that, on input $x$, convinces the honest verifier $\mathcal{V}$ to accept with probability

$$
\tilde{\varepsilon}:=\operatorname{Pr}[\langle\tilde{\mathcal{P}}, \mathcal{V}\rangle(x) \rightarrow 1]>\varepsilon
$$

where the soundness error $\varepsilon$ is defined as

$$
\varepsilon:=\frac{1}{\binom{N}{\ell}}+p \cdot \frac{\ell \cdot(N-\ell)}{\ell+1} .
$$

Then, there exists an efficient probabilistic extraction algorithm $\mathcal{E}$ that, given rewindable black-box access to $\tilde{\mathcal{P}}$, outputs either a witness $w$ satisfying $(x, w) \in \mathcal{R}$, or a commitment collision, by making an average number of calls to $\tilde{\mathcal{P}}$ which is upper bounded by

$$
\frac{4}{\tilde{\varepsilon}-\varepsilon} \cdot\left(1+\tilde{\varepsilon} \cdot \frac{8 \cdot(N-\ell)}{\tilde{\varepsilon}-\varepsilon}\right) .
$$

- Honest-Verifier Zero-Knowledge. There exists an efficient simulator $\mathcal{S}$ which, given the random challenge I outputs a transcript which is indistinguishable from a real transcript of Protocol 6 .

Proof. The completeness holds from the completeness property of the underlying MPC protocol. The zeroknowledge property directly comes from the $\ell$-privacy property of the MPC protocol with an $(\ell+1, N)$ threshold linear secret sharing scheme. See Appendix $D$ for the soundness proof.

Remark 2. Let us remark that the above theorem includes the MPCitH setting with additive sharing as a particular case. Indeed, when $\ell=N-1$, we obtain the usual formula for the soundness error, that is:

$$
\ell=N-1 \quad \Longrightarrow \quad \varepsilon=\frac{1}{N}+p \cdot\left(1-\frac{1}{N}\right) .
$$

### 4.4 Performances

The advantage of using a threshold LSSS over a standard additive sharing mainly resides in a much faster computation time, for both the prover and the verifier. Indeed, according to the above description, the prover only emulates $\ell+1$ parties while the verifier only emulates $\ell$ parties, which is particularly efficient for a small $\ell$. For example, assuming that $p$ is negligible and taking $\ell=1$, the soundness error is $1 / N$ (which is similar to standard MPCitH with additive sharing) and the prover only needs to emulate $\ell+1=2$ parties (instead of $N$ ) while the verifier only needs to emulate $\ell=1$ party (instead of $N-1$ ).

When targeting a soundness error of $\lambda$ bits, one needs to repeat the protocol $\tau:=\frac{-\lambda}{\log _{2} \varepsilon}$ times and thus the number of times that a prover emulates a party is multiplied by $\tau$. Table 2 summarizes the number of party emulations for the prover and the verifier for the standard case (additive sharing) and for the case of an $(\ell+1, N)$-threshold LSSS. Interestingly, we observe that the emulation phase is more expensive when increasing $N$ for the additive sharing case while it becomes cheaper for the threshold LSSS case (with some constant $\ell$ ).

The computational bottleneck for the prover when using an LSSS with low threshold $\ell$ and possibly high $N$ becomes the generation and commitment of all the parties' input shares, which is still linear in $N$.

Moreover the sharing generation for a threshold LSSS might be more expensive than for a simple additive sharing. On the other hand, the verifier does not suffer from this bottleneck since she only has to verify $\ell$ opened commitments (per repetition). One trade-off to reduce the prover commitment bottleneck is to increase $\ell$, which implies a smaller $\tau$ (for the same $N$ ) and hence decreases the number of commitments.

|  | With additive sharing | With threshold LSSS |  |
| :---: | :---: | :---: | :---: |
|  |  | Any $\ell$ |  |
| Prover | $\approx \lambda \frac{N}{\log _{2} N}$ | $\approx \lambda \frac{2}{\log _{2} N}$ | $\approx \lambda \frac{\ell+1}{\log _{2}\binom{N}{\ell}}$ |
| Verifier | $\approx \lambda \frac{N-1}{\log _{2} N}$ | $\approx \lambda \frac{1}{\log _{2} N}$ | $\approx \lambda \frac{\ell}{\log _{2}\binom{N}{\ell}}$ |

Table 2: Number of party emulations to achieve a soundness error of $2^{-\lambda}$ (assuming a negligible false positive rate $p$ ).

In terms of communication, using a threshold LSSS implies a slight overhead. In particular, since only $\ell$ parties out of $N$ are opened, we use Merkle trees for the commitments and include the authentication paths in the communication.

Let us recall the notations defined in Section 3.2.

- inputs: the bitsize of $\left(w, \beta^{1}, \ldots, \beta^{t}\right)$ excluding the uniformly-distributed elements $\beta^{\text {unif }}$, and
- comm: the bitsize of $\left(\llbracket \alpha^{1} \rrbracket_{i^{*}}, \ldots, \llbracket \alpha^{t} \rrbracket_{i^{*}}\right)$ excluding the elements which can be recovered from $g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=$ 0 .

We denote unif the bitsize of the uniformly-distributed elements $\beta^{\text {unif }}$. Then, the proof size (in bits) when repeating the protocol $\tau$ times is

Let us remark that the bitsize unif appears here while it was not the case for additive sharings. This comes from the fact that, even if $\beta^{\text {unif }}$ is uniformly sampled, $\llbracket \beta^{\text {unif }} \rrbracket$ has some structure (i.e. some redundancy) when using an arbitrary linear secret sharing scheme.
Remark 3. As in the additive case, the prover can generate the input shares from seeds for $\ell$ parties, and those seeds can be built using a seed tree. However, this tweak will improve (significantly) the communication cost only when the underlying LSSS has a high threshold (as e.g. in the case of additive sharing).

Let us illustrate the overhead in communication cost when $\ell=1$ and $t=1$ and negligible unif (which is often small in practice). In this setting, we obtain an average overhead of $\Delta \operatorname{Cost} \approx \tau \cdot \lambda \cdot\left(\log _{2} N-2\right)$. When targeting a $\lambda$-bit security, we have $\tau \approx \frac{\lambda}{\log _{2} N}$, which gives

$$
\Delta \text { Cost } \approx \lambda^{2} \cdot\left(1-\frac{2}{\log _{2} N}\right)
$$

We can observe that the communication overhead due to the use of a LSSS is fixed for a given security parameter, and roughly independent on the underlying MPC protocol. When targeting a 128 -bit security, this base cost is around 2 KB (for the case $\ell=1$ and $t=1$ ).

## 5 Further Improvements

In this section, we suggest potential ways to further improve and generalize our approach.

### 5.1 Using Homomorphic Commitments

As explained previously, one of the bottlenecks of this construction is that the prover must realize $N$ commitments. Although we decrease the cost of emulating the MPC protocol (from $N$ parties to a constant number), we still need to commit the inputs of all the parties which is still linear in $N$. For this reason, we cannot arbitrarily increase the number of parties $N$ even while working on large fields (e.g. $\mathbb{F}_{2^{32}}$ or larger). One natural strategy to improve this state of affairs and get rid of those $N$ commitments is to use a homomorphic commitment scheme. Informally, a homomorphic commitment scheme is such that

$$
\begin{aligned}
& \forall \alpha, \beta, x, y, \rho_{x}, \rho_{y} \\
& \alpha \quad \alpha \cdot \operatorname{Com}\left(x ; \rho_{x}\right)+\beta \cdot \operatorname{Com}\left(y ; \rho_{y}\right)=\operatorname{Com}\left(\alpha \cdot x+\beta \cdot y ; \alpha \cdot \rho_{x}+\beta \cdot \rho_{y}\right)
\end{aligned}
$$

Instead of committing all the parties' input shares, the prover can just commit the input shares for the $\ell+1$ parties in $S:=\left\{s_{0}, \ldots, s_{\ell}\right\}:$

$$
\begin{aligned}
\operatorname{com}_{0} & =\operatorname{Com}\left(\llbracket w \rrbracket_{s_{0}} ; \rho_{0}\right) \\
\operatorname{com}_{1} & =\operatorname{Com}\left(\llbracket w \rrbracket_{s_{1}} ; \rho_{1}\right) \\
& \vdots \\
\operatorname{com}_{\ell} & =\operatorname{Com}\left(\llbracket w \rrbracket_{s_{\ell}} ; \rho_{\ell}\right) .
\end{aligned}
$$

By linearity of Expand $S_{S}$, there exists a matrix $M \in \mathbb{F}^{N \times(\ell+1)}$ such that

$$
\operatorname{Expand}_{S}\left(\llbracket w \rrbracket_{S}\right)=M \cdot \llbracket w \rrbracket_{S}
$$

To open a party $i$, the prover then only needs to open the commitment com ${ }_{i}^{\prime}$ defined as

$$
\begin{aligned}
\operatorname{com}_{i}^{\prime}:=\sum_{j=0}^{\ell} M_{i, j} \cdot \operatorname{com}_{j} & =\operatorname{Com}\left(\sum_{j=0}^{\ell} M_{i, j} \llbracket w \rrbracket_{j} ; \sum_{j=0}^{\ell} M_{i, j} \rho_{i}\right) \\
& =\operatorname{Com}\left(\llbracket w \rrbracket_{i} ; \sum_{j=0}^{\ell} M_{i, j} \rho_{i}\right)
\end{aligned}
$$

Instead of committing $N$ shares, the prover just needs to commit $\ell+1$ of them which makes the commitment phase much more efficient. Another benefit of this approach is to enforce that the committed sharing corresponds to a valid sharing, which improves the soundness error to the standard formula:

$$
\varepsilon=\frac{1}{\binom{N}{\ell}}+p \cdot\left(1-\frac{1}{\binom{N}{\ell}}\right)
$$

which is substantially better than the soundness error from Theorem 2 whenever $p$ is not negligible.
The resulting proof size highly depends on the underlying homomorphic commitment scheme. This technique allows to produce zero-knowledge protocols with soundness as good as with algebraic techniques (when there exist). For example, to prove a statement about lattices on field $\mathbb{F}_{q}$ with $q \approx 2^{32}$, it would be possible to use the MPCitH paradigm with threshold LSSS to get a single-iteration protocol with soundness error of $2^{32}$ when taking $\ell=1$, scaling to $2^{123}$ when taking $\ell=4$. The main drawback of this technique is that it relies on the security and the performance of the underlying homomorphic commitment scheme, and there is currently no such scheme in the post-quantum setting.

### 5.2 Using Quasi-Threshold Linear Secret Sharing

Theorem 2 only considers linear secret sharing schemes, but we can generalize the result to any quasithreshold linear secret sharing scheme. In such schemes, $\ell$ shares leak no information about the secret and
$\ell+1+\Delta$ shares are necessary to reconstruct the secret, with $\Delta>0$, namely we have a gap between the two thresholds. In our context, this gap shall impact the soundness of the protocol. Indeed, the prover just needs to cheat for $N-\ell-\Delta$ parties (such that there is less than $\ell+\Delta$ honest parties), but the verifier asks to open only $\ell$ parties. Considering quasi-threshold schemes bring more versatility to our approach and opens the door to techniques that are not possible with tight threshold schemes (e.g. batching such as proposed below).

Let us remark that the set $S$ of emulated parties in Protocol 6 must be chosen such that $\llbracket v \rrbracket_{S}$ enables to deduce all the shares $\llbracket v \rrbracket_{[N]}$. In the tight threshold case, such a set $S$ is always of size $\ell+1$ (see Lemma 2 ), but in the case of quasi-threshold LSSS, this set $S$ might be larger than $\ell+\Delta+1$. Moreover, sending shares $\llbracket \alpha^{1} \rrbracket_{i^{*}}, \ldots, \llbracket \alpha^{t} \rrbracket_{i^{*}}$ for one non-opened party $i^{*} \in S$ might not be enough to enable the verifier to recompute $\llbracket \alpha^{j} \rrbracket_{S}$ for all $j$. Therefore the size of $S$ and the number of additional shares $\llbracket \alpha^{j} \rrbracket_{i}$ to be revealed depend on the underlying quasi-threshold linear secret sharing, which impacts the communication cost. On the other hand, the soundness error of the obtained proof of knowledge is not impacted.

Theorem 3. Let us consider an MPC protocol $\Pi_{Q T-L S S S}$ complying with the protocol format described in Protocol5, but using an $(\ell, \ell+\Delta+1, N)$-quasi-threshold LSSS in place of an $(\ell+1, N)$-threshold LSSS, and such that $\Pi_{Q T-L S S S}$ is $\ell$-private in the semi-honest model and of false positive rate $p$. Then, Protocol $\boxed{6}$ built from $\Pi_{Q T-L S S S}$ satisfies the three following properties:

- Completeness. A prover $\mathcal{P}$ who knows a witness $w$ such that $(x, w) \in \mathcal{R}$ and who follows the steps of the protocol always succeeds in convincing the verifier $\mathcal{V}$.
- Soundness. Suppose that there is an efficient prover $\tilde{\mathcal{P}}$ that, on input $x$, convinces the honest verifier $\mathcal{V}$ to accept with probability

$$
\tilde{\varepsilon}:=\operatorname{Pr}[\langle\tilde{\mathcal{P}}, \mathcal{V}\rangle(x) \rightarrow 1]>\varepsilon
$$

where the soundness error $\varepsilon$ is equal to

$$
\frac{\binom{\ell+\Delta}{\ell}}{\binom{N}{\ell}}+p \cdot \frac{\ell}{\ell+\Delta+1} \cdot\binom{N-\ell}{\Delta+1}
$$

Then, there exists an efficient probabilistic extraction algorithm $\mathcal{E}$ that, given rewindable black-box access to $\tilde{\mathcal{P}}$, produces with either a witness $w$ satisfying $(x, w) \in \mathcal{R}$, or a commitment collision, by making an average number of calls to $\tilde{\mathcal{P}}$ which is upper bounded by

$$
\frac{4}{\tilde{\varepsilon}-\varepsilon} \cdot\left(1+\tilde{\varepsilon} \cdot \frac{8 \cdot(N-\ell)}{\tilde{\varepsilon}-\varepsilon}\right) .
$$

- Honest-Verifier Zero-Knowledge. There exists an efficient simulator $\mathcal{S}$ which, given random challenge I outputs a transcript which is indistinguishable from a real transcript of Protocol $\sqrt{6}$.

Proof. The completeness holds from the completeness property of the underlying MPC protocol. The zeroknowledge property directly comes from the $\ell$-privacy property of the MPC protocol with an $(\ell, \ell+\Delta+1, N)$ threshold linear secret sharing scheme. See Appendix E for the proof of the soundness.

Using algebraic geometric secret sharing? One drawback while using a tight threshold LSSS is that the number $N$ of parties is limited by the size of the underlying field $\mathbb{F}$, specifically we have $N \leq|\mathbb{F}|$ (see Lemma 11. Some sharing schemes on algebraic curves, which are not (tight) threshold but quasi-threshold, have been proposed in [CC06] to handle this issue.

Assuming a negligible false positive rate $p$, the soundness error is $\binom{\ell+\Delta}{\ell} /\binom{N}{\ell}$ for a quasi-threshold scheme instead of $1 /\binom{N}{\ell}$ for a tight threshold scheme. Let us focus on the case $\ell=1$. The soundness error for a quasi-threshold scheme then satisfies

$$
\frac{\binom{\ell+\Delta}{\ell}}{\binom{N}{\ell}}=\frac{\Delta+1}{N} .
$$

In order to gain in soundness (and hence in performances), the above formula should be lower than $1 /|\mathbb{F}|$ which is the minimal achievable soundness error for a (tight) threshold scheme (since $N \leq \mathbb{F}$ ).

In CC06, the gap $\Delta$ is $2 g$ where $g$ is the genus of the underlying curve. We must then search for quasi-threshold sharing schemes such that

$$
\frac{2 g+1}{N} \leq \frac{1}{|\mathbb{F}|} \quad \Leftrightarrow \quad N \geq|\mathbb{F}| \cdot(2 g+1)
$$

while for such sharing, we have $N \leq|C(\mathbb{F})|$ where $|C(\mathbb{F})|$ is the order of the underlying curve over the field F. However, according to the Hasse-Weil inequality Was08, we have

$$
|C(\mathbb{F})| \leq|\mathbb{F}|+1+2 g \sqrt{|\mathbb{F}|}
$$

which shows the impossibility of finding an algebraic geometric secret sharing scheme satisfying the above constraint. We deduce that a direct application of algebraic geometric secret sharing schemes [CC06] does not achieve better soundness (and hence better performances) than standard threshold sharing schemes in our context.

We stress that the above argument focuses on the case $\ell=1$ for simplicity (and since it is relevant to optimize the performances with our approach), but the above argument also holds for any $\ell \geq 1$.

While the above analysis discards the interest in using quasi-threshold LSSS based on algebraic geometry to improve the soundness-performances trade-off of our scheme, we let this question open for other quasithreshold schemes. Moreover, we show hereafter that the above generalization to quasi-threshold LSSS is useful for another purpose, namely an efficient batching technique in our framework.

### 5.3 Batching Proofs with Shamir's Secret Sharing

Principle. Shamir's secret sharing is traditionally used to share a single element of the underlying field, but it can be extended to share several elements simultaneously. To share $v_{1}, v_{2}, \ldots, v_{u} \in \mathbb{F}$, we can sample $\ell$ random elements $r_{1}, \ldots, r_{\ell}$ of $\mathbb{F}$ and build the polynomial $P$ of degree $\ell+u-1$ such that, given distinct fixed field elements $e_{1}, \ldots, e_{u+\ell}$,

$$
\left\{\begin{array} { c } 
{ P ( e _ { 1 } ) = v _ { 1 } } \\
{ P ( e _ { 2 } ) = v _ { 2 } } \\
{ \vdots } \\
{ P ( e _ { u } ) = v _ { u } }
\end{array} \quad \text { and } \quad \left\{\begin{array}{c}
P\left(e_{u+1}\right)=r_{1} \\
\vdots \\
P\left(e_{u+\ell}\right)=r_{\ell}
\end{array}\right.\right.
$$

The shares are then defined as evaluations of $P$ on fixed points of $\mathbb{F} \backslash\left\{e_{1}, \ldots, e_{u}\right\}$. Revealing at most $\ell$ shares does not leak any information about the shared values $v_{1}, \ldots, v_{u}$, while one needs at least $\ell+u$ shares to reconstruct all of them. In other words, this is an $(\ell, \ell+u, N)$-quasi-threshold linear secret sharing scheme for the tuple $\left(v_{1}, \ldots, v_{u}\right)$. Thus, while applying such a sharing to our context, the soundness error is given by (see Theorem 3)

$$
\frac{\binom{\ell+u-1}{\ell}}{\binom{N}{\ell}}+p \cdot \frac{\ell}{\ell+u} \cdot\binom{N-\ell}{u} .
$$

When running an MPC protocol on such batch sharing, the operations are simultaneously performed on all the shared secrets $v_{1}, \ldots, v_{u}$. It means that we can batch the proof of knowledge of several witnesses which have the same verification circuit (i.e. the same functions $\varphi^{j}$ in our MPC model - see Protocol 22. Using this strategy, the soundness error is slightly larger, but we can save a lot of communication by using the same sharing for several witnesses.

Specifically, the proof size while batching $u$ witnesses is impacted as follows. The parties' input shares are not more expensive, but to open the communication, the prover now needs to send $u$ field elements by
broadcasting (instead of a single one). Thus the communication cost for $\tau$ executions is given by

$$
\text { Cost }=\underbrace{(t+1) \cdot 2 \lambda}_{h_{1}, h_{2}, \ldots, h_{t+1}}+\tau \cdot(\underbrace{\ell \cdot(\text { inputs }+ \text { rtapes })}_{\left\{\llbracket w \rrbracket_{i}, \Pi^{1} \rrbracket_{i}, \ldots, \AA^{t} \rrbracket_{i}\right\}_{i \in I}}+\underbrace{u \cdot \operatorname{comm}}_{\alpha^{1}, \ldots, \alpha^{t}}+\underbrace{2 \lambda \cdot t \cdot \ell \cdot \log _{2} \frac{N}{\ell}}_{\text {auth }_{1}, \ldots, \text { auth }_{t}}) .
$$

Unfortunately, the scope of application of this batching technique is limited. In particular, while we can multiply the batched shared secrets by the same scalar, with

$$
\llbracket\left(\begin{array}{c}
\gamma \cdot v_{1} \\
\vdots \\
\gamma \cdot v_{u}
\end{array}\right) \rrbracket:=\gamma \cdot \llbracket\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{u}
\end{array}\right) \rrbracket
$$

for some $\gamma \in \mathbb{F}$, we cannot compute

$$
\llbracket\left(\begin{array}{c}
\gamma_{1} \cdot v_{1} \\
\vdots \\
\gamma_{u} \cdot v_{u}
\end{array}\right) \rrbracket \quad \text { from } \quad \llbracket\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{u}
\end{array}\right) \rrbracket
$$

for distinct scalars $\gamma_{1}, \ldots, \gamma_{u}$ (whenever at least two scalars are distinct). This restriction implies that the scalar factors used in the verification circuit must be independent of the different witnesses which are batched together. More precisely, it implies that the functions $\varphi^{j}$ in our MPC model (see Protocol 2) must be of the form

$$
\begin{aligned}
\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}^{j}(\cdot)= & \underbrace{\bar{\varphi}_{\left(\varepsilon^{i}\right)_{i \leq j}^{j \leq j}}^{j}(\cdot)}_{\begin{array}{c}
\text { Linear function with } \\
\varepsilon^{i} \text {-dependent coefficients }
\end{array}}+\underbrace{b_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}^{j}}_{\begin{array}{c}
\text { Constant offset which } \\
\text { depends on the } \varepsilon^{i} \text { s s and } \alpha^{i} \text { s }
\end{array}}
\end{aligned}
$$

This restriction prevents the use of this batching strategy for several MPCitH protocols. For example, all the protocols using the multiplication checking protocol from BN20 as a subroutine cannot use this batching strategy. To the best of our knowledge, the only protocols in the current state of the art which support this batching strategy are Banquet $\mathrm{BdK}^{+} 21$ and Limbo dOT21.

Batching strategies. In what follows, we propose three strategies to batch MPCitH proofs relying on the same verification circuit:

Naive strategy: The naive way to batch $u$ MPCitH proofs is to emulate $u$ independent instances of MPC protocol, one for each input witness. Compared to sending $u$ independent proofs, one can save communication by using the same seed trees and the same commitments for the $u$ instances. This strategy can be applied for standard MPCitH schemes based on additive sharing as well as for our framework of threshold LSSS-based MPCitH. When using additive sharings, the main drawback of this strategy is that the prover and the verifier need to emulate the party computation a large number of times, i.e. $N$ times (or $N-1$ times for the verifier) per iteration and per statement. When batching $u \geq 25$ statements with $N=256$, the prover and the verifier must emulate more than 100000 parties to achieve a security of 128 bits. When using a low-threshold LSSS, the emulation cost is much cheaper, but the proof transcript is larger. While batching $u$ statements, the emulation cost and the soundness error are given by the following table:

|  | \# Emulations | Soundness Error |
| :---: | :---: | :---: |
| Prover | $\tau \cdot(\ell+1) \cdot u$ | $\frac{1}{\binom{N}{\ell}}+p \cdot \frac{(N-\ell) \cdot \ell}{\ell+1}$ |
| Verifier | $\tau \cdot \ell \cdot u$ |  |

SSS-based strategy: We can use the batching strategy based on Shamir's secret sharing (SSS) described above. Instead of having $u$ independent input sharings (one per witness), we have a single input sharing batching the $u$ witnesses. The number of MPC emulations is lower than for the naive strategy. The proof size is also smaller and (mostly) below that of the standard setting for small $u$, but it grows exponentially when considering a small field $\mathbb{F}$. Each batched statement consumes one evaluation point (in $\mathbb{F}$ ), the number $N$ of parties is hence limited by $N \leq|\mathbb{F}|+1-u$. Because of this limitation together with the security loss due to the use of a quasi-threshold sharing scheme, the soundness error of this batched protocol degrades rapidly as $u$ grows. While batching $u$ statements using Shamir's secret sharings, the emulation cost and the soundness error are given by the following table:

|  | \# Emulations | Soundness Error |
| :---: | :---: | :---: |
| Prover | $\tau \cdot(\ell+u)$ | $\frac{\binom{\ell+u-1}{\ell}}{\binom{N}{\ell}}+p \cdot \frac{\ell}{\ell+u} \cdot\binom{N-\ell}{u}$ |
| Verifier | $\tau \cdot \ell$ |  |

Hybrid strategy: In the previous strategy, the proof size is convex w.r.t. the number $u$ of batched proofs and, for small some $u$, the curve slope is flatter than the slope in the additive case (see Figure 1 from Section 6 for illustration). It means that using a hybrid approach can achieve smaller proof sizes (as well as better performances) than with the two above strategies. Specifically, instead of having one input sharing encoding the $u$ witnesses (one per batched statement) and a single emulation of the MPC protocol, we can use $\nu$ input sharings each of them encoding $\frac{u}{\nu}$ witnesses and have then $\nu$ emulations of the MPC protocol. Using this hybrid strategy, the emulation cost and the soundness error are given by the following table:

|  | \# Emulations | Soundness Error |
| :---: | :---: | :---: |
| Prover | $\tau \cdot\left(\ell+\frac{u}{\nu}\right) \cdot \nu$ | $\frac{\binom{\ell+u / \nu-1}{\ell}}{\binom{N}{\ell}}+p \cdot \frac{\ell}{\ell+u / \nu} \cdot\binom{N-\ell}{u / \nu}$ |
| Verifier | $\tau \cdot \ell \cdot \nu$ |  |

Section 6.2 presents some application results for these batching strategies. In particular Figure 1 compares the three strategies for batched proofs of the SDitH scheme FJR22.

Remark 4. In our analysis, we use the number of emulated parties as an indicator of the computational performance. As explained in Section 4, we would also need to take into account the computation cost for computing and committing the input sharings (and hints' sharings) which is not negligible, but this cost is hard to estimate without a concrete implementation. We yet remind that the latter cost only impacts the prover and not the verifier. The verification time is soundly predicted by the number of party emulations.

## 6 Applications

In the past few years, many proof systems relying on the MPC-in-the-Head paradigm have been published. Table 3 provides a tentatively exhaustive list of these schemes while indicating for each scheme:

- the base field (or ring) of the function computed by the underlying MPC protocol,
- whether the underlying MPC protocol fits our general model (see Section 3.1),
- the hard problem (or one-way function) for which the witness knowledge is proved.

In column Base Ring, the notation " $\mathbb{F}(\mathbb{K})$ " means that the function computed by the underlying MPC protocol is composed of $\mathbb{F}$-linear functions and multiplications over $\mathbb{K}$. For example, the schemes for AES use $\mathbb{F}_{2}$-linear functions and $\mathbb{F}_{256}$-multiplications.

Applying our framework with an arbitrary (low-)threshold linear secret sharing scheme instead of an additive sharing scheme is possible whenever

- the underlying MPC protocol fits the model introduced in Section 3.1,
- the underlying MPC protocol is defined over a field (and not only a ring),
- this base field is large enough (since the number of parties $N$ is limited by the size of the field).

Because of this last condition, all the proof systems for Boolean circuits and/or one-way functions with $\mathbb{F}_{2}$ operations (e.g. AES, Rain, SDitH over $\mathbb{F}_{2}$ ) do not support our framework of MPCitH based on (low-)threshold LSSS. Same for the scheme recently proposed in FMRV22 and which achieves short communication using secret sharing over the integers: this idea is not compatible with our approach.

In the following, we present two applications of our strategy with Shamir's secret sharing as threshold LSSS:

- we first apply our general strategy to the SDitH signature scheme FJR22 to obtain a new variant with faster signing and verification times;
- we then apply our batching technique (see Section 5.3) to the SDitH scheme (batch proofs for syndrome decoding) and to the Limbo proof system dOT21) (batched proofs for general arithmetic circuits).


### 6.1 Application to the SDitH Signature Scheme

In this section, we apply the ideas introduced in Section 4 on the SDitH signature scheme FJR22.
The security of the SDitH signature scheme relies on the hardness of solving a syndrome decoding (SD) problem. This problem is one of the oldest problems in code-based cryptography: given a matrix $H \in \mathbb{F}_{\mathrm{SD}}^{(m-k) \times m}$ and a vector $y \in \mathbb{F}_{\mathrm{SD}}^{m-k}$, it consists to find a vector $x \in \mathbb{F}_{\mathrm{SD}}^{m}$ such that $y=H x$ and such that $x$ has a given Hamming weight $w$ (or a Hamming weight lower than $w$ ), i.e. has (at most) $w$ non-zero coordinates. The authors of the SDitH scheme describe an MPC protocol that checks whether a vector $x$ is a correct witness of a public SD instance $(H, y)$, and convert it into a (non-interactive) zero-knowledge proof using the MPC-in-the-Head paradigm. Using the same notations as in FJR22, the MPC protocol involves three fields $\mathbb{F}_{\text {SD }} \subseteq \mathbb{F}_{\text {poly }} \subseteq \mathbb{F}_{\text {points }}$ which are extensions of each other and such that $\mathbb{F}_{\text {SD }}$ is the base field of the SD instance. This MPC protocol fits the model introduced in Section 3.1 (see Protocol 24, with the number $t$ of loop iterations equal to 1. Using the same notations as in Section 4, the proof size involves the following quantities:

- inputs $=k \cdot \log _{2}\left|\mathbb{F}_{\mathrm{SD}}\right|+2 w \cdot \log _{2}\left|\mathbb{F}_{\text {poly }}\right|+t^{\prime} \cdot \log _{2}\left|\mathbb{F}_{\text {points }}\right|$,
- unif $=2 \cdot d \cdot t^{\prime} \cdot \log _{2}\left|\mathbb{F}_{\text {points }}\right|$,
- comm $=2 \cdot d \cdot t^{\prime} \cdot \log _{2}\left|\mathbb{F}_{\text {points }}\right|$,
where $\left(d, t^{\prime}\right)$ are additional parameters (see FJR22 for more details). The signature size (in bits), including a $2 \lambda$-bit salt, is then given by

$$
\text { SIZE }=6 \lambda+\tau \cdot\left(\text { inputs }+\operatorname{comm}+\lambda \cdot \log _{2}(N)+2 \lambda\right)
$$

where $N$ is the number of MPC parties, $\tau$ the number of executions and $\lambda$ is the security level. Its security is given by the attack of KZ20a and is equal to

$$
\operatorname{cost}_{\text {forge }}:=\min _{\tau_{1}, \tau_{2}: \tau_{1}+\tau_{2}=\tau}\left\{\frac{1}{\sum_{i=\tau_{1}}^{\tau}\binom{\tau}{i} p^{i}(1-p)^{\tau-i}}+N^{\tau_{2}}\right\}
$$

where $p$ is the false positive rate of the used MPC protocol satisfying

$$
p \leq \sum_{i=0}^{t^{\prime}} \frac{\max _{\ell \leq(m+w) / d-1}\left\{\binom{\ell}{i}\binom{\left|\mathbb{F}_{\text {points }}\right|-\ell}{t^{\prime}-i}\right\}}{\binom{\left|\mathbb{F}_{\text {points }}\right|}{t^{\prime}}}\left(\frac{1}{\left|\mathbb{F}_{\text {points }}\right|}\right)^{t^{\prime}-i}
$$

The authors of the SDitH scheme propose several instantiations of their scheme: some of them with $\mathbb{F}_{\mathrm{SD}}:=\mathbb{F}_{2}$ and the others with $\mathbb{F}_{S D}:=\mathbb{F}_{256}$, some of them aiming for short signatures and the others aiming for fast signature/verification time.
 signature sizes are given for a range of $8-32$ parties（in the underlying MPC protocol）when there is a preprocessing phase and for a range of
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| ［．8－6．9 | $\mathrm{F}^{\circ} 6-\mathrm{L}$ ¢ |  | $x$ | 9 | 1 |  | LZ0Z |  |
| $8 \cdot L-\varepsilon^{\prime} 9$ | 9．8－8．9 | Sлəұวฺлеч | $x$ | $L$ | 1 |  | 070Z |  |
| 8＇もI－${ }^{\prime} \cdot 7 \mathrm{I}$ |  | НЧd әгриәљәТ | $x$ | $L$ | 1 | ${ }^{1-2 Z I}{ }^{\text {\％}}$ 进 | 0Z0Z | 07PG ұseoบ．ภอт |
|  | $Z \cdot L I-\angle .6$ | S＇f ${ }^{\text {H }}$ | $x$ | $L$ | 1 |  | Z70\％ | ZZZY S㱏V＋un！${ }^{\text {a }}$ H |
|  | $6.2 I-7 \cdot \square I$ |  | $x$ | \＆I | 1 |  | LZ0Z | LZLOP usis ${ }^{\text {－oqu！}}$ |
| L． $2 \mathrm{~L}-0.8 \mathrm{~L}$ | $\varepsilon \cdot 6 I-0 \cdot \varepsilon L$ |  | $X$ | $L$ | 1 |  | LZ0Z |  |
| 9．87－8． 18 | 6.08 |  | $\wedge$ | $\varepsilon$ | 1 | $\left(99 z_{\text {迆 }}\right)^{z_{\text {仡 }}}$ | 0707 | 6LSOCP Oॄは |
| て 6 －$* 9$ | ［＇ZI－も＇ 9 | （IITJ）ONNMOT | $x$ | $L$ | 1 |  | ZZ0Z |  |
| L＇EI－I＇IL | \＆ ZI |  | 1 | $\varepsilon$ | 1 | ${ }^{\text {r }}$［ ${ }_{\text {d }}$ | 6I0Z | 907ZY \＆¢！̣丁！${ }^{\text {¢ }}$ |
| $\mathrm{T}^{\circ} \mathrm{CL}$－I＇ZI | I＇ZI | （［ש！＋Ied）DN＇MOT | 1 | $\varepsilon$ | 1 | ${ }^{\text {c }}$［ ${ }_{\text {H }}$ | 8L0Z |  |
| － | I＇Z\＆ |  | $x$ | $\varepsilon$ | $X$ | ${ }^{\text {\％}}$［ ${ }^{\text {d }}$ | 910Z | LI＋DCD Lo！uo！ |
| － | － | （suo！̣eг！！ןd！̣！ <br>  | $x$ | $L$ | 1 | ргәЧ КиV | LZ0Z | ZZZY un！̣ ${ }^{\text {TH }}$ |
| － | － |  | $x$ | 9 | 1 | PIəy КиV | LZ0Z | ZZZY＋＋NG |
| － | － |  | $x$ | $10 \mid$ \％oI | 1 | рГə̧ КиV | LZ0Z | LZLOP oqu！ |
| － | － |  | $x$ | 9 | 1 | рГəy КuV | 070Z | OZNG NG |
| － | － |  | 1 | g Jo \＆ | 1 | ภu！̣．$К u_{V}$ | 8L0Z | 8LДМY ММУ |
| － | － |  | $x$ | 9 | $x$ | рГə̧ КиV | 070Z | ［0z＋HНG＋＋олә．¢！ |
| － | － |  | $x$ | 9 | $x$ | рГəy КuV | LIOZ | LL\IHV олә厄！ |
| － | － |  | $x$ | $\varepsilon$ | $x$ |  | LIOZ | $[2 I+N C O ~++g Y Z ~$ |
| － | － |  | $X$ | $\varepsilon$ | $X$ | ．su！̣ KuV | 9L0Z | 9LOND oog MZ |
| paz！peuson | ${ }^{\text {eutiosix }}$ | werqoxd pre\％ | ләd［əН | spunoy\＃ | İpow | ¢uİ oseg | Јеə入 |  |
| əZ！S өл | eusi！s |  |  |  |  |  |  |  |

We apply the ideas of Section 4 to this scheme using Shamir's secret sharing. Since the number $N$ of parties is limited by the field size, $N \leq\left|\mathbb{F}_{\text {SD }}\right|{ }^{4}$ we consider the instance with $\mathbb{F}_{\text {SD }}:=\mathbb{F}_{256}$ as base field. As explained previously, our MPCitH strategy with $(\ell+1, N)$-threshold LSSS does not make the signature smaller but substantially improves the signing and verification times. According to Section 4.4, we obtain signatures of size (in bits):

$$
\text { SIZE }=6 \lambda+\tau \cdot\left(\ell \cdot(\text { inputs }+ \text { unif })+\text { comm }+2 \lambda \cdot \ell \cdot \log _{2} \frac{N}{\ell}\right)
$$

In FJR22, the authors choose $p$ a bit lower than $2^{-64}$ which implies that the number of executions $\tau$ just needs to be increased by one while turning to the non-interactive case. Here, by taking $\ell>1$, we decrease $\tau$ and each execution has more impact on the communication cost. Therefore we take $p$ negligible in order to avoid to increase $\tau$ while turning to the non-interactive setting. At the same time, it means that we can apply an idea from Limbo dOT21 which consists in using the same first challenge for all parallel executions of the underlying MPC protocol.

As explained in Section 4.3 and formally analyzed in our proof of soundness (see Appendix D), in case of a non-negligible false positive rate, an adversary can try to forge a proof of knowledge by committing an invalid sharing of the witness (which is not possible in the case of additive sharing). This ability is also exploitable in the non-interactive setting while considering the attack of KZ20a. In order to thwart this type of attack on our variant of the SDitH scheme, we make the conservative choice of taking a false positive rate $p$ satisfying

$$
\tau \cdot\binom{N}{\ell+1} \cdot p \leq 2^{-128}
$$

This way, the probability that a single witness encoded by a subset of $\ell+1$ shares among $N$ leads to a false positive (in at least one of the $\tau$ iterations) is upper bounded by $2^{-128}$ so that any attack strategy which consists to guess (even partially) the first challenge shall cost at least $2^{128}$ operations. Then, we simply need to take $\tau$ such that $\binom{N}{\ell}^{\tau} \geq 2^{128}$ in order to achieve a 128 -bit security in the non-interactive setting. We propose four possible instances of our scheme for $\ell \in\{1,3,7,12\}$ and $N=256$ (the maximal number of parties).

We have implemented our variant of the SDitH signature scheme in C. In our implementation, the pseudorandomness is generated using AES in counter mode and the hash function is instantiated with SHAKE. We have benchmarked our implementation on a 3.8 GHz Intel Core i7 CPU with support of AVX2 and AES instructions. All the reported timings were measured on this CPU while disabling Intel Turbo Boost. Instead of emulating $\ell+1$ parties as described in Protocol 6. the implementation runs the MPC protocol directly on the coefficients of the degree- $\ell$ polynomials of the Shamir's secret sharing, thus avoiding costly polynomial evaluations and interpolations.

Table 4 summarizes the obtained performances for the different sets of parameters. We observe that the verification time is significantly smaller -between one and two orders of magnitude- than for the original scheme. This was expected since the verifier only emulates the views of $\ell$ parties instead of $N-1$. The gain in signing time is more mitigated: even if the signer emulates only few parties, she must still commit the input shares of $N$ parties. Nevertheless, the number of executions $\tau$ decreases while increasing the threshold $\ell$, which further improves the signing time. The resulting signatures are slightly larger than for the original scheme with the same number of parties (the short version), but our scheme gains a factor 10 in signing and verification time. Compared to the fast version of the original signature scheme (which uses a lower number of parties $N=32$ ) and for similar signature size, our scheme gains a factor 3 in signing time and a factor 10 in verification time.

Table 4 further compares our scheme with recent MPCitH schemes based on AES (both AES and SD for random linear codes being deemed as a conservative assumption) as well as with SPHINCS ${ }^{+} \mathrm{ABB}^{+} 22$

[^1]| Scheme | $N$ | $\tau$ | $\ell$ | $t^{\prime}$ | $\left\|\mathbb{F}_{\text {points }}\right\|$ | $\log _{2} p$ | \|sgn| | $t_{\text {sgn }}$ | $t_{\text {verif }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Our scheme | 256 | 16 | 1 | 3 | $2^{64}$ | -167 | 10.47 KB | 7.1 ms | 0.46 ms |
|  | 256 | 6 | 3 | 3 | $2^{64}$ | -167 | 9.97 KB | 3.2 ms | 0.38 ms |
|  | 256 | 3 | 7 | 4 | $2^{64}$ | -222 | 11.10 KB | 2.5 ms | 0.47 ms |
|  | 256 | 2 | 12 | 4 | $2^{64}$ | -222 | 11.99 KB | 2.2 ms | 0.51 ms |
| FJR22 - Var3f | 32 | 27 | - | 5 | $2^{24}$ | -78 | 11.5 KB | 6.4 ms | 5.9 ms |
| FJR22 - Var3s | 256 | 17 | - | 5 | $2^{24}$ | -78 | 8.26 KB | 30 ms | 27 ms |
| Banquet (AES) | 16 | 41 | - | 1 | $2^{32}$ | $(-32,-27)$ | 19.3 KB | 6.4 ms | 4.9 ms |
|  | 255 | 21 | - | 1 | $2^{48}$ | $(-48,-43)$ | 13.0 KB | 44 ms | 40 ms |
| Limbo-Sign (AES) | 16 | 40 | - | - | $2^{48}$ | -40 | 21.0 KB | 2.7 ms | 2.0 ms |
|  | 255 | 24 | - | - | $2^{48}$ | -40 | 14.2 KB | 29 ms | 27 ms |
| Helium+AES | 17 | 31 | - | 1 | $2^{144}$ | (-136, -144) | 17.2 KB | 6.4 ms | 5.8 ms |
|  | 256 | 16 | - | 1 | $2^{144}$ | (-136, - 144) | 9.7 KB | 16 ms | 16 ms |
| SPHINCS ${ }^{+}$-128f | - | - | - | - | - | - | 16.7 KB | 14 ms | 1.7 ms |
| SPHINCS ${ }^{+}$-128s | - | - | - | - | - | - | 7.7 KB | 239 ms | 0.7 ms |

Table 4: Parameters, performances and comparison. The parameters for FJR22 and our scheme are $(m, k, w)=(256,128,80)$ and $\mathbb{F}_{\text {SD }}=\mathbb{F}_{\text {poly }}=\mathbb{F}_{256}$. Timings for FJR22 and our scheme have been benchmarked on a 3.8 Ghz Intel Core i7. Timings for Banquet, Helium and SPHINCS ${ }^{+}$have been benchmarked on a 3.6 GHz Intel Xeon W-2133 CPU ( $\left(\overline{\mathrm{BdK}^{+} 21}, \boxed{\mathrm{KZ} 22}\right)$. Timings for Limbo have been benchmarked on a 3.1 GHz Intel i9-9900 CPU (dOT21).
as a baseline conservative scheme. We can observe that our scheme outperforms AES-based candidates for comparable signature sizes (around 10 KB ). In particular, compared to Helium+AES KZ22, signing is 5 times faster with our scheme while verification is 40 times faster. Fast versions of those schemes have signatures about twice larger, while being still slower than ours in signing and verification. Compared to SPHINCS ${ }^{+}$, our scheme achieves slightly better verification time and much better trade-offs for signature size vs. signing time. Some other MPCitH signature schemes reported in Table 3 achieve smaller signature sizes (down to 5 KB ) but they are based on less conservative assumptions (LowMC, Rain, BHH PRF). Yet none of these schemes achieve fast verification as SPHINCS ${ }^{+}$or our scheme.

Let us remark that, as in FJR22, we did not investigate software optimizations (like vectorization or bitslicing), so there is room for improvement in the reported performances, which we let open for future work.

### 6.2 Application of the Batching Strategy

Application to SDitH. As the first application of the batching strategy described in Section 5.3, we show how to batch proofs of knowledge for the syndrome decoding problem. Specifically, we consider a context where, from a public parity-check matrix $H \in \mathbb{F}_{\mathrm{SD}}^{(m-k) \times m}$ and vectors $y_{1}, \ldots, y_{u} \in \mathbb{F}_{\mathrm{SD}}^{m-k}$, one wants to batch proofs of knowledge for $u$ syndromes $x_{1}, \ldots, x_{u} \in \mathbb{F}_{\mathrm{SD}}^{m}$ such that

$$
\forall i \in[u], y_{i}=H \cdot x_{i}
$$

For this purpose, we apply our batching strategy to the SDitH scheme FJR22. However, in its original version, this scheme is not compatible with the application of batched Shamir's secret sharing (on which rely our batching strategy) since it involves multiplications by witness-dependent scalars. Those appear in the final product verification based on the BN20 protocol. To overcome this issue, we propose a tweak of the SDitH scheme to verify the final multiplication triple without relying on BN20. Specifically, to prove that three sharings $\llbracket a \rrbracket, \llbracket b \rrbracket$ and $\llbracket c \rrbracket$ verify $c=a \cdot b\left(a, b, c \in \mathbb{F}_{\text {points }}\right)$, the parties proceed as follows:

- they get as hints

$$
\begin{aligned}
& \llbracket r_{1} \rrbracket \text { where } r_{1} \leftarrow \mathbb{F}_{\text {points }} \\
& \llbracket r_{2} \rrbracket \text { where } r_{2} \leftarrow \mathbb{F}_{\text {points }} \\
& \llbracket h_{1} \rrbracket \text { where } h_{1}=r_{1} \cdot b+r_{2} \cdot a \\
& \llbracket h_{2} \rrbracket \text { where } h_{2}=r_{1} \cdot r_{2},
\end{aligned}
$$

- they get a random point $\xi \leftarrow \mathbb{F}_{\text {points }} \backslash\{0\}$,
- they locally compute and broadcast

$$
\left\{\begin{array}{l}
\llbracket v_{1} \rrbracket=\xi \cdot \llbracket r_{1} \rrbracket+\llbracket a \rrbracket \\
\llbracket v_{2} \rrbracket=\xi \cdot \llbracket r_{2} \rrbracket+\llbracket b \rrbracket \\
\llbracket v_{3} \rrbracket=\xi^{2} \cdot \llbracket h_{2} \rrbracket+\xi \cdot \llbracket h_{1} \rrbracket+\llbracket c \rrbracket
\end{array}\right.
$$

- they output Accept if $v_{1} \cdot v_{2}=v_{3}$, REJECT otherwise.

If $c=a \cdot b$ and the hints are correctly computed, then the polynomial

$$
P(X):=\left(r_{1} X+a\right) \cdot\left(r_{2} X+b\right)-\left(h_{2} X^{2}+h_{1} X+c\right)
$$

equals 0 so that $v_{1} \cdot v_{2}-v_{3}=P(\xi)=0$ and the parties accept. If $c \neq a \cdot b$, then $P(X)$ is different from zero. Thus according to the Schwartz-Zippel Lemma, the probability that the parties accept is at most $\frac{2}{\left|\mathbb{F}_{\text {points }}\right|-1}$ (for any adversarial choice of the hints).

Replacing BN20 with the above protocol in the SDitH scheme increases the number of rounds in the underlying zero-knowledge protocol from 5 to 7 . Indeed the challenge $\xi$ cannot be sent at the same time as the evaluation point anymore, since $\llbracket h_{1} \rrbracket$ and $\llbracket h_{2} \rrbracket$ must be committed before receiving $\xi$. We then restrict our variant of the SDitH protocol to a single evaluation point $\left(t^{\prime}=1\right)$ to ease the analysis of the KZ20a attack while turning to the non-interactive setting. Using the same notations as Section 4 the new proof size involves the following quantities:

$$
\begin{aligned}
& - \text { inputs }=k \cdot \log _{2}\left|\mathbb{F}_{\text {SD }}\right|+2 w \cdot \log _{2}\left|\mathbb{F}_{\text {poly }}\right|+\underbrace{2 \cdot \log _{2}\left|\mathbb{F}_{\text {points }}\right|}_{\llbracket h_{1} \rrbracket, \llbracket h_{2} \rrbracket}, \\
& - \text { unif }=\underbrace{2 \cdot \log _{2}\left|\mathbb{F}_{\text {points }}\right|}_{\llbracket r_{1} \rrbracket \llbracket r_{2} \rrbracket}, \\
& - \text { comm }=\underbrace{2 \cdot \log _{2}\left|\mathbb{F}_{\text {points }}\right|}_{\llbracket v_{1} \rrbracket, \llbracket v_{2} \rrbracket},
\end{aligned}
$$

We apply the three batching strategies described in Section 5.3 for the syndrome decoding parameters $(m, k, w)=(256,128,80)$ and using the field extension $\mathbb{F}_{\text {points }}:=\mathbb{F}_{2^{192}}$. Figure 1 illustrates the resulting performance in terms of proof size and number of party emulations. Batching with additive sharings (using the naive strategy) with $N=256$ is represented by the dashed line for which the achieved amortized cost per statement is around 6 KB .

Naive strategy: When using the naive strategy with low-threshold Shamir's secret sharing (for $N=256$ ), the proof size is a bit larger than for the additive case, but the number of emulations is divided by more than 100.

SSS-based strategy: When the number $u$ of batched proofs is small enough ( $u \leq 80$ ), this strategy outperforms the additive case in terms of proof size. But it grows exponentially as $u$ increases (slower when $\ell$ is larger). As explained in Section 5.3 , this behavior is amplified when the underlying field is small. Here the number $N$ of parties is limited by $N \leq\left|\mathbb{F}_{256}\right|+1-u=257-u$. For instance, when $u=110$ and $\ell=2$, the soundness error $\varepsilon$ is approximately 0.57 with $N$ maximal $(N=147)$, requiring a high number of executions $\tau \geq 150$.
Hybrid strategy: As expected, for such a context with limited $N$, the hybrid approach gives the best results. We get an amortized proof size of around 2.3 KB when $\ell=1$ and around 0.83 KB when $\ell=8$.


Fig. 1: Performances of the three batching strategies applied to our tweaked SDitH scheme.

Application to Limbo. We now apply our batching strategy to Limbo dOT21, a proof system for general arithmetic circuits. In Limbo, sharings are multiplied by scalars in three different contexts:

- After sampling a random challenge $\left\{r_{i}\right\}_{i=1}^{m}$, a set of multiplicative triples $\left(\llbracket x_{i} \rrbracket, \llbracket y_{i} \rrbracket, \llbracket z_{i} \rrbracket\right)_{i=1}^{m}$ is verified as an inner product $\langle a, b\rangle=c$ where

$$
\llbracket a \rrbracket=\left(\begin{array}{c}
r_{1} \cdot \llbracket x_{1} \rrbracket \\
\vdots \\
r_{m} \cdot \llbracket x_{m} \rrbracket
\end{array}\right), \quad \llbracket b \rrbracket=\left(\begin{array}{c}
\llbracket y_{1} \rrbracket \\
\vdots \\
\llbracket y_{m} \rrbracket
\end{array}\right), \quad \llbracket c \rrbracket=\sum_{i=1}^{m} r_{i} \cdot \llbracket z_{i} \rrbracket .
$$

If $\langle a, b\rangle=c$ for a random choice of $\left\{r_{i}\right\}_{i=1}^{m}$, then we can deduce that $x_{i} \cdot y_{i}=z_{i}$ for every $i \in[m]$ with high probability ${ }^{5}$

- To interpolate a polynomial $f$ of degree $d$ such that

$$
\llbracket f \rrbracket\left(e_{i}\right)=\llbracket x_{i} \rrbracket \text { for } i \in\{0, \ldots, d\}
$$

where $e_{0}, \ldots, e_{d}$ are fixed distinct public points. With the Lagrange interpolation formula, we get that

$$
\llbracket f \rrbracket(X)=\sum_{i=0}^{d} \llbracket x_{i} \rrbracket \cdot \underbrace{\prod_{j=0, j \neq i}^{m} \frac{X-e_{j}}{e_{i}-e_{j}}}_{\ell_{i}(X)}
$$

where $\left\{\ell_{i}(X)\right\}_{i}$ are public constant polynomials.

- To evaluate a polynomial $\llbracket f \rrbracket(X):=\sum_{i=0}^{d} \llbracket a_{i} \rrbracket X^{i}$ in a challenge point $s$ :

$$
\llbracket f(s) \rrbracket=\sum_{i=0}^{d} \llbracket a_{i} \rrbracket \cdot s^{i}
$$

In all those three contexts, the scalars which multiply the shares are constant or derived from random challenges. In particular, they are witness-independent which makes our batching strategy applicable (see Section 5.3 for details).

Let us briefly explain the high-level idea of the MPC protocol underlying Limbo. This protocol aims to check a list of $m$ multiplicative triples. To proceed, it first converts the list into an inner product of dimension $m$ (as recalled above), and then repeats a compression step that reduces the inner product dimension until reaching a small enough instance. Given a compression parameter $k$, the compression step works as follows (the process is illustrated in Figure 2):

1. it splits the current inner product into $k$ smaller inner products,
2. it compresses the $k$ inner products into a single inner product. Let us consider the $k$ values $v^{(1)}, \ldots, v^{(k)}$ of these inner products in the same position. To compress these $k$ values into a single one $v$, it builds the polynomial $P$ of degree $k-1$ such that

$$
\forall i \in\{1, \ldots, k\}, P(i)=v^{(i)}
$$

and it computes $v$ as $P(\xi)$ where $\xi$ is a random verifier challenge.
Let us consider the case where Limbo will always finish on a final inner product of dimension 1, after $\rho:=\left\lceil\log _{k}(m)\right\rceil$ compression steps. Using the same notations as in Section 4 the proof size involves the following quantities:

- inputs $=\underbrace{(|w|+|C|) \cdot \log _{2} \mathbb{F}}_{\text {Protocol inputs }}+\underbrace{\rho \cdot(k-1) \cdot \log _{2} \mathbb{G}}_{\text {Splitting cost }}+\underbrace{(\rho \cdot(k-1)+2) \cdot \log _{2} \mathbb{G}}_{\text {Compression cost }}$,

[^2]\[

$$
\begin{aligned}
& \left\langle\left(\begin{array}{c}
x_{1}^{(1)} \\
\vdots \\
\frac{x_{\ell}^{(1)}}{\vdots} \\
\frac{x_{1}^{(k)}}{\vdots} \\
\vdots \\
x_{\ell}^{(k)}
\end{array}\right),\left(\begin{array}{c}
y_{1}^{(1)} \\
\vdots \\
\frac{y_{\ell}^{(1)}}{\vdots} \\
y_{1}^{(k)} \\
\vdots \\
y_{\ell}^{(k)}
\end{array}\right)\right\rangle=z^{(1)}+\ldots+z^{(k)} \\
& \text { Step } 1 \Downarrow \text { Splitting } \\
& \left\langle\left(\begin{array}{c}
x_{1}^{(1)} \\
\vdots \\
x_{\ell}^{(1)}
\end{array}\right),\left(\begin{array}{c}
y_{1}^{(1)} \\
\vdots \\
y_{\ell}^{(1)}
\end{array}\right)\right\rangle=z^{(1)}, \ldots,\left\langle\left(\begin{array}{c}
x_{1}^{(k)} \\
\vdots \\
x_{\ell}^{(k)}
\end{array}\right),\left(\begin{array}{c}
y_{1}^{(k)} \\
\vdots \\
y_{\ell}^{(k)}
\end{array}\right)\right\rangle=z^{(k)} \\
& \text { Step } 2 \Downarrow \text { Compression } \\
& \left\langle\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{\ell}
\end{array}\right),\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{\ell}
\end{array}\right)\right\rangle=z \\
& \text { where } v=\sum_{i=1}^{k} v^{(i)} \cdot \prod_{j=1, j \neq i}^{k} \frac{\xi-j}{i-j} \\
& \text { with } x_{u}, y_{u} \text { or } z \text { for } v \\
& \text { and with } \xi \text { a verifier challenge. }
\end{aligned}
$$
\]

Fig. 2: Limbo's compression step - from dimension $k \ell$ to dimension $\ell$

$$
\begin{aligned}
& - \text { unif }=2 \cdot \log _{2} \mathbb{G} \\
& - \text { comm }=2 \cdot \log _{2} \mathbb{G},
\end{aligned}
$$

where $|w|$ is the size of the witness (i.e. the circuit input), $|C|$ is the number of multiplications in the circuit, $\mathbb{F}$ is the base field of the circuit, $\mathbb{G}$ is a field extension of $\mathbb{F}$ and $k$ is the compression factor (see dOT21 for more details). Limbo's proof size (in bits) is then given by:

$$
\operatorname{SIZE}=(\rho+2) \cdot 2 \lambda+\tau \cdot\left(\text { inputs }+\operatorname{comm}+\lambda \cdot \log _{2}(N)+2 \lambda\right)
$$

where $N$ is the number of MPC parties, $\tau$ is the number of executions and $\lambda$ is the security level. Limbo's soundness error is given by:

$$
\left(\frac{1}{N}+p_{k} \cdot\left(1-\frac{1}{N}\right)\right)^{\tau}
$$

where $p_{k}$ is the false positive rate of the underlying MPC protocol (which depends on $k$ ) - see dOT21, Proposition 5].

Let us assume that we want to batch $u$ proofs for an arbitrary arithmetic circuit $C$ defined over a base field $\mathbb{F}$. We use the Limbo proof system in interactive mode targeting a security of 40 bits, which is one of the
considered use-cases of the original paper dOT21. If $\mathbb{F}$ is large enough, we can apply our batching strategy described in Section 5.3. Tables 5 and 6 summarize the achieved performances for the base fields $\mathbb{F}_{2^{8}}$ and $\mathbb{F}_{2^{32}}$ and for circuit sizes $(|w|+|C|$ where $|C|$ is the number of multiplications in $C) 2^{8}$ and $2^{16}$. While for $\mathbb{F}_{2^{8}}$ we are limited in the number of parties since $N \leq|\mathbb{F}|+1-u$, this is not an issue for $\mathbb{F}_{2^{32}}$. From these tables, we can observe that our batching strategy drastically reduces the amortized cost in terms of proof size and number of emulated parties (particularly for the verifier). Considering a batching of $u=100$ statements, the amortized proof size is more than 10 times smaller than the standard version in all the considered settings and this ratio is closer to $1 / 20$ for the larger circuit or field.

| $u$ | $\ell$ | $\|w\|+\|C\|=2^{8}$ |  |  |  |  |  |  | $\|w\|+\|C\|=2^{16}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $N$ | $u / \nu$ | $\tau$ | size | size $/ u$ | $\# \mathcal{P}$ | \#v | $N$ | $u / \nu$ | $\tau$ | size | size $/ u$ | $\# \mathcal{P}$ | $\# v$ |
| 1 | Add | 256 | - | 6 | 5.5 | 5.55 | 1536 | 1530 | 256 | - | 6 | 389.4 | 389.42 | 1536 | 1530 |
|  | 1 | 256 | 1 | 6 | 9 | 9.22 | 12 | 6 | 256 | 1 | 6 | 398 | 397.59 | 12 | 6 |
| 100 | 1 | 223 | 34 | 16 | 61 | 0.61 | 1680 | 48 | 207 | 50 | 21 | 2762 | 27.62 | 2142 | 42 |
|  | 4 | 223 | 34 | 4 | 58 | 0.58 | 456 | 48 | 223 | 34 | 4 | 3151 | 31.51 | 456 | 48 |
| 10000 | 1 | 225 | 32 | 15 | 5865 | 0.59 | 154935 | 4695 | 203 | 54 | 22 | 269290 | 26.93 | 225060 | 4092 |
|  | 4 | 210 | 47 | 5 | 5434 | 0.54 | 54315 | 4260 | 200 | 57 | 6 | 277894 | 27.79 | 64416 | 4224 |

Table 5: Performances of batched Limbo proofs for arithmetic circuits on $\mathbb{F}_{2^{8}}$ in the interactive setting (40bit of security). The compression factor $k$ of Limbo is 16 and the extension field $\mathbb{G}$ is $\mathbb{F}_{2^{64}}$ when $\ell=1$ and $\mathbb{F}_{2^{96}}$ when $\ell=4$. All the sizes are given in kilobytes. $\# \mathcal{P}$ and $\# \mathcal{v}$ correspond respectively to the number of emulated parties for the prover and the verifier. The first row $(\ell=\mathrm{ADD})$ is the baseline Limbo scheme with additive sharing.

| $u$ | $\ell$ | $\|w\|+\|C\|=2^{8}$ |  |  |  |  |  |  | $\|w\|+\|C\|=2^{16}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $N$ | $u / \nu$ | $\tau$ | size | size $/ u$ | $\#{ }_{P}$ | \#v | $N$ | $u / \nu$ | $\tau$ | size | size $/ u$ | $\#{ }_{P}$ | $\#$ v |
| 1 | ADd | 256 | - | 6 | 10.0 | 10.03 | 1536 | 1530 | 256 | - | 6 | 1536.9 | 1536.92 | 1536 | 1530 |
|  | 1 | 256 | 1 | 6 | 14 | 13.72 | 12 | 6 | 256 | 1 | 6 | 1550 | 1549.59 | 12 | 6 |
| 100 | 1 | 256 | 50 | 18 | 96 | 0.96 | 1836 | 36 | 256 | 100 | 31 | 8053 | 80.53 | 3131 | 31 |
|  | 4 | 256 | 100 | 8 | 91 | 0.91 | 832 | 32 | 256 | 100 | 8 | 8284 | 82.84 | 832 | 32 |
| 10000 | 1 | 256 | 55 | 19 | 8170 | 0.82 | 193648 | 3458 | 256 | 100 | 31 | 801486 | 80.15 | 313100 | 3100 |
|  | 4 | 256 | 74 | 6 | 7130 | 0.71 | 63648 | 3264 | 256 | 88 | 7 | 823455 | 82.35 | 73416 | 3192 |

Table 6: Performances of batched Limbo proofs for arithmetic circuits on $\mathbb{F}_{2^{32}}$ in the interactive setting (40-bit of security). The compression factor $k$ of Limbo is 16 and the extension field $\mathbb{G}$ is $\mathbb{F}_{2^{64}}$ when $\ell=1$ and $\mathbb{F}_{2^{96}}$ when $\ell=4$. All the sizes are given in kilobytes. $\#_{\mathcal{P}}$ and $\# \mathcal{V}$ correspond respectively to the number of emulated parties for the prover and the verifier. The first row ( $\ell=\mathrm{ADD}$ ) is the baseline Limbo scheme with additive sharing.
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## - Supplementary Material -

## A Technical Lemmas

In our proofs, we shall make use of the following lemmas:

Lemma 3 (Splitting Lemma PS00). Let $X$ and $Y$ be two finite sets, and let $A \subseteq X \times Y$ such that

$$
\operatorname{Pr}[(x, y) \in A \mid(x, y) \leftarrow X \times Y] \geq \varepsilon
$$

For any $\alpha \in[0,1)$, let

$$
B=\left\{(x, y) \in X \times Y \mid \operatorname{Pr}\left[\left(x, y^{\prime}\right) \in A \mid y^{\prime} \leftarrow Y\right] \geq(1-\alpha) \cdot \varepsilon\right\}
$$

We have:

1. $\operatorname{Pr}[(x, y) \in B \mid(x, y) \leftarrow X \times Y] \geq \alpha \cdot \varepsilon$
2. $\operatorname{Pr}[(x, y) \in B \mid(x, y) \leftarrow A] \geq \alpha$.

Proof. See PS00 for the proof.

Lemma 4. Let $E_{1}, \ldots, E_{M}$ be arbitrary events. For $i \in\{1, \ldots, M\}$ and a bit $b \in\{0,1\}$, let us define

$$
A_{i}^{b}:= \begin{cases}E_{i} & \text { if } b=1 \\ \bar{E}_{i} & \text { if } b=0\end{cases}
$$

We have those following relations, where $\mathrm{wt}_{H}(x)$ denotes the Hamming weight of $x$ (i.e. the number of non-zero coordinates of $x$ ):

$$
\begin{gathered}
\sum_{x \in\{0,1\}^{M}} \operatorname{Pr}\left[A_{1}^{x_{1}}, A_{2}^{x_{2}}, \ldots, A_{M}^{x_{M}}\right]=1 \\
\sum_{x \in\{0,1\}^{M}} \mathrm{wt}_{H}(x) \cdot \operatorname{Pr}\left[A_{1}^{x_{1}}, A_{2}^{x_{2}}, \ldots, A_{M}^{x_{M}}\right]=\operatorname{Pr}\left[E_{1}\right]+\ldots+\operatorname{Pr}\left[E_{M}\right]
\end{gathered}
$$

Proof. The first equality comes from the fact the underlying events form a partition. The second equality can be proved by induction on the integer $M$. The case $M=1$ is trivial:

$$
\sum_{x \in\{0,1\}} \mathrm{wt}_{H}(x) \cdot \operatorname{Pr}\left[A_{1}^{x_{1}}\right]=0 \cdot \operatorname{Pr}\left[\bar{E}_{1}\right]+1 \cdot \operatorname{Pr}\left[E_{1}\right]=\operatorname{Pr}\left[E_{1}\right]
$$

Let assume the relation for a positive integer $M$. By noting for some $x \in\{0,1\}^{M} A^{\mathbf{x}}:=\left\{A_{1}^{x_{1}}, \ldots, A_{M}^{x_{M}}\right\}$, we have

$$
\begin{aligned}
\sum_{x \in\{0,1\}^{M+1}} & \mathrm{wt}_{H}(x) \cdot \operatorname{Pr}\left[A_{1}^{x_{1}}, A_{2}^{x_{2}}, \ldots, A_{M+1}^{x_{M+1}}\right] \\
= & \sum_{x \in\{0,1\}^{M}} \mathrm{wt}_{H}(x) \cdot \operatorname{Pr}\left[A^{\mathbf{x}}, \bar{E}_{M+1}\right] \\
& \quad+\sum_{x \in\{0,1\}^{M}}\left(\mathrm{wt}_{H}(x)+1\right) \cdot \operatorname{Pr}\left[A^{\mathbf{x}}, E_{M+1}\right] \\
= & \sum_{x \in\{0,1\}^{M}} \mathrm{wt}_{H}(x) \cdot\left(\operatorname{Pr}\left[A^{\mathbf{x}}, \bar{E}_{M+1}\right]+\operatorname{Pr}\left[A^{\mathbf{x}}, E_{M+1}\right]\right) \\
& \quad+\sum_{x \in\{0,1\}^{M}} \operatorname{Pr}\left[A^{\mathbf{x}}, E_{M+1}\right] \\
= & \sum_{x \in\{0,1\}^{M}} \mathrm{wt}_{H}(x) \cdot \operatorname{Pr}\left[A^{\mathbf{x}}\right]+\operatorname{Pr}\left[E_{M+1}\right] \\
= & \left(\operatorname{Pr}\left[E_{1}\right]+\ldots+\operatorname{Pr}\left[E_{M}\right]\right)+\operatorname{Pr}\left[E_{M+1}\right] .
\end{aligned}
$$

Lemma 5. Let us have $c \geq 0, e \geq 1, d \geq 0$ such that $c \cdot(e-1) \geq d$. Then, for all $a \geq 0$,

$$
\frac{c+d}{e} a \leq c a+d
$$

Proof.

$$
\begin{aligned}
c a+d-\left(\frac{c+d}{e} a\right) & =a\left(c-\frac{c+d}{e}\right)+d \\
& =\underbrace{\frac{a}{e}}_{\geq 0} \underbrace{(c(e-1)-d)}_{\geq 0} \geq 0
\end{aligned}
$$

## B Lemmas for Threshold LSSS

Lemma 1. Let $\mathbb{F}$ be a finite field and let $\ell, N$ be integers such that $1 \leq \ell<N-1$. If an $(\ell+1, N)$-threshold LSSS exists for $\mathbb{F}$ then $N \leq|\mathbb{F}|$ with the following exception: if $\mathbb{F}$ is $\bar{a}$ power of 2 and $\ell \in\{2,|\mathbb{F}|-2\}$ then $N \leq|\mathbb{F}|+1$.

Proof. For $s \in \mathbb{F}$ and $\llbracket s \rrbracket$ an $(N, \ell+1)$-threshold sharing of $s$, the concatenation of $s$ and $\llbracket s \rrbracket$ forms an $[n, k, d]$ linear code of length $n=N+1$, dimension $k=\ell+1$ and distance $d=N-\ell+1$, which is maximum distance separable (a.k.a. MDS code). We consider two cases:

1. if $k \geq|\mathbb{F}|+1$ (meaning $\ell \geq|\mathbb{F}|)$, then by Bus52, we either have $n=k$ (meaning $N=\ell$ which is impossible) or $n=k+1$ (meaning $N=\ell+1$ which is not considered in the lemma statement);
2. if $k \leq|\mathbb{F}|$ (meaning $\ell \leq|\mathbb{F}|-1$ ), then the MDS conjecture MS10 gives an upper bound to the code length, which is $n \leq|\mathbb{F}|+1$ giving $N \leq|\mathbb{F}|$, except for $|\mathbb{F}|$ a power of 2 and $k=3$ or $k=|\mathbb{F}|-1$, in which case $n \leq|\mathbb{F}|+2$, giving $N \leq|\mathbb{F}|+1$ whenever $\ell=2$ or $\ell=|\mathbb{F}|-2$.

Lemma 2. Let (Share, Reconstruct) be an $(\ell+1, N)$-threshold LSSS. For every tuple $v_{0} \in \mathbb{V}_{2}^{\ell+1}$ and every subset $J_{0} \subseteq[N]$ with $\left|J_{0}\right|=\ell+1$, there exists a unique sharing $\llbracket s \rrbracket \in \mathbb{V}_{2}^{N}$ such that $\llbracket s \rrbracket_{J_{0}}=v_{0}$ and such that

$$
\forall J \text { s.t. }|J|=\ell+1, \text { Reconstruct }_{J}\left(\llbracket s \rrbracket_{J}\right)=s,
$$

where $s:=$ Reconstruct $_{J_{0}}\left(v_{0}\right)$. Moreover, there exists an efficient algorithm Expand ${ }_{J_{0}}$ which returns this unique sharing from $\llbracket s \rrbracket_{J_{0}}$.

Proof. Let $s \in \mathbb{F}$ and $J_{0} \subseteq[N]$ with $\left|J_{0}\right|=\ell+1$. Consider two sharings $\llbracket s_{1} \rrbracket, \llbracket s_{2} \rrbracket \in \mathbb{F}^{N}$ such that

$$
\llbracket s_{1} \rrbracket_{J_{0}}=\llbracket s_{2} \rrbracket_{J_{0}}
$$

and such that

$$
\forall J \text { s.t. }|J|=\ell+1,\left\{\begin{array}{l}
\operatorname{Reconstruct}_{J}\left(\llbracket s_{1} \rrbracket_{J}\right)=s \\
\operatorname{Reconstruct}_{J}\left(\llbracket s_{2} \rrbracket_{J}\right)=s
\end{array}\right.
$$

Let us define $\Delta=\llbracket s_{2} \rrbracket-\llbracket s_{1} \rrbracket$. We have $\Delta_{J_{0}}=0$ and by linearity

$$
\forall J \text { s.t. }|J|=\ell+1, \operatorname{Reconstruct}_{J}\left(\Delta_{J}\right)=0
$$

Let us assume that there exists $i^{*}$ such that $\Delta_{i^{*}} \neq 0$. We will show that this leads to a contradiction.
Let us consider $I \subset J_{0}$ such that $|I|=\ell$. Let us further consider $v_{1}, v_{2} \in \mathbb{F}$ such that $v_{1} \neq v_{2}$. By the $\ell$-privacy of the sharing, there exist random tapes $r_{1}, r_{2} \in R$ such that $\llbracket v_{1} \rrbracket:=\operatorname{Share}\left(v_{1} ; r_{1}\right)$ satisfies $\llbracket v_{1} \rrbracket_{I}=\llbracket s_{1} \rrbracket_{I}$ and $\llbracket v_{2} \rrbracket:=\operatorname{Share}\left(v_{2} ; r_{2}\right)$ satisfies $\llbracket v_{2} \rrbracket_{I}=\llbracket s_{2} \rrbracket_{I}$. Denoting $\Delta^{\prime}=\llbracket v_{1} \rrbracket-\llbracket v_{2} \rrbracket$, we obtain $\Delta_{I}^{\prime}=\Delta_{I}=0$. Then, by linearity of the sharing, we have

$$
\begin{aligned}
v_{1}-v_{2} & =\operatorname{Reconstruct}_{I \cup\left\{i^{*}\right\}}\left(\Delta_{I \cup\left\{i^{*}\right\}}^{\prime}\right) \\
& =\operatorname{Reconstruct}_{I \cup\left\{i^{*}\right\}}\left(\left(\Delta_{i^{*}}^{\prime} \cdot \Delta_{i^{*}}^{-1}\right) \cdot \Delta_{I \cup\left\{i^{*}\right\}}\right) \\
& =\left(\Delta_{i^{*}}^{\prime} \cdot \Delta_{i^{*}}^{-1}\right) \cdot \operatorname{Reconstruct}\left(\Delta_{I \cup\left\{i^{*}\right\}}\right) \\
& =0
\end{aligned}
$$

Since, by definition $v_{1}-v_{2} \neq 0$, we get a contradiction. We deduce that $\Delta=0$, which means that $\llbracket s_{1} \rrbracket=\llbracket s_{2} \rrbracket$.
Now that we have shown the unicity, let us (constructively) show the existence of the algorithm Expand $J_{J_{0}}$. The function Reconstruct ${ }_{J}$ is a linear application from $\mathbb{F}^{|J|}$ to $\mathbb{F}$, thus there exists a vector $v_{J} \in\left(\mathbb{F}^{*}\right)^{|J|}$ such that

$$
\operatorname{Reconstruct}_{J}(\cdot)=\left\langle v_{J}, \cdot\right\rangle
$$

(All the coefficients of $v_{J}$ are non-zero since otherwise the privacy property would be broken.) On input $\llbracket s \rrbracket_{J_{0}}$, the algorithm Expand ${ }_{J_{0}}$ then builds each share $\llbracket s \rrbracket_{i^{*}}$ as follows:

- it chooses a $J \subset J_{0} \cup\left\{i^{*}\right\}$ such that $|J|=\ell+1$;
- it solves the linear equation $\left\langle v_{J}, \llbracket s \rrbracket_{J_{0} \cup\left\{i^{*}\right\}}\right\rangle=s$ where $\llbracket s \rrbracket_{i^{*}}$ is the only unknown.


## C Proof of Privacy

Proof. In the MPC protocol $\Pi_{\text {LSSS }}$ using an $(\ell+1, N)$-threshold LSSS, all the values computed by the parties are shares from the underlying LSSS. The parties take such sharings as input and they are stable by the operations performed in $\Pi_{\mathrm{LSSS}}$ (since the computation over the shares is linear). Therefore, the MPC protocol $\Pi_{\mathrm{LSSS}}$ is well-defined.

By assumption, we have that the MPC protocol $\Pi_{\mathrm{add}}$ is $(N-1)$-private when using an additive sharing. This implies that there exists a simulator $\operatorname{Sim}_{\text {add }}$ which takes as inputs a set $I^{\prime} \subset[N]$ of size $N-1, \llbracket w^{\prime} \rrbracket_{I^{\prime}}$, $\llbracket \vec{\beta}^{\prime} \rrbracket_{I^{\prime}}$ and the outcome (ACCEPT or REJECT) of the real-world execution and which outputs views for parties in $I^{\prime}$ whose joint distribution is perfectly indistinguishable from the joint views of the same parties in a real-world execution of the MPC protocol (with the same outcome).

We first describe the simulator $\operatorname{Sim}_{\mathrm{LSSS}}\left(I, \llbracket w \rrbracket_{I}, \llbracket \vec{\beta} \rrbracket_{I}, \vec{\varepsilon}, y\right)$ :

1. Sample $w^{\prime}$ and $\vec{\beta}^{\prime}$ randomly.
2. Compute $\llbracket w^{\prime} \rrbracket \leftarrow \operatorname{Share}_{\text {add }}\left(w^{\prime} ; r_{w^{\prime}}\right)$ for some fresh randomness $r_{w^{\prime}}$.
3. Compute $\llbracket \overrightarrow{\beta^{\prime}} \rrbracket \leftarrow \operatorname{Share}_{\text {add }}\left(\overrightarrow{\beta^{\prime}} ; r_{\vec{\beta}^{\prime}}\right)$ for some fresh randomness $r_{\vec{\beta}^{\prime}}$.
4. Choose a set $I^{\prime} \subset[N]$ such that $\left|I^{\prime}\right|=N-1$.
5. Call the simulator view $\mathrm{add} \leftarrow \operatorname{Sim}_{\mathrm{add}}\left(I^{\prime}, \llbracket w^{\prime} \rrbracket_{I^{\prime}}, \llbracket \vec{\beta}^{\prime} \rrbracket_{I^{\prime}}, \vec{\varepsilon}, y\right)$.
6. Extract $\vec{\alpha}^{\prime}$ from view ${ }_{\text {add }}$ and let $\vec{\alpha}:=\vec{\alpha}^{\prime}$.
7. For $j=1$ to $t$ :

- Compute $\llbracket \alpha^{j} \rrbracket_{I}=\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}^{j}\left(\llbracket w \rrbracket_{I},\left(\llbracket \beta^{i} \rrbracket_{I}\right)_{i \leq j}\right)$,
- Deduce $\llbracket \alpha^{j} \rrbracket$ from $\llbracket \alpha^{j} \rrbracket_{I}$ and $\alpha^{j}$.

8. Output $\llbracket \vec{\alpha} \rrbracket, \llbracket w \rrbracket_{I}, \llbracket \vec{\beta} \rrbracket_{I}$.

In what follows, we show that the above simulator outputs a distribution which is perfectly indistinguishable from the views of the same parties in a real execution setting, which proves the $\ell$-privacy of the protocol $\Pi_{\text {LSSS }}$.

Let us fix a set $I \subset[N]$ such that $|I|=\ell$. Let us also take $w$ and $\vec{\beta}$ and share them as

$$
\begin{aligned}
\llbracket w \rrbracket & =\operatorname{Share}_{\mathrm{LSSS}}\left(w ; r_{1}\right) \\
\llbracket \vec{\beta} \rrbracket & =\operatorname{Share}_{\mathrm{LSSS}}\left(\vec{\beta} ; r_{2}\right)
\end{aligned}
$$

using some random tapes $r_{1}, r_{2}$. Finally, let sample a random $\vec{\varepsilon}$.
We propose below three experiments. We denote $\operatorname{Exp}_{1}, \operatorname{Exp}_{2}$ and $\operatorname{Exp}_{3}$ the distribution of their respective outputs. The first experiment corresponds to the simulation of the joint view of the parties in $I$.

Experiment 1. We compute the output $y \in\{$ ACCEPT, REJECT $\}$ of the protocol using $\llbracket w \rrbracket, \llbracket \vec{\beta} \rrbracket$ and $\vec{\varepsilon}$ :

$$
y=\left\{\begin{array}{ll}
\text { ACCEPT } & \text { if } g(\vec{\alpha})=0, \\
\text { REJECT } & \text { otherwise, }
\end{array} \quad \text { with } \vec{\alpha}=\Phi(w, \vec{\varepsilon}, \vec{\beta})\right.
$$

Then, we output the views returned by $\operatorname{Sim}_{\text {LSSS }}\left(I, \llbracket w \rrbracket_{I}, \llbracket \vec{\beta} \rrbracket_{I}, \vec{\varepsilon}, y\right)$ together with $y$.
Experiment 2. The difference with the previous experiment is that $w^{\prime}$ and $\vec{\beta}^{\prime}$ are respectively defined as $w$ and $\vec{\beta}$ (instead of being random). Thanks to the privacy of the additive sharing we get that $\llbracket w^{\prime} \rrbracket_{I}$ and $\llbracket \vec{\beta}^{\prime} \rrbracket_{I}$ are perfectly indistinguishable from $\llbracket w \rrbracket_{I}$ and $\llbracket \vec{\beta} \rrbracket_{I}$ which implies

$$
\operatorname{Exp}_{1} \equiv \operatorname{Exp}_{2}
$$

(Here $\operatorname{Exp}_{1} \equiv \operatorname{Exp}_{2}$ means that the two distributions are perfectly indistinguishable).
Experiment 3. The difference with the previous experiment is that $\vec{\alpha}$ is defined as $\vec{\alpha}=\Phi(w, \vec{\varepsilon}, \vec{\beta})$ (where $\Phi$ is defined as in (11) instead of $\vec{\alpha}=\vec{\alpha}^{\prime}$. Thanks to the ( $N-1$ )-privacy of the protocol $\Pi_{a d d}$, we get that the joint views view add returned by the simulator are perfectly indistinguishable from the same views in real-world protocol execution. In particular, $\llbracket \vec{\alpha}^{\prime} \rrbracket$ is identically distributed in the two experiments, which implies

$$
\operatorname{Exp}_{2} \equiv \operatorname{Exp}_{3}
$$

Finally, it is not hard to check that the output of Experiment 3 corresponds to the real-world joint views of the parties in $I$, which concludes the proof.

## D Proof of Soundness

This appendix provides a proof for the soundness property in the following theorem:
Theorem 2. Let us consider an MPC protocol $\Pi_{L S S S}$ complying with the protocol format described in Protocol 5 using an $(\ell+1, N)$-threshold LSSS, such that $\Pi_{L S S S}$ is $\ell$-private in the semi-honest model and of false positive rate $p$. Then, Protocol $\sqrt{6}$ built from $\Pi_{L S S S}$ satisfies the three following properties:

- Completeness. A prover $\mathcal{P}$ who knows a witness $w$ such that $(x, w) \in \mathcal{R}$ and who follows the steps of the protocol always succeeds in convincing the verifier $\mathcal{V}$.
- Soundness. Suppose that there is an efficient prover $\tilde{\mathcal{P}}$ that, on input $x$, convinces the honest verifier $\mathcal{V}$ to accept with probability

$$
\tilde{\varepsilon}:=\operatorname{Pr}[\langle\tilde{\mathcal{P}}, \mathcal{V}\rangle(x) \rightarrow 1]>\varepsilon
$$

where the soundness error $\varepsilon$ is defined as

$$
\varepsilon:=\frac{1}{\binom{N}{\ell}}+p \cdot \frac{\ell \cdot(N-\ell)}{\ell+1} .
$$

Then, there exists an efficient probabilistic extraction algorithm $\mathcal{E}$ that, given rewindable black-box access to $\tilde{\mathcal{P}}$, outputs either a witness $w$ satisfying $(x, w) \in \mathcal{R}$, or a commitment collision, by making an average number of calls to $\tilde{\mathcal{P}}$ which is upper bounded by

$$
\frac{4}{\tilde{\varepsilon}-\varepsilon} \cdot\left(1+\tilde{\varepsilon} \cdot \frac{8 \cdot(N-\ell)}{\tilde{\varepsilon}-\varepsilon}\right) .
$$

- Honest-Verifier Zero-Knowledge. There exists an efficient simulator $\mathcal{S}$ which, given the random challenge I outputs a transcript which is indistinguishable from a real transcript of Protocol 6 .

For any set $\mathcal{T}$ of successful transcripts corresponding to the same commitment,

- either the revealed shares of $\llbracket w \rrbracket$ are not unique, and then we find a commitment collision or a hash collision,
- or the openings are unique.

Along this proof, we consider that the extractor only get transcripts with unique revealed shares since otherwise the extractor would find a commitment collision or a hash collision.

We shall denote by $R_{h}$ the randomness of $\tilde{\mathcal{P}}$ which is used to generate the initial commitment $h_{1}$ (which determines the witness sharing $\llbracket w \rrbracket$ ), and we denote $r_{h}$ a possible realization of $R_{h}$. Throughout the proof, we denote $\operatorname{succ}_{\tilde{\mathcal{P}}}$ the event that $\tilde{\mathcal{P}}$ succeeds in convincing $\mathcal{V}$. By hypothesis, we have $\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}\right]=\tilde{\varepsilon}$.

## D. 1 When restraining to only bad witnesses

Let $r_{h}$ be a possible realization of $R_{h}$. Given $R_{h}=r_{h}$, we have a unique hash commitment $h_{1}$ in the transcript. This hash commitment uniquely defines the shares of the witness $\llbracket w \rrbracket_{1}, \ldots, \llbracket w \rrbracket_{N}$ (by assumption on the absence of hash/commitment collisions). In the following, we shall denote $w^{(J)}$ the witness corresponding to the shares $\left\{\llbracket w \rrbracket_{i}\right\}_{i \in J}$, for $|J|=\ell+1$. We have a total of $\binom{N}{\ell+1}$ possibly-distinct witnesses $w^{(J)}$. We shall say that $w^{(J)}$ is a good witness whenever $\left(x, w^{(J)}\right) \in \mathcal{R}$, otherwise we call $w^{(J)}$ a bad witness.

For any transcript produced by $\tilde{\mathcal{P}}$ (with $h_{1}$ as first hash commitment), the hash commitments $h_{2}$, $\ldots, h_{t}$ uniquely define the shares $\left\{\llbracket \alpha^{j} \rrbracket_{i}\right\}_{i \in S}$, for $j \in[t]$. In the following, we shall denote by $\llbracket \alpha^{j} \rrbracket=$ $\left(\llbracket \alpha^{j} \rrbracket_{1}, \ldots, \llbracket \alpha^{j} \rrbracket_{N}\right)$ the full ( $\ell+1, N$ )-sharing consistent with the shares $\left\{\llbracket \alpha^{j} \rrbracket_{i}\right\}_{i \in S}$. The hash commitments $h_{2}, \ldots, h_{t}$ also uniquely define the shares $\left\{\llbracket \beta^{j} \rrbracket_{i}\right\}_{i \in[N]}$, for $j \in[t]$. We shall denote $\mathcal{H}$ the set of honest
parties, i.e. the set of the parties for which the committed shares $\llbracket \alpha^{1} \rrbracket_{i}, \ldots, \llbracket \alpha^{t} \rrbracket_{i}$, are consistent with the committed input shares $\llbracket w \rrbracket_{i}$ and $\llbracket \beta^{1} \rrbracket_{i}, \ldots, \llbracket \beta^{t} \rrbracket_{i}$. More formally,

$$
\mathcal{H}=\left\{i: \forall j, \llbracket \alpha^{j} \rrbracket_{i}=\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}^{j}\left(\llbracket w \rrbracket_{i},\left(\llbracket \beta^{k} \rrbracket_{i}\right)_{k \leq j}\right)\right\} .
$$

We further denote $Y$ the random variable which corresponds to the number of honest parties, i.e. $Y=|\mathcal{H}|$. We stress that $\llbracket \alpha^{1} \rrbracket, \ldots, \llbracket \alpha^{t} \rrbracket, \mathcal{H}$ and $Y$ depend on the randomness of the (malicious) prover and the randomness of the verifier used before Step 3 of Protocol 6

For every $i \in[N]$ and $j \in[t]$, we shall further denote $\llbracket \bar{\alpha}^{j} \rrbracket_{i}$ the share obtained through an honest computation from the committed input shares, that is:

$$
\llbracket \bar{\alpha}^{j} \rrbracket_{i}=\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}^{j}\left(\llbracket w \rrbracket_{i},\left(\llbracket \beta^{k} \rrbracket_{i}\right)_{k \leq j}\right) .
$$

We stress that $\llbracket \bar{\alpha}^{j} \rrbracket_{i}$ might not be equal to $\llbracket \alpha^{j} \rrbracket_{i}$. We actually have $i \in \mathcal{H}$ if and only if $\llbracket \bar{\alpha}^{j} \rrbracket_{i}=\llbracket \alpha^{j} \rrbracket_{i}$ for every $j \in[t]$. In the following, we shall say that witness $w^{(J)}$ gives rise to a false positive in the MPC protocol $\Pi$, and denote this probability event $E_{J}$, whenever

$$
g\left(\bar{\alpha}_{J}^{1}, \ldots, \bar{\alpha}_{J}^{t}\right)=0
$$

where $\bar{\alpha}_{J}^{1}, \ldots, \bar{\alpha}_{J}^{t}$ are the plain values corresponding to the sharings $\left\{\llbracket \bar{\alpha}^{1} \rrbracket_{i}\right\}_{i \in J}, \ldots,\left\{\llbracket \bar{\alpha}^{t} \rrbracket_{i}\right\}_{i \in J}$. By definition of the MPC protocol $\Pi$, we have:

$$
\forall J \text { s.t. }|J|=\ell+1, \operatorname{Pr}^{\prime}\left[E_{J}\right] \leq p
$$

For the first step of the proof, we shall consider a subset $D$ of parties, i.e. $D \subset\{1, \ldots, N\}$, and we denote

$$
N^{\prime}:=|D| \quad \text { and } \quad \mathcal{J}=\{J \subset D:|J|=\ell+1\}
$$

We shall further denote

$$
\operatorname{Pr}^{\prime}[\cdot]:=\operatorname{Pr}\left[\cdot \mid R_{h}=r_{h}, I \subset D\right]
$$

We will show that, if $\left\{w^{(J)}\right\}_{J \in \mathcal{J}}$ are all bad witnesses, then the probability $\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}\right]$ is upper bounded by

$$
\begin{equation*}
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}\right] \leq \frac{\binom{N}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot \varepsilon \tag{2}
\end{equation*}
$$

where $\varepsilon$ is the soundness error defined in the theorem statement, which is

$$
\varepsilon:=\frac{1}{\binom{N}{\ell}}+p \cdot \frac{\ell \cdot(N-\ell)}{\ell+1}
$$

The rest of this subsection is devoted to the demonstration of (2).
For $J \in \mathcal{J}$ and $b \in\{0,1\}$, let us introduce the notation

$$
A_{J}^{b}= \begin{cases}E_{J} & \text { if } b=1 \\ \bar{E}_{J} & \text { if } b=0\end{cases}
$$

Let $x=\left(x_{J}\right)_{J \in \mathcal{J}} \in\{0,1\}^{|\mathcal{J}|}$ and let $y \in\{0, \ldots, N\}$. Let us assume that $\operatorname{succ}_{\tilde{\mathcal{P}}}, Y=y$ and $\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}$ jointly occur. Because $\operatorname{succ}_{\tilde{\mathcal{P}}}$ occurs, we have that

$$
g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0
$$

where $\alpha^{1}, \ldots, \alpha^{t}$ are the values corresponding to the sharings $\llbracket \alpha^{1} \rrbracket, \ldots, \llbracket \alpha^{t} \rrbracket$. Then for each set $J \in \mathcal{J}\left(w^{(J)}\right.$ is a bad witness) such that $J \subset \mathcal{H}$ (the parties in $J$ are honest), we have that $\llbracket \bar{\alpha}^{j} \rrbracket_{i}=\llbracket \alpha^{j} \rrbracket_{i}$ for every $i \in J$ and every $j \in[t]$, which implies

$$
g\left(\bar{\alpha}_{J}^{1}, \ldots, \bar{\alpha}_{J}^{t}\right)=g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0 .
$$

Namely, a false positive necessarily occurs for $w^{(J)}$, i.e. $x_{J}=1$, whenever $J \in \mathcal{J}$ with $J \subset \mathcal{H}$. Thus

$$
\mathrm{wt}_{H}(x) \geq \sum_{J \in \mathcal{J}: J \subset \mathcal{H}} x_{J}=\binom{y}{\ell+1}
$$

By defining

$$
y_{\max }:=\max \left\{y: \mathrm{wt}_{H}(x) \geq\binom{ y}{\ell+1}\right\}
$$

we get that

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}, Y=y \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right]=0 \quad \text { if } y>y_{\max }
$$

and so

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right]=\sum_{y=0}^{y_{\text {max }}} \operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}, Y=y \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right]
$$

The only way for the transcript to be successful is that the set $I$ of challenged opened parties only contains honest parties, i.e. $I \subset \mathcal{H}$. Thus,

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}, Y=y\right] \leq \operatorname{Pr}[I \subset \mathcal{H} \mid I \subset D, Y=y]=\frac{\binom{y}{\ell}}{\binom{N^{\prime}}{\ell}}
$$

We deduce

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \sum_{y=0}^{y_{\text {max }}} \frac{\binom{y}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot \operatorname{Pr}^{\prime}\left[Y=y \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \frac{\binom{y_{\text {max }}}{\ell}}{\binom{N^{\prime}}{\ell}}
$$

Since $\mathrm{wt}(x)$ is a non-negative integer, we have $y_{\max } \geq \ell$. Let us consider three cases:
Case 1: $y_{\max }=\ell$, it means that $\mathrm{wt}(x)=0$, then

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \frac{\binom{y_{\text {max }}}{\ell}}{\binom{N^{\prime}}{\ell}}=\frac{1}{\binom{N^{\prime}}{\ell}}=\frac{\mathrm{wt}_{H}(x) \cdot \ell+1}{\binom{N^{\prime}}{\ell}}
$$

Case 2: $y_{\max }=\ell+1$, it means that $\mathrm{wt}(x) \geq 1$, then

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \frac{\binom{y_{\text {max }}}{\ell}}{\binom{N^{\prime}}{\ell}}=\frac{\ell+1}{\binom{N^{\prime}}{\ell}} \leq \frac{\mathrm{wt}_{H}(x) \cdot \ell+1}{\binom{N^{\prime}}{\ell}}
$$

Case 3: $y_{\max } \geq \ell+2$, then

$$
\begin{aligned}
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] & \leq \frac{\binom{y_{\max }}{\ell}}{\binom{N^{\prime}}{\ell}}=\frac{\frac{\ell+1}{y_{\max }-\ell}\binom{y_{\max }}{\ell+1}}{\binom{N^{\prime}}{\ell}} \\
& \leq \frac{\ell+1}{2} \cdot \frac{\mathrm{wt}_{H}(x)}{\binom{N^{\prime}}{\ell}} \leq \frac{\mathrm{wt}_{H}(x) \cdot \ell+1}{\binom{N^{\prime}}{\ell}}
\end{aligned}
$$

In any case, we have the relation

$$
\begin{equation*}
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \frac{\mathrm{wt}_{H}(x) \cdot \ell+1}{\binom{N^{\prime}}{\ell}} \tag{3}
\end{equation*}
$$

for any $x \in\{0,1\}^{|\mathcal{J}|}$. And so, we have

$$
\begin{aligned}
& \operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}\right]=\sum_{x \in\{0,1\}^{\mathcal{J}}} \operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \cdot \operatorname{Pr}^{\prime}\left[\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \\
& \leq \sum_{x \in\{0,1\}^{\mathcal{J}}} \frac{\mathrm{wt}_{H}(x) \cdot \ell+1}{\binom{N^{\prime}}{\ell}} \cdot \operatorname{Pr}^{\prime}\left[\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \\
& =\frac{1}{\binom{N^{\prime}}{\ell}}+\frac{\ell}{\binom{N^{\prime}}{\ell}} \cdot \sum_{x \in\{0,1\} \mathcal{J}} \mathrm{wt}_{H}(x) \cdot \operatorname{Pr}^{\prime}\left[\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \quad \text { using Lemma } 4 \\
& \leq \frac{1}{\binom{N^{\prime}}{\ell}}+\frac{\ell}{\binom{N^{\prime}}{\ell}} \cdot \sum_{J \in J} \operatorname{Pr}^{\prime}\left[E_{J}\right] \quad \text { using Lemma } 4 \\
& \leq \frac{1}{\binom{N^{\prime}}{\ell}}+\frac{\ell}{\binom{N^{\prime}}{\ell}} \cdot|\mathcal{J}| \cdot p \\
& =\frac{\binom{N}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot(\frac{1}{\binom{N}{\ell}}+\frac{\ell}{\binom{N}{\ell}} \cdot \underbrace{\binom{N^{\prime}}{\ell+1}}_{\leq\binom{ N}{\ell+1}} p) \leq \frac{\binom{N}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot \varepsilon . \\
& \text { using (3) } \\
& \text { using Lemma } 4 \\
& \text { using Lemma } 4
\end{aligned}
$$

Thus we obtain the desired inequality (2).

## D. 2 Building of the extractor

In the previous subsection, we proved that the probability that a malicious prover $\tilde{\mathcal{P}}$ produces a valid transcript when the opened parties are restricted to a set of $N^{\prime}$ parties for which the shares only encode bad witnesses is upper-bound by

$$
\frac{\binom{N}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot \varepsilon
$$

We now show how to build an extractor which outputs a witness $w$ satisfying $(x, w) \in \mathcal{R}$ (if not a hash or commitment collision) when giving rewindable black-box access to a malicious prover $\tilde{\mathcal{P}}$ which produces successful transcripts with a probability $\tilde{\varepsilon}>\varepsilon$.

Let us fix an arbitrary value $\alpha \in(0,1)$ such that $(1-\alpha) \tilde{\varepsilon}>\varepsilon(\operatorname{such} \alpha$ exists since $\tilde{\varepsilon}>\varepsilon)$. Let $r_{h}$ be a possible realization of $R_{h}$. We will say that $r_{h}$ is good if it is such that

$$
\begin{equation*}
\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid R_{h}=r_{h}\right] \geq(1-\alpha) \cdot \tilde{\varepsilon} \tag{4}
\end{equation*}
$$

By the Splitting Lemma 3 (see Appendix A) we have

$$
\begin{equation*}
\operatorname{Pr}\left[R_{h} \operatorname{good} \mid \operatorname{succ}_{\tilde{\mathcal{P}}}\right] \geq \alpha \tag{5}
\end{equation*}
$$

Our extractor first runs the $\tilde{\mathcal{P}}$ with honest verifier requests until obtaining a successful transcript $T_{0}$ by running. If this $T_{0}$ corresponds to a good $r_{h}$, then we can obtain further successful transcripts with "high" probability (i.e. probability greater than $(1-\alpha) \cdot \tilde{\varepsilon})$ by rewinding the protocol just after the initial commitment $h_{1}$. Based on the assumption that $r_{h}$ is good, a sub-extractor $\mathcal{E}_{0}$ will build a list of successful transcripts $\mathcal{T}$, all with same initial commitment. We denote $P(\mathcal{T})$ the set of the parties which have been open in at least one transcript of $\mathcal{T}$, i.e. $P(\mathcal{T}):=\bigcup_{T \in \mathcal{T}} I_{T}$ where $I_{T}$ is the set of opened parties of the transcript $T$.

For a certain number $N_{1}$ of iterations, the sub-extractor $\mathcal{E}_{0}$ tries to feed the list $\mathcal{T}$ until there exist a good witness among the open input shares. We formally describe the sub-extractor routine in the following pseudocode:

```
Sub-extractor }\mp@subsup{\mathcal{E}}{0}{}\mathrm{ (on input a successful transcript T}\mp@subsup{T}{0}{})
    T}={\mp@subsup{T}{0}{}
    Do }\mp@subsup{N}{1}{}\mathrm{ times:
        Run \tilde{\mathcal{P}}\mathrm{ with honest }\mathcal{V}\mathrm{ and same }\mp@subsup{r}{h}{}\mathrm{ as }\mp@subsup{T}{0}{}\mathrm{ to get transcript T}
        If T is a successful transcript,
            \mathcal{T}}\leftarrow\mathcal{T}\cup{T}
            If \mathcal{T}\mathrm{ contains a good witness }w\mathrm{ , return }w\mathrm{ .}
Return \emptyset.
```

Let us evaluate the probability that the stop condition is reached in a given number of iteration $N_{1}$. Consider a loop iteration in $\mathcal{E}_{0}$ at the beginning of which we have a list $\mathcal{T}$ of successful transcripts (which does not contain a good witness since the stop condition has not been reached) and a transcript $T$ sampled at Step 3. We denote $Z$ the event that a new party is open (a party which is not in $P(\mathcal{T})$ ) in the transcript $T$. This event is defined with respect to the randomness of the verifier challenges in $T$.

Let us lower bound the probability to have a successful transcript $T$ and the event $Z$ occurring in the presence of a good $R_{h}$ :

$$
p_{g}:=\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \cap Z \mid R_{h} \text { good }\right] .
$$

We have:

$$
\begin{aligned}
p_{g} & =\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid R_{h} \text { good }\right]-\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \cap \bar{Z} \mid R_{h} \text { good }\right] \\
& =\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid R_{h} \text { good }\right]-\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid R_{h} \text { good, } \bar{Z}\right] \cdot \operatorname{Pr}\left[\bar{Z} \mid R_{h} \text { good }\right] \\
& \geq(1-\alpha) \cdot \tilde{\varepsilon}-\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid R_{h} \text { good, } \bar{Z}\right] \cdot \operatorname{Pr}\left[\bar{Z} \mid R_{h} \text { good }\right]
\end{aligned}
$$

where the last inequality holds by (4).
The probability that a new party is not opened corresponds to the probability that the set $I$ of opened parties is a subset of $P(\mathcal{T})$, i.e.

$$
\operatorname{Pr}\left[\bar{Z} \mid R_{h} \text { good }\right]=\operatorname{Pr}[\bar{Z}]=\frac{\binom{|P(\mathcal{T})|}{\ell}}{\binom{N}{\ell}} .
$$

The success probability knowing that that no new party is open corresponds to the success probability when restricting to the $|P(\mathcal{T})|$ parties which have been already open. By assumption ( $\mathcal{T}$ does not contain a good witness), the shares of those parties only correspond to bad witnesses. Thus, this probability can be upper bounded using the inequality (2) of Section D.1 with $N^{\prime}=|P(\mathcal{T})|$ :

$$
\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid R_{h} \text { good, } \bar{Z}\right] \leq \frac{\binom{N}{\ell}}{\binom{|P(\mathcal{T})|}{\ell}} \cdot \varepsilon .
$$

Thus, we get

$$
p_{g} \geq(1-\alpha) \cdot \tilde{\varepsilon}-\varepsilon
$$

To summarize, in the presence of a good $R_{h}$, the probability of the event $\operatorname{succ}_{\tilde{\mathcal{P}}} \cap Z$ (i.e. getting a successful transcript $T$ which opens a new party) is lower bounded by ( $1-\alpha$ ) $\cdot \tilde{\varepsilon}-\varepsilon>0$. Moreover, the event $\operatorname{succ}_{\tilde{\mathcal{P}}} \cap Z$ can occur at most $N-\ell$ times, because $T_{0}$ already opens $\ell$ parties and there are $N$ parties in total. We deduce that after $N-\ell$ occurrences of $\operatorname{succ}_{\tilde{\mathcal{P}}} \cap Z$, the list $\mathcal{T}$ contains a good witness.

Let us now define

$$
\begin{equation*}
N_{1}=\frac{4(N-\ell)}{p_{0}} \quad \text { with } \quad p_{0}:=(1-\alpha) \cdot \tilde{\varepsilon}-\varepsilon \tag{6}
\end{equation*}
$$

And let $X \sim \mathcal{B}\left(N_{1}, p_{0}\right)$ a binomial distributed random variable with parameters $\left(N_{1}, p_{0}\right)$. The probability that $\mathcal{E}_{0}$ reaches the stop condition and returns a (good) witness for a successful transcript $T_{0}$ with good $R_{h}$
satisfies:

$$
\begin{align*}
\operatorname{Pr}\left[\mathcal{E}_{0}\left(T_{0}\right) \neq \emptyset \mid \operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}} \cap R_{h} \text { good }\right] & \geq \operatorname{Pr}[X>N-\ell] \\
& =\operatorname{Pr}\left[\frac{X}{N_{1}}-p_{0}>\frac{N-\ell}{N_{1}}-p_{0}\right] \\
& =1-\operatorname{Pr}\left[\frac{X}{N_{1}}-p_{0} \leq \frac{N-\ell}{N_{1}}-p_{0}\right] \\
& =1-\operatorname{Pr}\left[\frac{X}{N_{1}}-p_{0} \leq-\frac{3}{4} p_{0}\right] \\
& \geq 1-\operatorname{Pr}\left[\left|\frac{X}{N_{1}}-p_{0}\right| \geq \frac{3}{4} p_{0}\right] \\
& \geq 1-\frac{p_{0} \cdot\left(1-p_{0}\right)}{N_{1} \cdot p_{0}^{2} \cdot\left(\frac{3}{4}\right)^{2}}  \tag{7}\\
& =1-\frac{16}{9} \cdot \frac{1-p_{0}}{4 \cdot(N-\ell)}=1-\frac{4}{9} \cdot \frac{1-p_{0}}{N-\ell} \\
& \geq 1-\frac{4}{9} \geq \frac{1}{2}
\end{align*}
$$

The inequality 77 holds from the Bienaymé-Techbychev inequality. Thus, using $N_{1}=\frac{4(N-\ell)}{p_{0}}$, the probability to reach the stop condition assuming a good $R_{h}$ is at least $1 / 2$. Without assumption on $R_{h}$, the probability to reach the stop condition satisfies:

$$
\operatorname{Pr}\left[\mathcal{E}_{0}\left(T_{0}\right) \neq \emptyset \mid \operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}}\right] \geq \operatorname{Pr}\left[R_{h} \operatorname{good} \mid \operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}}\right] \cdot \operatorname{Pr}\left[\mathcal{E}_{0}\left(T_{0}\right) \neq \emptyset \mid \operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}} \cap R_{h} \operatorname{good}\right] \geq \frac{\alpha}{2}
$$

Let us now describe the complete extractor procedure:

```
Extractor \mathcal{E}:
    Repeat +\infty times:
        Run \tilde{P}}\mathrm{ with honest }\mathcal{V}\mathrm{ to get transcript }\mp@subsup{T}{0}{
        If }\mp@subsup{T}{0}{}\mathrm{ is not a successful transcript, go to the next iteration
        Call }\mp@subsup{\mathcal{E}}{0}{}\mathrm{ on }\mp@subsup{T}{0}{}\mathrm{ to get list of transcripts }\mathcal{T
        If \mathcal{T}\not=\emptyset, return \mathcal{T}
```

Let $C$ denotes the number of calls to $\tilde{\mathcal{P}}$ made by the extractor before ending. While entering a new iteration:

- the extractor makes one call to $\tilde{\mathcal{P}}$ to obtain $T_{0}$,
- if $T_{0}$ is not successful, which occurs with probability $\left(1-\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}}\right]\right)$,
- the extractor continues to the next iteration and makes an average of $\mathbb{E}[C]$ calls to $\tilde{\mathcal{P}}$,
- if $T_{0}$ is successful, which occurs with probability $\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}}\right]$,
- the extractor makes at most $N_{1}$ calls to $\tilde{\mathcal{P}}$ in the loop of $\mathcal{E}_{0}$,
- then $\mathcal{E}_{0}$ returns an empty list (the stop condition is not reached), which occurs with probability $\operatorname{Pr}\left[\mathcal{E}_{0}\left(T_{0}\right)=\emptyset \mid \operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}}\right]$, the extractor continues to the next iteration and makes an average of $\mathbb{E}[C]$ calls to $\tilde{\mathcal{P}}$,
- otherwise, if $\mathcal{E}_{0}\left(T_{0}\right)$ returns a non-empty list, the extractor stops and no more calls to $\tilde{\mathcal{P}}$ are necessary.

The mean number of calls to $\tilde{\mathcal{P}}$ hence satisfies the following equality:

$$
\mathbb{E}[C]=1+\underbrace{\left(1-\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}}\right]\right) \cdot \mathbb{E}[C]}_{T_{0} \text { unsuccessful }}+\underbrace{\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}}\right] \cdot\left(N_{1}+\operatorname{Pr}\left[\mathcal{E}_{0}\left(T_{0}\right)=\emptyset \mid \operatorname{succ}_{\tilde{\mathcal{P}}}^{T_{0}}\right] \cdot \mathbb{E}[C]\right.}_{T_{0} \text { successful }})
$$

which gives

$$
\begin{aligned}
\mathbb{E}[C] & \leq 1+(1-\tilde{\varepsilon}) \cdot \mathbb{E}[C]+\tilde{\varepsilon} \cdot\left(N_{1}+\left(1-\frac{\alpha}{2}\right) \cdot \mathbb{E}[C]\right) \\
& \leq 1+\tilde{\varepsilon} \cdot N_{1}+\mathbb{E}[C]\left(1-\frac{\tilde{\varepsilon} \cdot \alpha}{2}\right) \\
& \leq \frac{2}{\alpha \cdot \tilde{\varepsilon}} \cdot\left(1+\tilde{\varepsilon} \cdot N_{1}\right) \\
& =\frac{2}{\alpha \cdot \tilde{\varepsilon}} \cdot\left(1+\tilde{\varepsilon} \cdot \frac{4 \cdot(N-\ell)}{(1-\alpha) \cdot \tilde{\varepsilon}-\varepsilon}\right)
\end{aligned}
$$

To obtain an $\alpha$-free formula, let us take $\alpha$ such that $(1-\alpha) \cdot \tilde{\varepsilon}=\frac{1}{2}(\tilde{\varepsilon}+\varepsilon)$. We have $\alpha=\frac{1}{2}\left(1-\frac{\varepsilon}{\tilde{\varepsilon}}\right)$ and the average number of calls to $\tilde{\mathcal{P}}$ is upper bounded as

$$
\mathbb{E}[C] \leq \frac{4}{\tilde{\varepsilon}-\varepsilon} \cdot\left(1+\tilde{\varepsilon} \cdot \frac{8 \cdot(N-\ell)}{\tilde{\varepsilon}-\varepsilon}\right)
$$

which concludes the proof.

## E Proof of Soundness for Quasi-Threshold LSSS

This appendix provides a proof for the soundness property in the following theorem:
Theorem 3. Let us consider an MPC protocol $\Pi_{Q T-L S S S}$ complying with the protocol format described in Protocol5, but using an $(\ell, \ell+\Delta+1, N)$-quasi-threshold LSSS in place of an $(\ell+1, N)$-threshold LSSS, and such that $\Pi_{Q T-L S S S}$ is $\ell$-private in the semi-honest model and of false positive rate $p$. Then, Protocol $\sqrt{6}$ built from $\Pi_{Q T-L S S S}$ satisfies the three following properties:

- Completeness. A prover $\mathcal{P}$ who knows a witness $w$ such that $(x, w) \in \mathcal{R}$ and who follows the steps of the protocol always succeeds in convincing the verifier $\mathcal{V}$.
- Soundness. Suppose that there is an efficient prover $\tilde{\mathcal{P}}$ that, on input $x$, convinces the honest verifier $\mathcal{V}$ to accept with probability

$$
\tilde{\varepsilon}:=\operatorname{Pr}[\langle\tilde{\mathcal{P}}, \mathcal{V}\rangle(x) \rightarrow 1]>\varepsilon
$$

where the soundness error $\varepsilon$ is equal to

$$
\frac{\binom{\ell+\Delta}{\ell}}{\binom{N}{\ell}}+p \cdot \frac{\ell}{\ell+\Delta+1} \cdot\binom{N-\ell}{\Delta+1}
$$

Then, there exists an efficient probabilistic extraction algorithm $\mathcal{E}$ that, given rewindable black-box access to $\tilde{\mathcal{P}}$, produces with either a witness $w$ satisfying $(x, w) \in \mathcal{R}$, or a commitment collision, by making an average number of calls to $\tilde{\mathcal{P}}$ which is upper bounded by

$$
\frac{4}{\tilde{\varepsilon}-\varepsilon} \cdot\left(1+\tilde{\varepsilon} \cdot \frac{8 \cdot(N-\ell)}{\tilde{\varepsilon}-\varepsilon}\right)
$$

- Honest-Verifier Zero-Knowledge. There exists an efficient simulator $\mathcal{S}$ which, given random challenge I outputs a transcript which is indistinguishable from a real transcript of Protocol 6 ,

Remark 5. The proof for soundness with a quasi-threshold linear secret sharing scheme is very close to the proof in the threshold case. In fact, we can use exactly the same extractor (the extractor defined in Appendix D.2. We just need to prove Inequality (2) in the quasi-threshold case. In what follows, we use the same notations as in Appendix $D$.

For any set $\mathcal{T}$ of successful transcripts corresponding to the same commitment,

- either the revealed shares of $\llbracket w \rrbracket$ are not unique, and then we find a commitment collision or a hash collision,
- or the openings are unique.

Along this proof, we consider that the extractor only get transcripts with unique revealed shares since otherwise the extractor would find a commitment collision or a hash collision.

We shall denote by $R_{h}$ the randomness of $\tilde{\mathcal{P}}$ which is used to generate the initial commitment $h_{1}$ (which determines the witness sharing $\llbracket w \rrbracket$ ), and we denote $r_{h}$ a possible realization of $R_{h}$. Throughout the proof, we denote $\operatorname{succ}_{\tilde{\mathcal{P}}}$ the event that $\tilde{\mathcal{P}}$ succeeds in convincing $\mathcal{V}$. By hypothesis, we have $\operatorname{Pr}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}\right]=\tilde{\varepsilon}$.

## E. 1 When restraining to only bad witnesses

Let $r_{h}$ be a possible realization of $R_{h}$. Given $R_{h}=r_{h}$, we have a unique hash commitment $h_{1}$ in the transcript. This hash commitment uniquely defines the shares of the witness $\llbracket w \rrbracket_{1}, \ldots, \llbracket w \rrbracket_{N}$ (by assumption on the absence of hash/commitment collisions). In the following, we shall denote $w^{(J)}$ the witness corresponding to the shares $\left\{\llbracket w \rrbracket_{i}\right\}_{i \in J}$, for $|J|=\ell+\Delta+1$. We have a total of $\binom{N}{\ell+\Delta+1}$ possibly-distinct witnesses $w^{(J)}$. We shall say that $w^{(J)}$ is a good witness whenever $\left(x, w^{(J)}\right) \in \mathcal{R}$, otherwise we call $w^{(J)}$ a bad witness.

For any transcript produced by $\tilde{\mathcal{P}}$ (with $h_{1}$ as first hash commitment), the hash commitments $h_{2}$, $\ldots, h_{t}$ uniquely define the shares $\left\{\llbracket \alpha^{j} \rrbracket_{i}\right\}_{i \in S}$, for $j \in[t]$. In the following, we shall denote by $\llbracket \alpha^{j} \rrbracket=$ $\left(\llbracket \alpha^{j} \rrbracket_{1}, \ldots, \llbracket \alpha^{j} \rrbracket_{N}\right)$ the full $(\ell, \ell+\delta+1, N)$-sharing consistent with the shares $\left\{\llbracket \alpha^{j} \rrbracket_{i}\right\}_{i \in S}$. The hash commitments $h_{2}, \ldots, h_{t}$ also uniquely define the shares $\left\{\llbracket \beta^{j} \rrbracket_{i}\right\}_{i \in[N]}$, for $j \in[t]$. We shall denote $\mathcal{H}$ the set of honest parties, i.e. the set of the parties for which the committed shares $\llbracket \alpha^{1} \rrbracket_{i}, \ldots, \llbracket \alpha^{t} \rrbracket_{i}$, are consistent with the committed input shares $\llbracket w \rrbracket_{i}$ and $\llbracket \beta^{1} \rrbracket_{i}, \ldots, \llbracket \beta^{t} \rrbracket_{i}$. More formally,

$$
\mathcal{H}=\left\{i: \forall j, \llbracket \alpha^{j} \rrbracket_{i}=\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}\left(\llbracket w \rrbracket_{i},\left(\llbracket \beta^{k} \rrbracket_{i}\right)_{k \leq j}\right)\right\} .
$$

We further denote $Y$ the random variable which corresponds to the number of honest parties, i.e. $Y=|\mathcal{H}|$. We stress that $\llbracket \alpha^{1} \rrbracket, \ldots, \llbracket \alpha^{t} \rrbracket, \mathcal{H}$ and $Y$ depend on the randomness of the (malicious) prover and the randomness of the verifier used before Step 3 of Protocol 6

For every $i \in[N]$ and $j \in[t]$, we shall further denote $\llbracket \bar{\alpha}^{j} \rrbracket_{i}$ the share obtained through an honest computation from the committed input shares, that is:

$$
\llbracket \bar{\alpha}^{j} \rrbracket_{i}=\varphi_{\left(\varepsilon^{i}\right)_{i \leq j},\left(\alpha^{i}\right)_{i<j}}^{j}\left(\llbracket w \rrbracket_{i},\left(\llbracket \beta^{k} \rrbracket_{i}\right)_{k \leq j}\right) .
$$

We stress that $\llbracket \bar{\alpha}^{j} \rrbracket_{i}$ might not be equal to $\llbracket \alpha^{j} \rrbracket_{i}$. We actually have $i \in \mathcal{H}$ if and only if $\llbracket \bar{\alpha}^{j} \rrbracket_{i}=\llbracket \alpha^{j} \rrbracket_{i}$ for every $j \in[t]$. In the following, we shall say that witness $w^{(J)}$ gives rise to a false positive in the MPC protocol $\Pi$, and denote this probability event $E_{J}$, whenever

$$
g\left(\bar{\alpha}_{J}^{1}, \ldots, \bar{\alpha}_{J}^{t}\right)=0
$$

where $\bar{\alpha}_{J}^{1}, \ldots, \bar{\alpha}_{J}^{t}$ are the plain values corresponding to the sharings $\left\{\llbracket \bar{\alpha}^{1} \rrbracket_{i}\right\}_{i \in J}, \ldots,\left\{\llbracket \bar{\alpha}^{t} \rrbracket_{i}\right\}_{i \in J}$. By definition of the MPC protocol $\Pi$, we have:

$$
\forall J \text { s.t. }|J|=\ell+\Delta+1, \operatorname{Pr}^{\prime}\left[E_{J}\right] \leq p
$$

For the first step of the proof, we shall consider a subset $D$ of parties, i.e. $D \subset\{1, \ldots, N\}$, and we denote

$$
N^{\prime}:=|D| \quad \text { and } \quad \mathcal{J}=\{J \subset D:|J|=\ell+\Delta+1\} .
$$

We shall further denote

$$
\operatorname{Pr}^{\prime}[\cdot]:=\operatorname{Pr}\left[\cdot \mid R_{h}=r_{h}, I \subset D\right] .
$$

We will show that, if $\left\{w^{(J)}\right\}_{J \in \mathcal{J}}$ are all bad witnesses, then the probability $\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}\right]$ is upper bounded by

$$
\begin{equation*}
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}\right] \leq \frac{\binom{N}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot \varepsilon \tag{8}
\end{equation*}
$$

where $\varepsilon$ is the soundness error defined in the theorem statement, which is

$$
\varepsilon:=\frac{\binom{\ell+\Delta}{\ell}}{\binom{N}{\ell}}+p \cdot \frac{\ell}{\ell+\Delta+1} \cdot\binom{N-\ell}{\Delta+1} .
$$

The rest of this subsection is devoted to the demonstration of (8).
For $J \in \mathcal{J}$ and $b \in\{0,1\}$, let us introduce the notation

$$
A_{J}^{b}= \begin{cases}E_{J} & \text { if } b=1, \\ \bar{E}_{J} & \text { if } b=0\end{cases}
$$

Let $x=\left(x_{J}\right)_{J \in \mathcal{J}} \in\{0,1\}^{|\mathcal{J}|}$ and let $y \in\{0, \ldots, N\}$. Let us assume that $\operatorname{succ}_{\tilde{\mathcal{P}}}, Y=y$ and $\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}$ jointly occur. Because succ $\tilde{\mathcal{P}}$ occurs, we have that

$$
g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0
$$

where $\alpha^{1}, \ldots, \alpha^{t}$ are the values corresponding to the sharings $\llbracket \alpha^{1} \rrbracket, \ldots, \llbracket \alpha^{t} \rrbracket$. Then for each set $J \in \mathcal{J}\left(w^{(J)}\right.$ is a bad witness) such that $J \subset \mathcal{H}$ (the parties in $J$ are honest), we have that $\llbracket \bar{\alpha}^{j} \rrbracket_{i}=\llbracket \alpha^{j} \rrbracket_{i}$ for every $i \in J$ and every $j \in[t]$, which implies

$$
g\left(\bar{\alpha}_{J}^{1}, \ldots, \bar{\alpha}_{J}^{t}\right)=g\left(\alpha^{1}, \ldots, \alpha^{t}\right)=0
$$

Namely, a false positive necessarily occurs for $w^{(J)}$, i.e. $x_{J}=1$, whenever $J \in \mathcal{J}$ with $J \subset \mathcal{H}$.
Thus

$$
\mathrm{wt}_{H}(x) \geq \sum_{J \in \mathcal{J}: J \subset \mathcal{H}} x_{J}=\binom{y}{\ell+\Delta+1}
$$

By defining

$$
y_{\max }:=\max \left\{y: \operatorname{wt}_{H}(x) \geq\binom{ y}{\ell+\Delta+1}\right\}
$$

we get that

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}, Y=y \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right]=0 \quad \text { if } y>y_{\max }
$$

and so

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right]=\sum_{y=0}^{y_{\text {max }}} \operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}, Y=y \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right]
$$

The only way for the transcript to be successful is that the set $I$ of challenged opened parties only contains honest parties, i.e. $I \subset \mathcal{H}$. Thus,

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}, Y=y\right] \leq \operatorname{Pr}[I \subset \mathcal{H} \mid I \subset D, Y=y]=\frac{\binom{y}{\ell}}{\binom{N^{\prime}}{\ell}}
$$

We deduce

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \sum_{y=0}^{y_{\text {max }}} \frac{\binom{y}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot \operatorname{Pr}^{\prime}\left[Y=y \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \frac{\binom{y_{\text {max }}}{\ell}}{\binom{N^{\prime}}{\ell}}
$$

Since $\mathrm{wt}(x)$ is a non-negative integer, we have $y_{\max } \geq \ell$. Let us consider three cases:

Case 1: $y_{\max }=\ell+\Delta$, it means that $\mathrm{wt}(x)=0$, then

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \frac{\binom{y_{\max }}{\ell}}{\binom{N^{\prime}}{\ell}}=\frac{\binom{\ell+\Delta}{\ell}}{\binom{N^{\prime}}{\ell}}=\frac{\mathrm{wt}_{H}(x) \cdot\binom{\ell+\Delta}{\ell-1}+\binom{\ell+\Delta}{\ell}}{\binom{N^{\prime}}{\ell}}
$$

Case 2: $y_{\max }=\ell+\Delta+1$, it means that $\mathrm{wt}(x) \geq 1$, then

$$
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \frac{\binom{y_{\max }}{\ell}}{\binom{N^{\prime}}{\ell}}=\frac{\binom{\ell+\Delta+1}{\ell}}{\binom{N^{\prime}}{\ell}} \leq \frac{\mathrm{wt}_{H}(x) \cdot\binom{\ell+\Delta}{\ell-1}+\binom{\ell+\Delta}{\ell}}{\binom{N^{\prime}}{\ell}}
$$

since $\binom{\ell+\Delta+1}{\ell}=\binom{\ell+\Delta}{\ell-1}+\binom{\ell+\Delta}{\ell}$.
Case 3: $y_{\max }^{\ell} \geq \ell+\Delta+2$, then

$$
\begin{aligned}
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] & \leq \frac{\binom{y_{\max }}{\ell}}{\binom{N^{\prime}}{\ell}}=\frac{\binom{\ell+\Delta+1}{\ell}}{\binom{y_{\max }-\ell}{\Delta+1}} \cdot \frac{\binom{y_{\max }}{\ell+\Delta+1}}{\binom{N^{\prime}}{\ell}} \\
& \leq \frac{\binom{\ell+\Delta+1}{\ell}}{\binom{y_{\max }-\ell}{\Delta+1}} \cdot \frac{\mathrm{wt}_{H}(x)}{\binom{N^{\prime}}{\ell}} \leq \frac{\binom{\ell+\Delta+1}{\ell}}{\Delta+2} \cdot \frac{\mathrm{wt}_{H}(x)}{\binom{N^{\prime}}{\ell}} \\
& \leq \frac{\mathrm{wt}_{H}(x) \cdot\binom{\ell+\Delta}{\ell-1}+\binom{\ell+\Delta}{\ell}}{\binom{N^{\prime}}{\ell}} .
\end{aligned}
$$

The last inequality can be prove using Lemma 5 since

$$
\binom{\ell+\Delta+1}{\ell}=\binom{\ell+\Delta}{\ell-1}+\binom{\ell+\Delta}{\ell}
$$

In any case, we have the relation

$$
\begin{equation*}
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \leq \frac{\mathrm{wt}_{H}(x) \cdot\binom{\ell+\Delta}{\ell-1}+\binom{\ell+\Delta}{\ell}}{\binom{N^{\prime}}{\ell}} \tag{9}
\end{equation*}
$$

for any $x \in\{0,1\}^{|\mathcal{J}|}$. And so, we have

$$
\begin{array}{rlr}
\operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}}\right] & =\sum_{x \in\{0,1\} \mathcal{J}} \operatorname{Pr}^{\prime}\left[\operatorname{succ}_{\tilde{\mathcal{P}}} \mid\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \cdot \operatorname{Pr}^{\prime}\left[\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] \\
& \leq \sum_{x \in\{0,1\} \mathcal{J}} \frac{\mathrm{wt}_{H}(x) \cdot\binom{\ell+\Delta}{\ell-1}+\binom{\ell+\Delta}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot \operatorname{Pr}^{\prime}\left[\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] & \text { using } 9] \\
& =\frac{\binom{\ell+\Delta}{\ell}}{\binom{N^{\prime}}{\ell}}+\frac{\binom{\ell+\Delta}{\ell-1}}{\binom{N^{\prime}}{\ell}} \cdot \sum_{x \in\{0,1\} \mathcal{J}} \mathrm{wt}_{H}(x) \cdot \operatorname{Pr}^{\prime}\left[\left\{A_{J}^{x_{J}}\right\}_{J \in \mathcal{J}}\right] & \text { using Lemma } 4 \\
& \leq \frac{\binom{\ell+\Delta}{\ell}}{\binom{N^{\prime}}{\ell}}+\frac{\binom{\ell+\Delta}{\ell-1}}{\binom{N^{\prime}}{\ell}} \cdot \sum_{J \in J} \operatorname{Pr}^{\prime}\left[E_{J}\right] & \text { using Lemma } 4 \\
& \leq \frac{\binom{\ell+\Delta}{\ell}}{\binom{N^{\prime}}{\ell}}+\frac{\binom{\ell+\Delta}{\ell-1}}{\binom{N^{\prime}}{\ell}} \cdot|\mathcal{J}| \cdot p \\
& =\frac{\binom{N}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot(\begin{array}{c}
\binom{\ell+\Delta}{\ell} \\
\binom{N}{\ell}
\end{array}+\frac{\binom{\ell+\Delta}{\ell-1}}{\binom{N}{\ell}} \cdot \underbrace{\binom{N}{\ell+\Delta+1}}_{\left.\begin{array}{c}
N^{\prime} \\
\ell+\Delta+1
\end{array}\right)}) \leq \frac{\binom{N}{\ell}}{\binom{N^{\prime}}{\ell}} \cdot \varepsilon
\end{array}
$$

since

$$
\begin{aligned}
\frac{\binom{\ell+\Delta}{\ell-1}\binom{N}{\ell+\Delta+1}}{\binom{N}{\ell}} & =\frac{N!\cdot(\ell+\Delta)!\cdot \ell!\cdot(N-\ell)!}{N!\cdot(\ell+\Delta+1)!\cdot(\ell-1)!(N-\ell-\delta-1)!(\Delta+1)!} \\
& =\frac{\ell}{\ell+\Delta+1}\binom{N-\ell}{\Delta+1}
\end{aligned}
$$

Thus we obtain the desired inequality (2).

## E. 2 Building of the extractor

Since Equation 8 proved in the previous subsection and Equation 2 proved in the case of threshold scheme (Section D.1) are the same, we can use the extractor $\mathcal{E}$ described in Appendix D.2


[^0]:    ${ }^{3}$ Usually, $\llbracket b \rrbracket$ is chosen as $(b, 0, \ldots, 0)$ in the case of the additive sharing.

[^1]:    ${ }^{4}$ The Shamir's secret sharing over a field $\mathbb{F}$ can have at most $|\mathbb{F}|-1$ shares (one share by non-zero evaluation point), but we can have an additional share by defining it as the leading coefficient of the underlying polynomial (i.e. using the point at infinity as evaluation point).

[^2]:    ${ }^{5}$ In Limbo, the challenge is of the form $\left\{r_{i}\right\}_{i=1}^{m}:=\left\{r^{i}\right\}_{i=1}^{m}$ for a random $r \in \mathbb{F}$.

