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Abstract

The longest-chain paradigm introduced by the Bitcoin protocol allows Byzantine consensus
with fluctuating participation where nodes can spontaneously become active and inactive any-
time. Since then, there have been several follow-up works that aim to achieve similar guarantees
without Bitcoin’s computationally expensive proof of work. However, existing solutions do not
fully inherit Bitcoin’s dynamic participation support. Specifically, they have to assume mali-
cious nodes are always active, i.e., no late joining or leaving is allowed for malicious nodes, due
to a problem known as costless simulation. Another problem of Bitcoin is its notoriously large
latency. A series of works try to improve the latency while supporting dynamic participation.
The work of Momose-Ren (CCS 2022) eventually achieved constant latency, but its concrete
latency is still large. This work addresses both of these problems by presenting a protocol that
has 3 round latency, tolerates one-third malicious nodes, and allows fully dynamic participation
of both honest and malicious nodes. We also present a protocol with 2 round latency with
slightly lower fault tolerance.

1 Introduction

Byzantine consensus [22], a decade-old problem in distributed computing and cryptography, allows
a group of nodes to reach an agreement in the presence of corrupted participants. Classic consensus
research has focused on the static participation model where every honest node is assumed to be
always online [22, 12, 5, 15, 13, 6]. Recently, due to the rise of cryptocurrencies, Byzantine consensus
has been studied under the dynamic and unknown participation model, where nodes can become
active and inactive at any time. The celebrated Bitcoin protocol [27], with its underlying longest-
chain paradigm, is the first consensus protocol that supports dynamic participation. Since then,
there have been many efforts to improve or generalize the longest-chain paradigm [28, 10, 8]; there
have also been works that extend classic quorum-based consensus protocols to the dynamic and
unknown participation model [20, 18, 26].

Constraints on dynamic participation. However, all existing solutions fall short of achieving
fully dynamic participation like Bitcoin does. The dynamic participation in Bitcoin is natural and
elegant: both honest nodes and malicious nodes can fluctuate dynamically as long as we have an
honest majority. However, once we remove Bitcoin’s computationally expensive proof-of-work, we
lose an important feature that computation effort is not reusable. Without proof-of-work existing
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protocols assume that faulty nodes are always active [28, 26, 9]. In other words, faulty nodes cannot
dynamically leave or join the system at all. This assumption is hard to justify in practice. Suppose
only dozens of nodes are active at the beginning, but a million nodes are active a few years later
when a system becomes popular. At that later time, the above protocols still require that only
dozens of nodes are faulty out of the one million nodes!

The difficulty in handling faulty nodes’ fluctuation is due to a problem called costless simula-
tion [11]. To elaborate, when a faulty node becomes active, it can pretend to have always been
active in the past. It can fabricate messages that were supposed to be sent when it was not active
and try to alter the consensus results in the past. For example, this directly affects the safety of
proof-of-stake longest-chain protocols as faulty nodes can create a longer chain than the honest
one retroactively, using the stake (and the voting power that comes with it) they had before they
became active.

Besides such a “backward” simulation, faulty nodes can also engage in “forward” simulation by
giving their secret keys to other faulty nodes before going inactive. This way, other faulty nodes
that are active in the future can send messages on their behalf, and it is as if those faulty nodes
never went inactive. Some works incorporate strong assumptions such as verifiable delay functions
(VDF) [11] or a trusted list of participants [8, 10] to defeat backward simulation. But even these
strong assumptions do not help prevent forward simulation.

We also point out that some prior works, especially the ones with improved efficiency, do not
even support fully dynamic participation of honest nodes [18, 26]. Goyal et al. require a minimum
number (linear in the security parameter) of nodes to be active at all times. The work of Momose-
Ren requires the number of honest nodes to eventually stabilize in order to make progress.

The primary goal of this work is to support fully dynamic participation of both honest and
faulty nodes without the enormous energy consumption of proof-of-work.

Long latency. Another drawback of existing solutions is the long latency. Longest-chain consensus
protocols have long latency because their latency depends on the security parameters (and some
other factors). There have been significant efforts to remove these dependencies [4, 16, 24, 18],
eventually leading to the work of Momose-Ren [26] which achieves O(∆) latency (∆ is the bound
on communication delay). Despite being asymptotically optimal, the concrete latency in Momose-
Ren is still quite large, at least 16∆, whereas classic BFT protocols (without dynamic participation
support) can make decisions in as low as ∆ time [2].

Main result. This work addresses both of the above problems. Concretely, the consensus problem
we study is Byzantine atomic broadcast [7], the underlying problem of blockchain, where nodes agree
on a sequence of values (i.e., a ledger). As for the model, our starting point is the sleepy model
of Pass-Shi [28]. The original sleepy model assumes that the number of active honest nodes can
fluctuate dynamically at the adversary’s control, but all faulty nodes are always awake. We extend
the model to allow the number of faulty nodes to fluctuate as well, which we call the sleepy model
with fluctuating adversary. Our main result below supports fully dynamic participation of both
honest nodes and faulty nodes and achieves a concretely small latency while sacrificing the fault
tolerance.

Theorem 1 (informal). Assuming authenticated channels and verifiable random functions (VRF),
there exists a Byzantine atomic broadcast protocol in the sleepy model with fluctuating adversary
with (best-case) 3∆ latency that allows less than 1/3 of active nodes at any time to be faulty.
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Here, we assume authenticated channels do not deliver any stale messages (formalized in Sec-
tion 3). Thus, faulty nodes cannot send future messages unless they are active at that future
time.

In practice, authenticated channels are usually established using a public key infrastructure
(PKI) and digital signatures. Thus, digital signatures plus PKI is traditionally considered to be
a stronger assumption than authenticated channels. Observe that Byzantine consensus in the
authenticated channels (without signatures) tolerates less than one-third of Byzantine faults [22];
with signatures, the fault tolerance can be up to one-half or even 99% [12].

However, the situation is quite different in the sleepy model. In the sleepy model, authenticated
channels are stronger in some ways than digital signatures plus PKI. With the latter, it seems
hard (if not impossible) to defeat forward simulation. A faulty node can give its secret key to the
adversary (or other faulty nodes) before going to sleep, allowing the adversary to act on its behalf
after it goes to sleep. It is then as if that faulty node never left.

Because of this, under the PKI settings, we have to consider a slightly weaker adversary. Specif-
ically, our protocol allows an increasing number of faulty nodes but they are not allowed to go from
active to inactive. We call it the sleepy model with growing adversary. In other words, we cannot
handle forward simulation but can still handle backward simulation. Under this model, we show
the following result:

Theorem 2 (informal). Assuming digital signatures, public key infrastructure (PKI), and verifiable
random functions (VRF), there exists a Byzantine atomic broadcast protocol in the sleepy model
with growing adversary with (best-case) 3∆ latency that allows less than 1/3 of active nodes at any
time to be faulty.

In fact, we believe the downgrade to the growing adversary can be an artifact in the modeling
itself. In practice, even malicious nodes are mutually distrustful and would not share keys with
each other. If we have a way to formally model faulty nodes going to sleep without giving away
their secret keys, then our protocol will likely work fine against fluctuating faulty nodes. We leave
this direction to future work.

Technical overview. We now explain at a high level how we address the two problems above.
Our starting point is the protocol by Momose-Ren [26], which is constructed in two steps: they
first construct a graded agreement (GA) subroutine [14, 19, 1, 25] in the sleepy model. The second
step uses the GA to build an atomic broadcast.

First, by slightly sacrificing the fault tolerance from 1/2 to 1/3, we design an extremely simple
GA with one round of communication. Our technique somewhat resembles the reliable broadcast
protocol of Khanchandani-Wattenhofer [20], though their work is presented in an unknown but
static participation model. Notably, our GA protocol is secure without digital signatures (assuming
authenticated channel), and hence trivially defeats forward simulation (as there is no secret key to
reveal).

However, this is not the end of the story. Näıvely plugging the one-round GA into the Momose-
Ren atomic broadcast does not work for either of the two settings above. To delve deeper into
the issue, the atomic broadcast of Momose-Ren is composed of sequential invocations of GA where
all past GAs potentially affect the current decision. In the case of authenticated channels without
digital signatures, messages from past rounds (and hence the results of past GAs) cannot be reliably
recovered. In the PKI plus signature case, past signed messages can be recovered, but this allows
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faulty nodes to concoct messages of past rounds (back when they were inactive), again opening up
the vulnerability of backward simulation.

The main technical contribution of this work is to construct an atomic broadcast protocol in
which only the messages from the immediate last round have an impact on the current round.
The outcome is a remarkably simple protocol consisting of only two single-round GA instances per
decision. This is also how we get a significant latency improvement over the five-GA construction
of Momose-Ren.

Additional advantages and assumption. In addition to the two highlighted features, our
protocol has several other advantages over the state-of-the-art protocol of Momose-Ren [26]. First,
communication cost per decision is reduced from cubic to quadratic in the number of active nodes.
Another advantage of our protocol is that it has perfect safety (with authenticated channels),
whereas all previous protocols, longest-chain and sleepy BFT alike, only guarantee safety with
overwhelming probability.

Towards optimal latency. After giving the two results above, we explore further latency reduc-
tion towards optimal latency. It is easy to show that any protocol in the sleepy model cannot make
a decision in less than ∆ time (Appendix A). With this lower bound in mind, we show the following
result:

Theorem 3 (informal). Assuming digital signature and public-key infrastructure (PKI) a verifiable
random function (VRF), there exists a Byzantine atomic broadcast protocol in the sleepy model with
growing adversary with (best-case) 2∆ latency that tolerates up to 1/4 of active nodes being faulty.

The one-round latency improvement is attributed to reducing the number of GA invocations
from 2 to 1. Intuitively, our first protocol (and Momose-Ren) implements a three-graded agree-
ment with two invocations of a standard two-graded agreement. Our key insight is that further
downgrading the fault tolerance to 1/4 allows us to achieve a three-graded agreement in one round
of communication.

To summarize, this paper presents two protocols as follows:

1. Byzantine atomic broadcast with 3∆ latency and 1/3 fault tolerance (Section 5), which is
built on a graded agreement (Section 4)

2. Byzantine atomic broadcast with 2∆ latency and 1/4 fault tolerance (Section 6).

2 Related Work

Byzantine consensus has been studied for a few decades, mostly in the static and known partic-
ipation model [22, 12, 5, 15, 13, 6]. The Bitcoin protocol [27] inspired a new area of research in
Byzantine consensus that considers unknown and dynamic participation. The unknown and dy-
namic participation model was later formalized as the sleepy model [28]. Below, we review the
related works in sleepy consensus research.

Longest-chain paradigm. Early research on sleepy consensus naturally adopted Bitcoin’s longest-
chain paradigm. A number of works generalized the longest-chain paradigm by replacing the com-
putationally expensive proof-of-work with proof-of-stake [28, 21, 3, 8]. A major drawback of a
longest-chain protocol is its long latency. Specifically, a plain longest-chain protocol (e.g., Bitcoin)

4



has a latency of O(κ∆γ ) where κ is the desired security level, γ is the active participation level (i.e.,
the fraction of active nodes compared to the total nodes), and ∆ is the bound on network delay. A
number of works try to remove some of the factors that lead to the long latency. Prism [4], Parallel
Chain [16], and Taiji [24] remove the dependency on κ using many parallel instances of longest
chains, but could not remove the dependency on γ. A recent work by Deb et al. [11] achieves O(∆)
latency under optimistic conditions where the participation level is high, but it still has the same
latency as a longest-chain protocol with low participation

The classic BFT paradigm. Another line of work tries to adapt the classic BFT paradigm from
the traditional known and static participation model to the sleepy model. Goyal et al. [18] removes
the dependency on γ by extending Algorand [17], but the dependency on κ remains. Besides,
due to the use of a static quorum threshold, it places a constraint on honest nodes’ fluctuation;
it requires Ω(κ) awake honest nodes at all times. This was resolved in Momose-Ren [26] using
dynamic quorum thresholds that adapt to the actual level of participation. Momose-Ren [26] also
removes the latency’s dependencies on both the security parameter κ and actual participation level
γ to achieve O(∆) latency. But their concrete latency is still quite high, at least 16∆. Moreover, the
liveness of their protocol is only guaranteed when participation is stable for long enough periods.
We also mention the work of Khanchandani-Wattenhofer [20]. While their protocols assume an
unknown but static participation model, some of their techniques seem applicable to the unknown
and dynamic participation model.

3 Model and Preliminaries

We study Byzantine atomic broadcast problem in the sleepy model. We consider a system of N
total nodes communicating over a synchronous network (note that network synchrony is necessary
in the sleepy model [28]). We use ∆ to denote the bound on communication delay. For simplicity,
we assume a completely synchronous clock, i.e., nodes have access to a common global clock. We
can extend our results to a model with bounded clock skew by applying the round transformation
technique in [26] (with a slight latency increase).

The adversary is adaptive and can corrupt nodes at any time. Faulty nodes are Byzantine
and deviate from the protocol arbitrarily. Non-faulty nodes are said to be honest and behave as
instructed by the protocol.

Sleepy model. The original sleepy model is introduced by Pass and Shi [28]. A node is in one of
two states: awake or asleep. Awake nodes actively participate in the execution, while asleep nodes
neither execute any code nor send/receive any message. The number of awake nodes at each time t
is denoted 0 < nt ≤ N ; The status of each node can change at the adversary’s control without any
advance notice. As for the faulty nodes’ dynamic participation, we consider two types of adversarial
assumptions.

1. Fluctuating adversary. faulty nodes can wake up and go to sleep at any time.

2. Growing adversary. Asleep faulty nodes can become awake but cannot go back to sleep
ever after. In other words, awake faulty nodes are non-decreasing.

Our protocols tolerate one of the adversaries above depending on the communication model.
With authenticated channels, we tolerate the fluctuating adversary. With digital signature with
PKI, we tolerate the growing adversary.
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1. Authenticated channels. Each pair of nodes has an independent bidirectional channel to
which no other nodes can send any message. If an awake node p sends a message x at time
t to another node q who is awake at time t + ∆, then q will receive x by time t + ∆. We
also assume any message not received within ∆ will be lost including those from faulty nodes.
Therefore, even faulty nodes cannot send any future message unless it is awake in the future
time.

2. Digital signature with PKI. Communication channels are unauthenticated, i.e., no one
knows the origin of any message, but each node has access to digital signature with public-key
infrastructure (PKI). In this case, messages failed to be received can be transferred by other
awake nodes. So, we assume (for simplicity) messages not received within ∆ are not lost and
delivered later (this is also assumed in the original sleepy model [28]). More precisely, if an
awake node p sends a message x at time t to another node q who is awake at time t′ ≥ t+∆,
then q will receive x by time t′. In practice, only messages with necessary information must
be recovered; We will discuss this later in this paper (Section 7).

In both cases, we use ⟨x⟩p to denote a message from p. In the former case, it simply means the
message is sent by p. In the latter case, it is a message signed by p’s secret key.

Fault threshold. We define the fault threshold in the following way. Let Ft be the set of faulty
nodes at time t, and let ft,T = | ∪t≤τ≤t+T Fτ |, i.e., ft,T is the total number of faulty nodes that are
ever awake at some point during the time interval [t, t + T ]. Section 4 and 5 assume ft,∆ < nt/3
for any t. Section 6 assumes ft,2∆ < nt/4 for any t. In other words, our fault threshold condition
requires that the number of faulty nodes that are ever awake in an interval of length ∆ (or 2∆) is
less than one-third (or one-fouth) of the total number of awake nodes at a given point in time. We
will explain why the fault threshold is defined this way in Section 4. For now, we remark that the
way we define fault threshold is a little stronger than what the Bitcoin protocol assumes. Bitcoin
simply requires a minority fault at any time (no time interval required) — which can be thought
of as ft,0 < nt/2 (again this is because computation effort is not reusable in proof-of-work). But
all prior works on sleep consensus [28, 18, 26] require the much stronger assumption that all faulty
nodes are always awake — essentially ft,∞ < nt/2.

Byzantine atomic broadcast. Byzantine atomic broadcast allows nodes to agree on a growing
sequence of values [x0, x1, x2, ...] called a log such that:

1. Safety. If two honest nodes decide logs [x0, x1, .., xj ] and [x′0, x
′
1, .., x

′
j′ ], then xi = x′i for all

i ≤ min(j, j′).

2. Liveness. If an honest node inputs a value x, then there exists a time t such that all honest
nodes awake at t decide a log containing x.

Here, we do not care what the values are. It might be from a finite class depending on the
application built on top of the atomic broadcast.

Log format. For simplicity, we assume values input by nodes are batched into a block. A log is
represented as an ordered set of blocks [b1, b2, .., bk]. We say a log Λ extends Λ′ if Λ′ is a prefix of
Λ. We say two logs conflict if they do not extend one another.

Verifiable random function. We use verifiable random function (VRF) for liveness. Each node
p with its secret key can evaluate (ρ, π)← VRFp(µ) on any input µ. The output is a deterministic
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pseudorandom value ρ along with a proof π. Using π and the public key of node p, anyone can
verify whether ρ is a correct evaluation of VRFp on input µ.

4 Graded Agreement with 1/3 Fault Tolerance

This section presents a graded agreement (GA) tolerating ft,∆ < nt/3 faulty nodes.

Graded agreement. Graded agreement (GA) is a weak form of agreement problem that has been
used widely (either implicitly or explicitly) as a stepping stone to full consensus. At the beginning
of the GA protocol, nodes input logs1; at the end of the protocol, each node outputs a set of logs,
with each log assigned a grade bit. Informally, it provides the following guarantees:

1. Graded consistency. If an honest node outputs a log with grade 1, then all honest nodes
output the log with at least grade 0.

2. Integrity. If an honest node outputs a log with any grade, then there exists an honest node
that inputs the log.

3. Validity. Nodes output with grade 1 the longest common prefix among honest nodes’ input
logs.

4. Uniqueness. If an honest node outputs a log with grade 1, then no honest node outputs any
conflicting log with grade 1.

5. Bounded divergence. Each honest node outputs at most 2 conflicting logs (of course with
grade 0).

We remark that our GA definition above is a little weaker than the standard GA definition in
which each node outputs only one value (and hence uniqueness and bounded divergence hold by
definition in standard GA). Both properties are useful to our atomic broadcast construction (see
more in Section 5).

Our protocol. Our GA protocol is described in Figure 1. It takes one round of communication.
At the beginning of the round (time t = 0), awake nodes vote for their own input logs. At the end
of the round (time t = ∆), awake nodes tally votes, and decide the outputs. Here, note that a node
does not know the actual participation level (i.e., how many nodes are awake), and furthermore,
different nodes can hear from different sets of nodes. So, each node makes a decision based on its
own perceived participation. If a log is voted by more than 2/3 of voters (the node hears from),
the node outputs the log with grade 1; and if the log is voted by more than 1/3 but less than 2/3
of voters, then the node outputs the log with grade 0. Here, a vote for a log is also considered as
vote for all its prefixes. Also, votes for different logs from the same node (an obvious Byzantine
behavior) are simply ignored. Note that the set of nodes awake at the beginning of a round may
be different from the set of nodes awake at the end of a round.

Proof sketch. This simple protocol achieves the above-mentioned properties by the following
logic. First, although the number of voters is unknown, more than 2/3 of voters are honest and
every honest node hears from them; validity holds. If > 2/3 of voters (that a node hears from) vote

1GAs are usually defined on a single value, but we define it on logs
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for the same log, all other nodes at least receive votes for the log from > 1/3 of voters (that they
hear from); graded consistency holds. Moreover, these > 1/3 voters are in fact honest, so no other
log can collect > 2/3 votes; uniqueness holds. Integrity follows from the fact that > 1/3 of voters
must include one honest node. Finally, as different vote messages from the same node are ignored,
bounded divergence holds.

Remark on fault threshold. Recall we define the fault threshold slightly differently from the
most straightforward way (see Section 3). This is due to a subtle technical reason. Counting faulty
nodes in a time interval makes sure a large enough fraction of voters are honest nodes. Otherwise,
faulty nodes could be replaced arbitrarily many times during one round of voting, and could easily
outnumber honest nodes. To elaborate, suppose the fault threshold is simply defined for each point
in time without using an interval, e.g. ft < nt/3 for all t. Then, an adversary can launch the
following attack: a faulty node wakes up, votes, and goes to sleep immediately; then another faulty
node wakes up, votes, and goes to sleep immediately; and this process repeats arbitrarily many
times. This way, at no point in time did the adversary have many faulty nodes awake, but the total
number of faulty votes that can be produced this way is arbitrarily large and easily outnumbers
the honest nodes.

Node p runs the following algorithm if it is awake at time t.

1. time t = 0. Send ⟨vote,Λ⟩p where Λ is the input log.

2. time t = ∆. Tally vote messages and decides the outputs as follows. Let m be the number
of vote messages received.

(a) For any Λ voted by > 2m/3 nodes, output (Λ, 1)

(b) For any Λ voted by > m/3 nodes (but ≤ 2m/3), output (Λ, 0)

Here, if Λ′ extends Λ, then ⟨vote,Λ′⟩ is also counted as a vote for Λ. Two different vote messages
from the same node are ignored.

Figure 1: GA: our graded agreement protocol

4.1 Correctness Proof

Our GA protocol provides the following formal guarantees. Note that all of the proofs below hold
assuming either authenticated channels or digital signatures plus PKI.

Lemma 1 (graded consistency). If an honest node outputs (Λ, 1), then all honest nodes awake at
time t = ∆ output (Λ, ∗)

Proof. Suppose an honest node p outputs (Λ, 1), then it sees more than 2m/3 votes for Λ where
m is the number of vote messages p receives by time t = ∆. Let n be the number of nodes awake
at time t = 0. Then, more than 2n/3 honest nodes are awake at time t = 0, and these nodes will
vote. Given the way we define the fault threshold, there are less than n/3 faulty nodes that are
ever awake during the time interval [0,∆]. Thus, the m messages p receives consist of h > 2n/3
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messages from honest nodes and α < n/3 messages from faulty nodes. By the same argument,
another honest node q awake at time t = ∆ receives m′ = h+α′ messages where α′ < n/3 messages
are from faulty nodes. Now, the number of vote messages for Λ that p receives from honest nodes
is more than

2m/3− α = 2(h+ α)/3− α = 2h/3− α/3

> h/3 + α′/3 = m′/3.

The inequality step uses the fact that h > α + α′. These honest nodes must also send the same
vote messages to q. Therefore, out of the m′ votes q receives, > m′/3 votes are for Λ, and output
(Λ, ∗).

Lemma 2 (integrity). If an honest node outputs (Λ, ∗), then at least an honest node inputs a log
that extends Λ.

Proof. Suppose an honest node p outputs (Λ, ∗), then it sees > m/3 votes for Λ where m is the
number of vote messages p receives by time t = ∆. The m messages include h > 2n/3 messages
from honest nodes and α < n/3 messages from faulty nodes, where n is the number of nodes awake
at time t = 0. So the number of vote messages voting for Λ that p receives from honest nodes is
more than

m/3− α = (h+ α)/3− α = (h− 2α)/3 > 0.

This implies at least one honest node must have input a log that extends Λ.

Lemma 3 (validity). Let Λ be the longest common prefix of honest nodes’ inputs. Then all honest
nodes awake at t = ∆ output (Λ, 1).

Proof. Let m be the number of messages an honest node p awake at time t = ∆ receives. The
m messages consist of h > 2n/3 messages from honest nodes and α < n/3 messages from faulty
nodes, where n is the number of nodes awake at time t = 0. As all h honest nodes awake at time
t = 0 must vote for Λ, p must receive h > 2m/3 votes for Λ, and output (Λ, 1).

Lemma 4 (uniqueness). If an honest node outputs (Λ, 1) and another honest node outputs (Λ′, 1),
then B and Λ′ do not conflict with each other.

Proof. Suppose an honest node p outputs (Λ, 1), then it sees > 2m/3 votes for Λ where m is the
number of vote messages p receives. By the same logic in the proof of graded consistency, we have
that out of the m′ votes received by an honest node q awake at t = ∆, > m′/3 votes are for Λ and
come from honest nodes. So q cannot see more than 2m′/3 votes for a log conflicting with Λ and
cannot output such a log with grade 1.

Lemma 5 (bounded divergence). Each honest node outputs (with grade 0) at most two conflicting
logs.

Proof. In order to be an output, a log must be voted by > m/3 nodes out of the m votes received.
Recall that conflicting vote messages from the same node are ignored. Thus, each node outputs at
most two conflicting logs.
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5 Atomic Broadcast with 1/3 Fault Tolerance

This section presents an atomic broadcast protocol building on the GA protocol described in Sec-
tion 4. Our protocol tolerates ft,∆ < nt/3 faulty nodes controlled by either a fluctuating or a
growing adversary (depending on the communication model).

View-based execution. Our protocol is described in Figure 2. Time is divided into views. Each
view lasts 2∆ time, but the first view (view 0) lasts only ∆. Thus, view v ≥ 1 starts at time
(2v − 1)∆. For convenience, we also say “time t = τ of view v” to refer to time t = (2v − 1)∆+ τ .

Propose. Nodes propose logs for view v in the second round of view v − 1 (i.e., time [∆, 2∆] of
view v − 1). They also include VRF evaluation on the view number VRFp(v) in their proposals,
which work as leader election lotteries. At the beginning of view v (time 0 of view v), a node
chooses a proposal with the highest valid VRF evaluation and treats the node who sent it as the
leader. The very first view v = 0 serves only as the “propose” step for view v = 1, which is why it
takes ∆.

Decide A log is decided after two sequential invocations of GA. A node inputs the leader’s log to
the first GA (denoted GAv,1) at time 0. An output log by the first GA with grade 1 is input to the
second GA (denoted GAv,2) at time ∆. Recall that GA always outputs a (possibly empty) log with
grade 1 (by validity). Finally, an output log by the second GA with grade 1 is decided at time 2∆.
The two GA invocations also update two key variables respectively: Cv and Lv, which stand for
“candidate” and “lock”, respectively. We explain how they help achieve safety and liveness below.

1. Safety. Lv is set to the longest log that GAv,2 outputs (with either grade 0 or 1). Lv is then
used to perform a consistency check on a proposed log at time 0 of the next view (view v+1).
A log is input to GAv+1,1 only if it does not conflict with Lv, i.e., the node “locks” on the
log. If a log Λ is decided, all honest nodes update Lv to be Λ (due to graded consistency and
uniqueness). So no honest node will input a log conflicting with Λ to GA in the next view,
and any decision will be consistent with Λ (due to the integrity of GA).

2. Liveness. Cv is set to the longest log that GAv,1 outputs (with either grade 0 or 1). Each
node proposes a log extending Cv, i.e., a “candidate” for the next decision. In order for an
honest leader’s proposal to get decided, the honest leader’s “candidate” Cv must be consistent
with honest nodes’ locks Lv−1; Otherwise, it cannot pass the consistency check. We will show
this ”good” event happens with probability at least 1/2.

A key feature of our protocol is that every step of the protocol depends only on the immediate
last round. More concretely, at time t = 0, an input to GAv,1 depends only on the propose messages
and vote messages (from GAv−1,2) sent during [∆, 2∆] of view v − 1. Likewise, at time t = ∆, an
input to GAv,2 depends only on the vote messages (from GAv,1) sent during [0,∆] of view v. This
feature is critical to supporting a fluctuating or growing adversary. First of all, this is necessary
when we assume authenticated channels where messages are lost after one round (∆ time). When
we assume digital signatures and PKI in case of a growing adversary, this feature allows us to
tolerate backward simulation because faulty nodes who fabricate messages of past rounds now have
no influence on the current actions of honest nodes.
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L0 and C0 are defined as an empty log []. Node p runs the following algorithm if it is awake at
time t. View 0 lasts ∆ time. At time t = 0 of view 0, send ⟨propose,Λ,VRFp(1)⟩p to propose the
first log Λ := [b]. All later views v ≥ 1 each takes 2∆ and work as follows.

1. time t = 0. Start GAv,1; The input is a log in the propose message with the largest valid
VRF on v that does not conflict with Lv−1.

2. time t = ∆.

• Start GAv,2; The input is the longest log Λ such that GAv,1 outputs (Λ, 1).

• Let Cv be the longest log C such that GAv,1 outputs (C, ∗). (If there are two such
C, pick one at random.) Then, send ⟨propose,Λ′,VRFp(v + 1)⟩p where the new log is
Λ′ := b | Cv.

3. time t = 2∆.

• If GAv,2 outputs (Λ, 1), decide Λ.

• Set Lv to the longest log Λ′ such that GAv,2 outputs (Λ′, ∗).

Note that t = 2∆ of view v matches t = 0 of view v + 1.

Figure 2: Atomic broadcast with 1/3 fault tolerance and 3∆ latency

5.1 Correctness Proof

We prove safety and liveness of our protocol.

Lemma 6 (safety). If two honest nodes decide logs Λ and Λ′, then Λ and Λ′ do not conflict with
each other.

Proof. Without loss of generality, suppose Λ is decided in view v and Λ′ is decided in view v′ ≥ v.
The honest node who decides Λ must have output (Λ, 1) in GAv,2. If v = v′, then the lemma follows
from the uniqueness of GAv,2. So we consider v′ > v. Due to graded consistency of GAv,2, any
honest node p awake at time t = 2∆ of view v must have output (Λ, ∗) in GAv,2. We also observe
that p could not have output any log conflicting with Λ in GAv,2; otherwise, two conflicting logs
must have been output with grade 1 from GAv,1 by honest nodes, which violates GA uniqueness.
Therefore, p must have set Lv to a log extending Λ, and hence input to GAv+1,1 a log extending Λ.
Due to integrity, GAv+1,1, and inductively all later GAs, must output logs extending Λ. Hence, Λ′

must extend Λ.

Lemma 7 (liveness). If an honest node inputs a value x to the atomic broadcast protocol, then
there exists a time t such that all honest nodes awake at t decide a log containing x.

Proof. If an honest node has the highest VRF in view v, we call that node the honest leader. If
all honest nodes awake at time t = 0 of view v input to GAv,1 a log proposed by an honest leader,
then the log must be decided. The only reason an honest node does not input the leader’s proposal
to GAv,1 is that it conflicts with its lock L. We prove all awake honest node accept (i.e., input to
GAv,1) the leader’s proposal with probability more than 1/2.
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Let Λ be the longest log among the locks (i.e., variable Lv−1) of honest nodes awake at time t = 0
of view v. Then, there exists an honest node p who outputs (Λ, ∗) from GAv−1,2. Then, at least an
honest node q must have input to GAv,2 a log extending Λ after outputting (Λ, 1) in GAv−1,1. Due
to graded consistency, the leader must have output (Λ, 0) in GAv−1,1. Due to bounded divergence,
the leader outputs at most one other conflicting log from GAv−1,1. Therefore, with probability at
least 1/2, the leader proposes a log extending Λ. Due to uniqueness, all honest nodes awake at
time t = 0 of view v set their lock values Lv−1 to logs extending Λ (as we are assuming Λ is the
longest among them). Therefore, with probability at least 1/2, the leader’s proposal is accepted by
all honest nodes awake at time t = 0 of view v.

Now, as more than 3/4 of awake nodes are honest at all times, an honest leader exists in each
view with probability at least 3/8. Hence, a log is decided in each view with probability at least
3/8. All values input by honest nodes to the atomic broadcast are eventually included in a decided
log.

6 Atomic Broadcast with 1/4 fault tolerance

This section presents an atomic broadcast protocol with 2∆ latency that tolerates ft,2∆ < nt/4
faulty nodes controlled by the growing adversary. The protocol is described in Figure 3.

The basic structure of the protocol is very similar to our previous protocol in Figure 2. In each
view, logs are proposed by nodes along with VRFs, and an elected leader’s proposal is then voted
and decided after collecting enough votes. The difference is that only one voting round is used
instead of two (the two GA invocations) to reduce the latency of the protocol to 2∆.

To aid understanding, we point out the connection between the two protocols below. The pre-
vious protocol, in fact, implements a multi-graded agreement (in fact 3 grades) using two sequential
invocations of a single-graded agreement. We can re-interpret grade 0 of GA1 as grade 0, grade 0
of GA2 as grade 1, and grade 1 of GA2 as grade 2. Then, we have the following informal guarantee:
if an honest node outputs a value with grade g, then all honest nodes output that value with grade
g− 1. This property is the multi-graded version of graded consistency and we crucially relied on it
to achieve safety and liveness. The protocol in this section implements a multi-graded agreement
using a single voting round as follows: if a value is voted by 3/4 of voters, it is assigned grade
2; likewise, 1/2 votes result in grade 1, and 1/4 votes result in grade 0. It is not hard to verify
multi-graded consistency. Finally, as done in the previous protocol, a log is decided if it is assigned
grade 2, and logs with grades 1 and 0 updates Lv and Cv, respectively. We can then argue safety
and liveness in the same way.

6.1 Correctness Proof

Lemma 8 (safety). If two honest nodes decide Λ and Λ′, then Λ and Λ′ do not conflict with each
other.

Proof. Without loss of generality, suppose Λ is decided in view v and Λ′ is decided in view v′ ≥ v.
The node p who decides the log Λ must see votes for Λ from more than 3m/4 nodes (at time t = 2∆
of view v) where m is the number of vote messages of view v (i.e., ⟨vote, ∗, v⟩) that p received. The
m messages consist of h > 3n/4 messages from honest nodes and α < n/4 messages from faulty
nodes, where n is the number of awake nodes at time t = ∆ of view v. Similarly, another honest
node q awake at time t = ∆ of view v + 1 receives m′ = h+ α messages, out of which α′ messages
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L0 and C0 are defined as an empty log []. Each view v ≥ 0 takes 2∆. Note that t = 2∆ of view v
is also t = 0 of view v + 1. Node p runs the following algorithm at each time t if it is awake.

1. time t = 0. Send ⟨propose,Λ,VRFp(v)⟩p where the log is Λ := b | Cv−1.

2. time t = ∆.

• Let m be the number of ⟨vote, ∗, v − 1⟩ received. Set Lv−1 to longest log that is voted
by > m/2 nodes.

• Let Λ be the log in the propose message with the largest valid VRF on v that extends
Lv−1, or Λ := Lv−1 if no such block exists. Send ⟨vote,Λ, v⟩p.

3. time t = 2∆. Let m be the number of ⟨vote, ∗, v⟩ and update variables.

• Set Cv to the longest log that is voted by > m/4 nodes.

• Decide any log that is voted by > 3m/4 nodes.

If Λ′ extends Λ, then ⟨vote,Λ′⟩ is also counted as a vote for Λ. Two different vote messages from
the same node are ignored.

Figure 3: Atomic broadcast with 1/4 fault tolerance and 2∆ latency

are from faulty nodes. So the number of vote messages of view v voting for Λ that p receives from
honest nodes is

3m/4− α = 3(h+ α)/4− α = 3h/4− α/4

> h/2 + α′/2 = m′/2.

These honest nodes must also send the same vote messages to all other honest nodes. Therefore, q
also sees at least > m′/2 votes for Λ, and sets Lv to a log that extends Λ. The rest of the proof is
the same as that of Lemma 6.

Lemma 9 (liveness). If an honest node inputs a value x, then there exists a time t such that all
honest nodes awake at t decide a log containing x.

Proof. We prove all honest nodes awake at time t = ∆ of view v send vote for a log proposed by
an honest leader with probability 1/4; rest of the proof is the same as that of Lemma 7. Again,
the only reason an honest node p does not vote for an honest leader’s proposal is it conflicts with
its lock Lv−1. We prove all honest nodes awake at time t = ∆ of view v accept the honest leader’s
proposal with probability at least 1/3.

Let Λ be the longest log among the locks (i.e., value of Lv−1) of honest nodes awake at time
t = ∆ of view v. Then, there exists an honest node p who observes > m/2 votes for Λ; m is the
number of vote of view v (i.e., ⟨vote, ∗, v − 1⟩) p receives by time t = ∆ of view v, which include
h > 3n/4 messages from honest nodes and α < n/4 messages from faulty nodes, where n is the
number of awake nodes at time t = ∆ of view v − 1. Similarly, the honest leader (say q) receives
vote of view v from m′ nodes by time t = 0 of view v. The number of vote of view v for Λ that p
receives from honest nodes is

13



m/2− α = (h+ α)/2− α = h/2− α/2

> h/4 + α′/4 = m′/4.

These honest nodes must also send the same vote messages to all other honest nodes. Therefore,
the honest leader q observe > m′/4 votes for Λ. As two different vote messages of the same view
from the same node are ignored, the honest leader q observes > m′/4 votes for at most two logs
conflicting with Λ. Therefore, with probability at least 1/3, the honest leader q chooses to propose
a log extending Λ, and all honest nodes awake at time t = ∆ of view v accept the proposal.

7 Practical Recovery

Recall for the PKI setting, we have been assuming that messages are buffered for an arbitrarily
long time and delivered when recipients wake up (Section 3). This assumption is only made for
ease of presentation. In fact, the protocols in Section 4 and 5 do not even need this assumption.
The protocol in Section 6 uses a much weaker assumption: messages are buffered 2∆ time; this is
because vote messages sent in t = ∆ of view v are used to compute Lv in t = ∆ of the next view
v + 1. Thus, in theory, we can easily get rid of this assumption. However, an important point to
note is that our protocols presented thus far assume that every vote or propose message carries the
entire sequence of blocks in a log. This is impractical as the size of a log is unbounded. In practice,
these messages contain only a hash digest of the log, and the blocks in the log must be disseminated
separately. A node may be temporarily missing some blocks if it goes to sleep for some time during
the protocol. These blocks must be recovered from other awake nodes after it wakes up. For this
process, we can adopt the model formalized in [26]. Basically, there is a recovery period when an
honest node wakes up from its sleep; an honest node is considered awake only after it has recovered
the previously decided blocks from other nodes.

8 Conclusion

We have presented Byzantine atomic broadcast protocols in the sleepy model that have concretely
small (3∆ or 2∆) latency and tolerate fluctuating or growing faulty nodes’ participation. Our
protocols use messages from the immediate last round (or 2 rounds) to decide the next move, which
protects from costless simulation and allows us to handle faulty nodes’ dynamic participation. We
finalize this paper with a few open questions below:

Optimal latency. An interesting question is the tightness of the latency lower bound (i.e., ∆).
As a propose-then-vote style protocol necessarily takes 2 rounds, we have to make at least one of
these rounds independent of the ∆ waiting step, which is technically challenging.

Deterministic solution. Our protocol in Section 5 achieves perfect safety but it still uses ran-
domness (from VRF) and its liveness is not a perfect guarantee. It is an interesting open question
whether a deterministic protocol exists or not. We conjecture it is impossible to have a fully deter-
ministic protocol, and the impossibility proof for the permissionless model [23, 29] might be applied
to the sleepy model as well.
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Modeling a fluctuating adversary with PKI. Handling forward simulation in the PKI settings
is hard. In the real world, however, malicious nodes do not trust each other and are not willing
to reveal their secret keys before going down. It is interesting to formalize malicious nodes going
down while hiding their keys.
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A Latency Lower Bound

We show that any Byzantine atomic broadcast cannot make a decision (even in a good-case) in less
than ∆ time.

Definition of latency. We first need to define the latency in compliance with the measure applied
to our protocols. We say an atomic broadcast protocol has a latency of τ if the following holds:
If all honest nodes awake at time 0 receive a value x at time 0, all honest nodes decide x at a log
position by time τ with non-negligible probability.

With the definition above, we show the lower bound as follows. Note that it holds even for the
original sleepy model that does not allow faulty nodes’ dynamic participation.

Theorem 4. There does not exist a Byzantine atomic broadcast protocol in the sleepy model that
has a latency of less than ∆.

The proof basically follows the proof of the necessity of a message delay upper bound ∆ in [28].

Proof. Suppose, for contradiction, there exists such a protocol. We consider two sets of nodes P
and Q. Consider three executions as follows:

W1. Nodes in P are always awake and honest, but nodes in Q are asleep. All messages are
delivered instantly. By definition, nodes in P decide a log Λ in less than ∆ with non-negligible
probability.

W2. Symmetric to W1. Nodes in Q are always awake and honest, but nodes in P are asleep. All
messages are delivered instantly. By definition, nodes in P decide a log Λ′ in less than ∆ with
a non-negligible probability.

W3. Nodes in P and Q are both honest and awake. Messages across P and Q are delivered with
delay ∆, and those sent inside each set of nodes are delivered instantly.

In W3, if nodes in P have the same input values as W1, they cannot distinguish from W1 until
time ∆, so they decide Λ with non-negligible probability. Likewise, if Q have the same input
values as W2, they cannot distinguish from W2 until time ∆, so they decide Λ′ with non-negligible
probability. If P and Q input different sets of values, Λ and Λ′ will conflict with each other; safety
is violated with non-negligible probability.
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