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#### Abstract

A Universal Circuit (UC) is a Boolean circuit of size $\Theta(n \log n)$ that can simulate any Boolean function up to a certain size $n$. Valiant (STOC'76) provided the first two UC constructions of asymptotic sizes $\sim 5 n \log n$ and $\sim 4.75 n \log n$, and today's most efficient construction of Liu et al. (CRYPTO'21) has size $\sim 3 n \log n$. Evaluating a public UC with a secure Multi-Party Computation (MPC) protocol allows efficient Private Function Evaluation (PFE), where a private function is evaluated on private data. Most existing UC constructions simulate circuits consisting of 2-input gates. In this work, we study UCs that simulate circuits consisting of $(\rho \rightarrow \omega)$-Lookup Tables (LUTs) that map $\rho$ inputs to $\omega$ outputs. Existing UC constructions can be easily extend to ( $\rho \rightarrow 1$ )-LUTs (we call this the fixed UC construction). We further extend this to $(\rho \rightarrow \omega)$-LUTs. Unfortunately, the size of the fixed UC construction is linear in the largest input size $\rho$ of the LUT, i.e., even if only a single LUT in the circuit has a large input size, the size of the whole UC is dominated by this LUT size. To circumvent this, we design a dynamic UC construction, where the dimensions of the individual LUTs are public. We implement the fixed and dynamic UC constructions based on the UC construction by Liu et al., which also is the first implementation of their construction. We show that the concrete size of our dynamic UC construction improves by at least $2 \times$ over Liu et al.'s UC for all benchmark circuits, that are representative for many PFE applications.
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## 1 Introduction

A Universal Circuit (UC) $\mathcal{U}$ is a Boolean circuit that can simulate any Boolean function $C$ consisting of $n_{i}$ inputs, $n_{g}$ gates, and $n_{o}$ outputs. The UC $\mathcal{U}$ takes, in addition to the function's input $x$, a set of programming bits $p^{C}$ defining the function $C$ that $\mathcal{U}$ simulates, i.e., the UC computes $\mathcal{U}\left(x, p^{C}\right)=C(x)$.
The first two UC constructions known as 2-way and 4-way split UCs with asymptotic optimal size of $\Theta(n \log n)$ and depth of $\mathcal{O}(n)$ were proposed by Valiant [44, where $n=n_{i}+n_{g}+n_{o}$ refers to the size of the simulated circuit $C$. Cook and Hover 9 designed a depth-optimized UC construction for simulating Boolean circuits of size $n$ and depth $d$ that has size $\mathcal{O}\left(n^{3} d / n\right)$ and depth $\mathcal{O}(d)$. The first practical implementation of a UC of nonoptimal asymptotic size $\mathcal{O}\left(n \log ^{2} n\right)$ was given by Kolesnikov and Schneider [29]. A line of work [26|30|19|4|48] followed with the common goal to minimize the size of Valiant's UC construction. Recently, Liu et al. 31] provided a UC construction with today's most efficient size of $\sim 3 n \log n$.
All of these works designed UCs to simulate Boolean gates having at most 2 inputs and 1 output. However, Valiant's UC construction can easily be extended to simulate circuits consisting of ( $\rho \rightarrow 1$ )-LUT, namely LookupTables that have $\rho$ inputs $x_{1}, \ldots, x_{\rho}$ and one output $y$, and can be programmed to compute $y=f\left(x_{1}, \ldots, x_{\rho}\right)$ for an arbitrary function $f$. Our goal is to extend UCs to support $(\rho \rightarrow \omega)$-LUTs, which have in total $\omega$ outputs $y_{1}, \ldots, y_{\omega}$ and are programmed to compute $y_{i}=f^{i}\left(x_{1}, \ldots, x_{\rho}\right)$ for $1 \leq i \leq \rho$ and an arbitrary function $f^{i}$. On top of that, we analyze the size optimization of simulating LUT-based circuits on UCs compared to simulating equivalent Boolean circuits.

### 1.1 Applications of Universal Circuits

The most prominent application for UCs is Private Function Evaluation (PFE) [2], which can be seen as a generalization of Secure Multi-Party Computation (MPC) 47|17. In MPC, a set of $k$ parties $\mathcal{P}_{1}, \ldots, \mathcal{P}_{k}$
jointly compute a publicly known circuit $C$ on their respective private inputs $x_{1}, \ldots, x_{k}$ and obtain nothing but the result $C\left(x_{1}, \ldots, x_{k}\right)$. In PFE, the circuit $C$ that shall be computed is private information as well, i.e., party $\mathcal{P}_{1}$ with input $C$ and parties $\mathcal{P}_{2}, \ldots, \mathcal{P}_{k}$ with inputs $x_{2}, \ldots, x_{k}$ run a protocol that yields nothing but $C\left(x_{2}, \ldots, x_{k}\right)$ and party $\mathcal{P}_{i \geq 2}$ does not learn any information about the circuit $C$.

PFE can be implemented via MPC by means of UCs as follows: The parties $\mathcal{P}_{1}, \ldots, \mathcal{P}_{k}$ run an MPC protocol that evaluates the universal circuit $\mathcal{U}$ as public circuit on the secret inputs $p^{C}$ of party $\mathcal{P}_{1}$ and $x_{2}, \ldots, x_{k}$ of parties $\mathcal{P}_{1}, \ldots, \mathcal{P}_{k}$, resulting in $\mathcal{U}\left(p^{C}, x_{2}, \ldots, x_{k}\right)=C\left(x_{2}, \ldots, x_{k}\right)$. In summary, PFE based on UCs is a very generic approach. It can simply be plugged into arbitrary MPC frameworks without any modification to the underlying MPC protocol, resulting in the same security level (semi-honest, covert, or malicious) as the underlying MPC framework. In addition, PFE is completely compatible with the features included in MPC like secure outsourcing [22] and non-interactive computation [30]. PFE is applicable for situations where customers aim to use a service from companies who want to hide how they perform the computation and do not learn the customer's data ${ }^{1}$ These include privacy-preserving credit checking for credit worthiness [14, software diagnosis [8], medical diagnosis [6], and insurance tariffs [18] to name a few.
Beyond PFE, UCs have many other applications like hiding the policy circuit in attribute-based encryption [5]15], multi-hop homomorphic encryption [16], verifiable computation [13], program obfuscation [49, and recently hardware logic locking 33.

### 1.2 Related Work

Universal Circuits (UCs). Valiant [44 defined universal circuits, showed that they have a lower bound of size $\Omega(n \log n)$, and proposed two asymptotically size-optimal constructions using a 2 -way or a 4 -way recursive structure of sizes $\sim 5 n \log n$ and $\sim 4.75 n \log n$, respectively. Hence, relevant research challenges left are reducing the prefactor and the concrete UC sizes. Valiant's constructions can easily be extended to simulate ( $\rho \rightarrow 1$ )-LUT circuit simulations (cf. fixed UC construction in 84.1 ) as shown by Sadeghi and Schneider [40, App. A].
A modular UC construction of non-optimal size $1.5 n \log ^{2} n+2.5 n \log n$ was proposed and implemented by [29. Their construction beats Valiant's construction for small circuits thanks to small prefactors. Motivated to provide more efficient PFE, Kiss and Schneider [26] implemented Valiant's 2 -way split construction. They proposed a more efficient hybrid construction combining the 2 -way split construction with the modular construction of [29]. In a concurrent work, Lipmaa et al. 30] generalized Valiant's construction to a $k$-way split construction and proved that the optimal value for $k$ is 3.147, i.e., $k \in\{3,4\}$ when $k$ is an integer. Günther et al. [19] modularized Valiant's construction, implemented the more efficient 4 -way split construction, gave a generic edge-embedding algorithm for general $k$-way split constructions, and showed that the 3 -way split construction with Valiant's framework is less efficient than the 2-way split construction. Zhao et al. 48 improved Valiant's 4 -way split construction to size $\sim 4.5 n \log n$, which is today's most efficient asymptotic size for UCs in Valiant's framework. Alhassan et al. [4 proposed and implemented a scalable hybrid UC construction combining Valiant's 2 -way and the 4 -way construction with Zhao et al.'s [48] improvements. Most recently, Liu et al. [31] reduced redundancies in Valiant's framework and provided today's most efficient UC construction of size $\sim 3 n \log n$ based on Valiant's 2 -way construction, showed that $k=2$-way split is the most efficient in their new UC framework, and already almost reached their computed lower bound of $\sim 2.95 n \log n$. We provide the first implementation of their construction and use it as a basis for our UC constructions for LUT-based circuits.
Private Function Evaluation (PFE). Katz and Malka [25] designed a constant-round two-party PFE protocol with linear communication complexity based on homomorphic public-key encryption. Their scheme was implemented in a highly efficient manner by Holz et al. [21] and that implementation outperforms the recent hybrid UC implementation of Alhassan et al. 4 for circuit sizes with $n=1$ million gates. However, their protocol is no generic solution and not directly compatible with MPC frameworks, which makes it less flexible. For instance, their protocol cannot easily be extended to multiple parties. In fact, recent PFE

[^0]applications relied on so-called Semi-Private Function Evaluation (SPFE) where not necessarily the whole function needs to be hidden from the other parties but selected parts of the function can be leaked. The first SPFE construction was proposed by Paus et al. [36] who provided some general building blocks that can be programmed with one function out of a class of functions. Recently, Günther et al. [18] developed an SPFE framework that allows to split the function into public and private components, embed the private components into UCs, and merge them into one Boolean circuit that is evaluated via MPC. They demonstrated their framework on computing car insurance tariffs and observed that some information of the function is public, e.g., that older people usually get discounts due to their experience.

MPC on LUTs. In the area of secure multi-party computation, prior work noticed that 2-input/1-output gates can be extended into multi-input/multi-output gates to reduce the circuit evaluation overhead 341132|40. In Yao's GC setting, Fairplay 32 implemented MPC protocols to evaluate gates with up to 3-input gates. The TASTY framework [20] implemented $\rho$-input garbled gates using the garbled row reduction optimization 37 . A general UC construction to evaluate any circuit with larger gates of more than 2 inputs was proposed in 40. Recently, 38] proposed a protocol that worked on circuits with multi-input/multi-output gates instead of working on circuits with 2 -input gates. Another line of work is the secret-sharing setting, where the motivation is to optimize the rounds and communication of the online phase without the use of Yao's GC protocol. [11] extended 2-input AND gates to the general N-input case using lookup tables (LUTs). Recently, ABY2.0 [34] extended multiplication from the 2 -input to the multi-input setting with a constant online communication complexity at the cost of exponential offline communication in the number of inputs. In addition, Syncirc [35] handles the circuit generation with multi-input gates by using industry-grade hardware synthesis tools 46|43.

### 1.3 Outline and Our Contributions

So far, UC-based PFE research considered synthesis of the input circuit (to generate a smaller number of 2-input gates) and construction of the UC (to minimize its size) as independent tasks. In our work, we show that using multi-input/output LUTs these two tasks can be combined to yield a better size. After giving the preliminaries for universal circuits in $\S 2$ and summarizing the two UC constructions of Valiant [44] (§3.2) and Liu et al. 31 (§3.3), we contribute the following:
Dynamic UC Construction (\$4.1). Valiant's UC construction can easily be extended to the so-called fixed $U C$ construction, which supports evaluation of $(\rho \rightarrow 1)$-LUT-based circuits by merging for the $\rho$ inputs $\rho$ instances of its basic building block [40, App. A]. This leads to a total size of $1.5 \rho n \log n$ using Liu et al.'s 31] UC construction. The leading factor contains the number of inputs of the largest LUT of the simulated circuit. For example, suppose a circuit consists only of $(3 \rightarrow 1)$-LUTs and only a single $(8 \rightarrow 1)$-LUT. In that case, the whole UC size is determined by $\rho=8$. Our new dynamic $U C$ design leaks the dimensions of the individual LUTs and allows mixing of different LUT sizes without degrading size depending on the largest LUT. This setting where parts of the function are leaked is called Semi-Private Function Evaluation (SPFE) [18]36]. Our new dynamic UC construction is general, can be applied to all UC constructions based on Valiant's framework [44] and improvements by Liu et al. 31], and fits into the definition of UCs (cf. Def. 11).
UCs for multi-output LUTs ( $\S 4.2$ ). We provide a novel technique to extend UCs to simulate $(\rho \rightarrow$ $\omega)$-LUT-based functions with $\rho$ inputs and $\omega$ outputs. This technique is applicable to all UC constructions, including our new dynamic UC construction.
Size Improvements of UCs for LUT-based Basic Primitives ( $\$ 4.3$ ). Taking PFE as our greatest motivation for improving UCs, we study four basic building blocks which can be used to construct more complex functionalities for common PFE applications: We compare the asymptotic circuit sizes when evaluating our new dynamic UC construction with UCs for equivalent binary gates and achieve improvements of factor $2 \times$ for full adders, $2.67 \times$ for comparisons, $2 \times$ for multiplexers, and $10.45 \times$ for AES-Sboxes. Based on these observations, we conclude that representing a functionality with LUTs and embedding it into our UC construction gains an asymptotic improvement of at least $2 \times$ compared to the Boolean representation (cf. Tab. 1 ).
Implementation ( $\$ 5.1$ and $\S 5.2$ ). We provide the first implementation of today's most efficient UC construction of Liu et al. 31 which is of independent interest ${ }^{2}$ Moreover, we extend it with multi-input

[^1]| Universal Circuit | Asymptotic Size | Improvement over best previous work |  |
| :---: | :---: | :---: | :---: |
|  |  | Asymptotic | Concrete (cf. Tab. 4) |
| Valiant's 2-way 44] | $5 n \log n$ | - |  |
| Valiant's 4-way [44] | $4.75 n \log n$ | $1.05 \times$ |  |
| Zhao et al.'s 4-way [48] | $4.5 n \log n$ | $1.06 \times$ |  |
| Liu et al.'s 2-way 31] | $3 n \log n$ | $1.5 \times$ |  |
| Our fixed UC | $\sim 1.5 n \log n$ | $\sim 2 \times$ | 1.13-2.18× |
| Our dynamic UC | $\leq 1.5 n \log n$ | $\geq 2 \times$ | $1.05-2.90 \times$ |

Table 1: Asymptotic sizes of various UC constructions and improvements over previous works. The asymptotic sizes of our fixed and dynamic UCs are derived from Tab. 2 and refer to the size improvement of representing a Boolean function of size $n$ into an equivalent LUT-based circuit of size $<n$.
and multi-output LUT support and integrate it into the MPC framework ABY [10] for PFE. To create multi-input gates, we used the hardware circuit synthesis tool Yosys-ABC 4643] and Design Compiler [1] that allows LUT-Mapping. As discussed above, our LUT-based PFE is significantly optimized by combining LUTs with overlapping inputs and multiple outputs. However, hardware synthesis tools do not by default support mapping to multiple output LUTs. In order to address this, we post-process the single-output LUT circuits produced by the synthesis tool in order to convert them to multi-output LUT circuits.
Evaluation ( $\$ 5.3$ ). We experimentally evaluate our new dynamic UC construction for various LUT sizes, and compare it with the fixed UC construction as well as the previous best construction of Liu et al. 31. The asymptotic UC sizes and improvements over previous works are given in Tab. 1 .

## 2 Preliminaries

We refer to the size of a circuit $n$ as the sum of its number of inputs $n_{i}$, gates $n_{g}$, and outputs $n_{o}$.
Definition 1 (Universal Circuit [44,4]). A Universal Circuit $\mathcal{U}$ for $n_{i}$ inputs, $n_{g}$ gates, and $n_{o}$ outputs is a Boolean circuit that can be programmed to compute any Boolean circuit $C$ with $n_{i}$ inputs, $n_{g}$ gates and $n_{o}$ outputs by defining a set of programming bits $p^{C}$ such that $\mathcal{U}\left(x, p^{C}\right)=C(x)$ for all possible input values $x \in\{0,1\}^{n_{i}}$.

### 2.1 Graph Theory

Let $G=(V, E)$ be a directed graph and $v \in V$. The indegree (resp. outdegree) of $v$, the number of incoming (resp. outgoing) edges, is denoted by $\operatorname{deg}^{+}(v)$ (resp. $\operatorname{deg}^{-}(v)$ ). $G$ has fanin (resp. fanout) $\rho$ if $\operatorname{deg}^{+}(v) \leq \rho$ (resp. $\operatorname{deg}^{-}(v) \leq \rho$ ) for all $v \in V$. We denote by $\Gamma_{\rho}(n)$ all directed acyclic graphs with at most $n$ nodes and fanin/fanout $\rho$ for $\rho, n \in \mathbb{N}$. For $U \subset V, G[U]:=\{U,\{e=(u, v) \in E: u, v \in U\}\}$ denotes the subgraph induced by $U$. We omit the index $G$ in the above definitions if $G$ is clear from the context.
Let $G=(V, E) \in \Gamma_{\rho}(n)$. A topological order for $G$ is a map $\eta_{G}: V \rightarrow\{1, \ldots,|V|\}$ such that $\forall(u, v) \in E$ : $\eta_{G}(u)<\eta_{G}(v)$.
We represent Boolean circuits as directed acyclic graph $G \in \Gamma_{\rho}(n)$ for some $\rho>1$. However, almost all previous works 44|26|30|19|48|31 restricted the circuits, that are simulated via UCs, to fanin/fanout $\rho=2$. The reason for this restriction can be found in the structure of universal circuits according to Valiant's [44] and Liu et al.'s 31 frameworks. On a high level, a universal circuit (UC) for simulating circuits $C \in \Gamma_{\rho}(n)$ is composed of $\rho$ so-called Edge-Universal Graphs (EUGs) each of size $\mathcal{O}(n \log n)$, i.e., the total size of the UC grows linearly with the maximum fanin/fanout $\rho$ of the gates in the simulated circuit $C$.

Definition 2 (Edge-Embedding 4430 31]). Let $G=(V, E, P)$ and $G^{\prime}=\left(P, E^{\prime}\right)$ be directed graphs with $P \subset V$ and $G^{\prime}$ acyclic. An edge-embedding from $G^{\prime}$ into $G$ is a map $\psi: E^{\prime} \rightarrow \mathcal{P}_{G}$, where $\mathcal{P}_{G}$ denotes the set of all paths in $G$, with the following properties:
$-\psi\left(e^{\prime}\right)$ is a u-v-path (in $G$ ) for all $e^{\prime}=(u, v) \in E^{\prime}$,
$-\psi\left(e^{\prime}\right)$ and $\psi\left(\tilde{e}^{\prime}\right)$ are edge-disjoint paths for all $e^{\prime}, \tilde{e}^{\prime} \in E^{\prime}$ with $e^{\prime} \neq \tilde{e}^{\prime}$.
Definition 3 (Edge-Universal Graph 44,30431]). A directed graph $G=(V, E, P)$, denoted as $\mathcal{U}_{\rho}(n)$ with ordered pole set $P:=\left\{p_{1}, \ldots, p_{n}\right\} \subset V$ is called an Edge-Universal Graph for $\Gamma_{\rho}(n)$ if:

- $G$ is acyclic.
- Every acyclic $G^{\prime}=\left(P, E^{\prime}\right) \in \Gamma_{\rho}(n)$ that is order-preserving, i.e., $\forall e=\left(p_{i}, p_{j}\right) \in E^{\prime} \Rightarrow i<j$, can be edge-embedded into $G$.

On a high level, the graph $G^{\prime}=\left(P, E^{\prime}\right)$ in Defs. 2 and 3 represents a Boolean function that is embedded into the graph $G=(V, E, P)$, which represents the UC, where $P \subset V$ is the pole set of size $|P|=n$, which represents the inputs, gates and outputs of the function represented in $G^{\prime}$. As an EUG requires that every $G^{\prime} \in \Gamma_{\rho}(n)$ can be edge-embedded into $G$, the UC built by the EUG can compute any function represented by a graph in the set $\Gamma_{\rho}(n)$.

In the literature $442630|1948| 4 \mid 31$, EUGs for $\Gamma_{2}(n)$ graphs were constructed by merging two EUGs for $\Gamma_{1}(n)$ graphs (cf. Def. 4 and Fig. 1). Thus, research focused on minimizing the size of general EUGs for $\Gamma_{1}(n)$ graphs as these can be merged to EUGs for arbitrary $\Gamma_{\rho}(n)$ graphs by merging $\rho$ instances of $\Gamma_{1}(n)$ EUGs (cf. Cor. 11).


Fig. 1: (a) shows the $\Gamma_{2}(4)$ graph with already partitioned edge sets $E_{1}$ and $E_{2}$, (b) and (c) show the EUGs in which the edge sets $E_{1}$ resp. $E_{2}$ are embedded, (d) shows the merged EUG with all edges embedded, (e) shows the resulting UC, where $p_{1}$ is an input, and $p_{2}, p_{3}, p_{4}$ are translated to universal gates.

Definition 4 (Merging of EUG). Let $G=(V, E, P)$ and $\bar{G}=(\bar{V}, \bar{E}, P)$ be two $E U G$ for $\Gamma_{\rho}(n)$ and $\Gamma_{\bar{\rho}}(n)$ with the same pole order and $V \cap \bar{V}=P$. Then $\hat{G}=(V \cup \bar{V}, E \cup \bar{E}, P)$ is called the merging of $G$ and $\bar{G}$.

Proposition 1. The merging of a $\Gamma_{\rho}(n)$ and a $\Gamma_{\bar{\rho}}(n) E U G$ is a $\Gamma_{\rho+\bar{\rho}}(n) E U G$.
Proof. Let $\hat{G}=(\hat{V}, \hat{E}, P)$ be the merging of the $\Gamma_{\rho}(n)$ EUG $G=(V, E, P)$ and the $\Gamma_{\bar{\rho}}(n) \operatorname{EUG} \bar{G}=(\bar{V}, \bar{E}, P)$. Let $G^{\prime}=\left(P, E^{\prime}\right) \in \Gamma_{\rho+\bar{\rho}}(n)$ be the order-preserving graph to be edge-embedded into $\hat{G}$. By Kőnig's theorem [12, Prop. 5.3.1], we can partition $E^{\prime}$ into disjoint $E_{1}^{\prime}$ and $E_{2}^{\prime}$ such that $E^{\prime}=E_{1}^{\prime} \cup E_{2}^{\prime}, G_{1}^{\prime}=\left(P, E_{1}^{\prime}\right) \in \Gamma_{\rho}(n)$
and $G_{2}^{\prime}=\left(P, E_{2}^{\prime}\right) \in \Gamma_{\bar{\rho}}(n)$. Then $G_{1}^{\prime}$ and $G_{2}^{\prime}$ can be edge-embedded into $G$ and $\bar{G}$ respectively. Define $\psi_{\hat{G}}: E^{\prime} \rightarrow \mathcal{P}_{\hat{G}}$ as follows:

$$
\psi_{\hat{G}}\left(e^{\prime}\right) \mapsto \begin{cases}\psi_{G}\left(e^{\prime}\right), & \text { if } e^{\prime} \in E_{1}^{\prime} \\ \psi_{\bar{G}}\left(e^{\prime}\right), & \text { if } e^{\prime} \in E_{2}^{\prime}\end{cases}
$$

Since $E^{\prime}=E_{1}^{\prime} \cup E_{2}^{\prime}$, and all edges in $E_{1}^{\prime}$ and $E_{2}^{\prime}$ were edge-embedded into $G$ and $\bar{G}$, each edge is mapped to a path. Furthermore, these paths are edge disjoint because $E$ and $\bar{E}$, in which $E_{1}^{\prime}$ and $E_{2}^{\prime}$ were edge-embedded, are disjoint.

Corollary 1 ([44, Corollary 2.2]). An EUG for $\Gamma_{\rho}(n)$ can be constructed by merging $\rho E U G s$ for $\Gamma_{1}(n)$.
Proof. Let $G=(V, E, P)$ be a $\Gamma_{1}(n)$ EUG. Create $\rho-1$ copies of $G$ with the same pole set and merge these graphs successively. Correctness follows directly by applying Prop. $1 \rho$ times.

We call the UCs that are constructed according to Cor. 1 the fixed UC construction which was also mentioned in 40, App. A]. However, in $\$ 4.1$, we introduce our so-called dynamic UC construction that is constructed by two instances of $\Gamma_{1}(n)$ EUGs but still allows to edge-embed graphs with arbitrary fanin $\rho$.

### 2.2 Building Universal Circuits from Edge-Universal Graphs

Boolean Circuits. A Boolean circuit can be seen as a directed acyclic graph whose nodes are Boolean inputs, (binary) gates, and outputs, and the directed edges are the wires. A Boolean gate is a function $z:\{0,1\}^{k} \rightarrow\{0,1\}$ for $k \in \mathbb{N}$. However, we can always divide a $k$-input gate into $\mathcal{O}\left(2^{k}\right)$ binary gates using Shannon's expansion theorem [41. Unfortunately, we cannot avoid an exponential blow-up of the number of gates by this transformation [45, Theorem 2.1]. The two most prominent minimization methods for Boolean circuits are due to Karnaugh [24] and Quine-McCluskey [39]. As already mentioned, the UC constructions by Valiant [44 and Liu et al. 31] are designed to embed $\Gamma_{\rho}(n)$ graphs, thus we possibly need to reduce the outdegree of the gates to $\rho$ by using so-called copy gates which just copy their inputs [44, Corollary 3.1] $\overbrace{}^{3}$
From Edge-Universal Graphs to Universal Circuits. The translation from a EUG $G=(V, E, P)$ into a UC is depicted in Fig. 1 and works as follows. First, the nodes of circuit $C$ that shall be embedded into $G$ constitute the set of poles $P$ of the EUG. A pole $p \in P$ is translated into an input (resp. output) wire, if $p$ corresponds to an input (resp. output) in $C$, or into a so-called Universal Gate, if $p$ corresponds to a gate in $C$. Universal gates take $k$ inputs ( $k=2$ in the previous works 444|31), $2^{k}$ programming bits, compute one output and can be programmed to simulate any $k$ input Boolean gate by specifying the truth table with the programming bits. We can implement universal gates with a binary tree of $2^{k}-1$ multiplexers (also called Y-switches) spanned over the $2^{k}$ programming bits, where the correct programming bit specified by the $k$ inputs is forwarded to the output (we refer to [44|26|9|48|4|31] for more details) ${ }_{4}^{4}$

The remaining nodes in the set $V \backslash P$ are for connecting the routes between the poles. A node $v \in V \backslash P$ is translated as follows:

- if $v$ has two incoming edges and one outgoing edge, it is translated into a multiplexer/Y-switch (cf. Fig. 2a). A multiplexer has two inputs $x_{0}$ and $x_{1}$ and a programming bit $p$ and outputs one bit, namely $x_{p}$. It is implemented with 1 AND gate and 2 XOR gates [29].
- if $v$ has two incoming edges and two outgoing edges, it is translated into an X-switch (cf. Fig. 2b). An X -switch has two inputs $x_{0}$ and $x_{1}$, one programming bit $p$ and outputs two bits, namely $\left(x_{p}, x_{1-p}\right)$. It is implemented with 1 AND gate and 3 XOR gates [29].
- if $v$ has one incoming wire, it is replaced by a single wire that connects all of the outgoing edges.

The programming bits of the nodes are derived from the edge-embedding.

[^2]

Fig. 2: Switching nodes with programming bit $p$.

## 3 UC Constructions

In this section, we summarize the general guidelines for constructing edge-universal graphs (§3.1), present the original idea of Valiant 44 (§3.2), and describe the state-of-the-art construction of Liu et al. 31] (§3.3).

### 3.1 General EUG constructions

The strategy for building UCs via EUGs is to construct $\Gamma_{1}(n)$ EUGs of smallest size, merging $\rho$ instances of these (cf. Cor. 1) to construct a $\Gamma_{\rho}(n)$ EUG ( $\rho=2$ for binary gates/circuits), and translating this into a universal circuit. Valiant [44] proposed the first two constructions for $\Gamma_{1}(n)$ EUGs, today known as 2-way and 4 -way constructions, having asymptotic sizes of $\sim 2.5 n \log n$ and $\sim 2.375 n \log n \square^{5}$ Recently, Liu et al. 31] extended Valiant's framework, simplified the construction, and achieved an EUG based on the 2-way approach of asymptotically optimal size of $\sim 1.5 n \log n$, which almost reaches their computed lower bound of $\sim 1.475 n \log n$. The concrete construction principle of both frameworks is the same.

Let us assume we aim to construct a $\Gamma_{1}(n)$ EUG $G=(V, E, P)$ for a circuit of size $n$ with a $k$-way construction. First, we put $k$ distinguished poles from the set $P$ into a block called superpole that has $k$ inputs and $k$ outputs. Within this superpole, we can route edge-disjointly between its inputs and poles, and between its poles and outputs. In total, we have $\lceil n / k\rceil$ superpoles built by the poles set $P$. The $k$ inputs and outputs of each superpole then can be used as poles for $k$ instances of a $\Gamma_{1}(\lceil n / k\rceil-1)$ nested EUG, which on a high level allows to find edge-disjoint paths between the superpoles of $G \square^{6}$

More formally, a superpole shall be able to edge-embed any so-called augmented $k$-way block (similar to augmented DAG in [31]). An augmented $k$-way block is a map that defines the routes between the inputs and poles of the superpole, and between poles and other poles and outputs.

Definition 5 (Augmented $k$-way Block). An augmented $k$-way block $G=(V, E)$ for pole set $P$, superpole inputs $I$, and superpole outputs $O$ is a directed graph such that
$-V=P \cup I \cup O, P \cap I=P \cap O=\emptyset$ and $|I|=|O|=k$,
$-G[P]:=\left(P, E^{P}\right)$ has fanin/fanout 1,
$-E=E^{P} \cup E^{i o}$ with $E^{\text {io }}$ satisfying

- (Soundness) Every $e \in E^{i o}$ satisfies either $e=($ in, $p)$ or $e=(p$, out) for $p \in P$, in $\in I$, out $\in O$,
- (Completeness) For every source (resp. sink) $p \in P$, there exists at most one in $\in I$ (resp. out $\in O$ ) such that $($ in,$p) \in E^{i o}\left(r e s p . ~(p, o u t) \in E^{i o}\right)$.

The set of all augmented $k$-way blocks for $P, I, O$ is denoted by $\mathcal{B}_{k}(P, I, O)$.
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Algorithm 1: Valiant \((P, k)\)
    Input : Poles \(P:=\left\{p_{1}, \ldots, p_{n}\right\}\), split parameter \(k\)
    Output: \(\Gamma_{1}(n) \mathrm{EUG} G=\left(V, E, P, G^{*}, G^{1}, \ldots, G^{k}\right)\)
    \(V \leftarrow \emptyset, E \leftarrow \emptyset, G^{*} \leftarrow \emptyset\)
    \(\mathcal{O}_{0} \leftarrow\) create \(k\) dummy nodes
    for \(i \leftarrow 1\) to \(\left\lceil\frac{n}{k}\right\rceil\) do
        \(\mathcal{P}_{i} \leftarrow\left\{p_{k(i-1)+1}, \ldots, p_{k i}\right\}\)
        // Use \(\mathcal{O}_{i-1}\) as input recursion points to this superpole (cf. Fig. 3b
        \(S P(k)_{i}=\left(V_{i}, E_{i}, P_{i}, \mathcal{P}_{i}, \mathcal{I}_{i}, \mathcal{O}_{i}\right) \leftarrow\) Createsuperpole \(\left(\mathcal{P}_{i}, \mathcal{O}_{i-1}, k\right) ; G^{*} \leftarrow G^{*} \cup\left\{S P(k)_{i}\right\}\)
        \(V \leftarrow V \cup V_{i}, E \leftarrow E \cup E_{i}\)
    for \(i \leftarrow 1\) to \(k\) do
        if \(n \leq k\) then
            \(G^{i} \leftarrow(\emptyset, \ldots, \emptyset) / /\) Recursion base
        else
            // Take the \(i\)-th output recursion point of each superpole (but the last) as the poles
                for the next sub EUG
                \(P^{i} \leftarrow\left\{\mathcal{O}_{1}[i], \mathcal{O}_{2}[i], \ldots, \mathcal{O}_{\left\lceil\frac{n}{k}\right\rceil-1}[i]\right\}\)
                \(G^{i}=\left(V^{i}, E^{i}, \ldots\right) \leftarrow \operatorname{Valiant}\left(P^{i}, k\right)\)
                \(V \leftarrow V \cup V^{i}, E \leftarrow E \cup E^{i}\)
    return \(G=\left(V, E, P, G^{*}, G^{1}, \ldots, G^{k}\right)\)
```

Definition 6 ( $k$-way Superpole). A $k$-way superpole, denoted by $S P(k)$ is a graph $G=(V, E, P, \mathcal{P}, \mathcal{I}, \mathcal{O})$, where the following conditions hold:
$-P=\mathcal{P} \cup \mathcal{I} \cup \mathcal{O}$ with $|\mathcal{I}|=|\mathcal{O}|=k$ and $\mathcal{P} \cap \mathcal{I}=\mathcal{P} \cap \mathcal{O}=\emptyset$.

- $G$ can edge-embed every $G^{\prime} \in \mathcal{B}_{k}(\mathcal{P}, \mathcal{I}, \mathcal{O})$.

We denote the input recursion points $\mathcal{I}$ of a $k$-way superpole as $\left\{i n_{1}, i n_{2}, \ldots, i n_{k}\right\}$ and the output recursion points $\mathcal{O}$ as $\left\{\right.$ out $_{1}$, out $_{2}, \ldots$, out $\left._{k}\right\}$. These nodes serve as the inputs and outputs to the superpole and will be the poles of the next recursion, i.e., of the next nested EUG. We neither require the sets $\mathcal{I}$ and $\mathcal{O}$ to be disjoint nor that the recursion points of different superpoles must be disjoint. In fact, Valiant 44 merges the output recursion points of the $i$-th superpole with the input recursion points of the $(i+1)$-th superpole. On a high level, a superpole in a nested EUG $U^{1}$, i.e., an EUG that is derived as a recursion from a larger EUG $U$, has $k$ entry points to an input of $k$ distinguished superpoles in $U$ as well as $k$ exit points from an output of $k$ distinguished superpoles.

### 3.2 Valiant's EUG construction 44]

Definition 7 (Valiant EUG). A Valiant $E U G G=\left(V, E, P, G^{*}, G^{1}, \ldots, G^{k}\right)$ is a graph that is created by Alg. 1 (Valiant). We also use the notation $\operatorname{Valiant}_{k}(n)$ for a Valiant $E U G$ with $n$ poles and split parameter $k$.

Valiant's $k$-way EUG construction is built recursively as depicted in Fig. 3a. A $\Gamma_{1}(n)$ EUG is a chain of $\lceil n / k\rceil$ superpoles $S P(k)_{1}=\left(V_{1}, E_{1}, P_{1}, \mathcal{P}_{1}, \mathcal{I}_{1}, \mathcal{O}_{1}\right), \ldots, S P(k)_{\lceil n / k\rceil}=\left(V_{\lceil n / k\rceil}, E_{\lceil n / k\rceil}, P_{\lceil n / k\rceil}\right.$, $\left.\mathcal{P}_{\lceil n / k\rceil}, \mathcal{I}_{\lceil n / k\rceil}, \mathcal{O}_{\lceil n / k\rceil}\right)$ (lines 3-7 in Alg. 11). Note that Createsuperpole $(P, \mathcal{O}, k)$ creates a superpole with poles $P$, input recursion points $\mathcal{O}$, and split parameter $k$, e.g., Valiant's $k=2$-way superpole $S P(2)$ (Fig. 3b). The sets $\mathcal{O}_{1}, \ldots, \mathcal{O}_{\lceil n / k-1\rceil}$ each of size $k$ then recursively build the poles of the nested EUGs in the next recursion step (lines 8-14 in Alg. 11), i.e., we build $k$ nested EUGs $G^{1}=\left(V^{1}, E^{1}, P^{1}\right), \ldots, G^{k}=\left(V^{k}, E^{k}, P^{k}\right)$, where $G^{i} \in \Gamma_{1}(\lceil n / k\rceil-1)$ and $P^{\imath}=\left(\mathcal{O}_{1}[i], \ldots, \mathcal{O}_{\lceil n / k-1\rceil}[i]\right)$. Note that $\mathcal{I}_{i}:=\mathcal{O}_{i-1}$ for all $1<i \leq\lceil n / k\rceil$ as the $k$ outputs of $S P(k)_{i}$ are pairwise merged with the respective $k$ inputs of $S P(k)_{i+1}$. The creation of the


Fig. 3: (a) shows Valiant's 2-way split construction of $E U G_{1}(n)$ using two instances of $E U G_{1}\left(\left\lceil\frac{n}{k}\right\rceil-1\right)$. (b) shows the corresponding superpole $S P(2)$ construction for the EUG.
first output recursion points $\mathcal{O}_{0}$ is a technical trick, and not needed because these nodes will never be used, but it simplifies the definition of the algorithm by avoiding a case distinction. An advantage of this recursive method is that we can also recursively reduce the edge-embedding problem to finding paths between poles of the nested EUGs. Assuming we can easily edge-embed paths from inputs to poles and from poles to outputs within the superpoles, one can reduce finding a path from a pole located in $S P(k)_{i}$ to a pole in $S P(k)_{j}$ to the problem of finding a path from $\mathcal{O}_{i}[x]$ to $\mathcal{O}_{j-1}[x]$ for $i, j \in[[n / k]], i<j$, where $x$ is the index of the target output of the superpoles' internal edge-embedding for the concrete poles. Existing UC implementations [19|4] split the edge-embedding into two sub-tasks: (a) the superpole edge-embedding that takes care that the paths within a superpole are defined in a correct manner, and (b) the recursion-point edge-embedding which chooses the correct paths at the recursion points, i.e., when a path goes one recursion step above or below.

Theorem 1. Let $G=\left(V, E, P, G^{*}, G^{1}, \ldots, G^{k}\right)$ be a Valiant $E U G$ with $n$ poles. Then $G$ is an $E U G$ for $\Gamma_{1}(n)$.
We refer to 431 for a proof of Thm. 1 .

### 3.3 Liu et al.'s EUG construction 31]

Definition 8 (Liu ${ }^{+} \mathbf{E U G}$ ). A Liu ${ }^{+} E U G G=\left(V, E, P, G *, G^{1}, \ldots, G^{k}\right)$ is a graph that is created by Alg. 2 ( $\mathrm{Liu}^{+}$). We also use the notation $\operatorname{Liu}_{k}^{+}(n)$ for a Liu $E U G$ with $n$ poles and split parameter $k$.

Liu et al.'s 2-way EUG construction as defined by Def. 8 is depicted in Fig. 4b and is separated into two part:

1. We create an intermediate construction that Liu et al. 31 call weak EUG (lines 1-13 in Alg. 2), which slightly differs from Valiant's construction but does not satisfy the acyclicness condition for EUGs (cf. Def. 3). This results in the graph depicted in Fig. 4bincluding the gray edges and nodes, but excluding the red edges.
2. We destroy the poles within the nested EUGs of the intermediate construction, which implicitly removes the cycles and leads to an EUG of smaller size (lines 14-27 in Alg. 22. This results in the graph depicted in Fig. 4bincluding the red edges, but excluding the gray edges and nodes.
```
Algorithm 2: \(\mathrm{Liu}^{+}(P, k)\)
    Input : Poles \(P:=\left\{p_{1}, \ldots, p_{n}\right\}\), split parameter \(k\)
    Output: \(\Gamma_{1}(n)\) EUG \(G=\left(V, E, P, G^{*}, G^{1}, \ldots, G^{k}\right)\)
    \(V \leftarrow \emptyset, E \leftarrow \emptyset, G^{*} \leftarrow \emptyset\)
    for \(i \leftarrow 1\) to \(\left\lceil\frac{n}{k}\right\rceil\) do
        \(\mathcal{P}^{i} \leftarrow\left\{p_{k(i-1)+1}, \ldots, p_{k i}\right\}\)
        \(S P(k)_{i}=\left(V_{i}, E_{i}, P_{i}, \mathcal{P}_{i}, \mathcal{I}_{i}, \mathcal{O}_{i}\right) \leftarrow\) Createsuperpole \(\left(\mathcal{P}_{i}, k\right)\)
        \(G^{*} \leftarrow G^{*} \cup\left\{S P(k)_{i}\right\}\)
        \(V \leftarrow V \cup V_{i}, E \leftarrow E \cup E_{i}\)
    for \(i \leftarrow 1\) to \(k\) do
        if \(n \leq k\) then
            \(G^{i} \leftarrow(\emptyset, \ldots, \emptyset) / /\) Recursion base
        else
            // Take the \(i\)-th output recursion point of each superpole as the poles for the next sub
                EUG
            \(P^{i} \leftarrow\left\{\mathcal{O}_{1}[i], \mathcal{O}_{2}[i], \ldots, \mathcal{O}_{\left\lceil\frac{n}{k}\right\rceil-1}[i], \mathcal{O}_{\left\lceil\frac{n}{k}\right\rceil}[i]\right\}\)
            \(G^{i}=\left(V^{i}, E^{i}, \ldots\right) \leftarrow \mathrm{Liu}{ }^{+} P^{i}, k\)
            \(V \leftarrow V \cup V^{i}, E \leftarrow E \cup E^{i}\)
    foreach \((u, v) \in E\) do
        if \(u \in s\) and \(v\) is recursion point for some superpole \(s \in G^{*}\) then
            \(G^{x} \leftarrow\) the \(E U G\) in which \(v\) is a pole
            \(E \leftarrow E \backslash\{(u, v)\}\)
            \(w \leftarrow \Gamma_{G^{x}}^{-}(v)\)
            \(E \leftarrow E \backslash\{(v, w)\}\)
            \(E \leftarrow E \cup\{(u, w)\}\)
        else if \(u\) is recursion point for some superpole \(s \in G^{*}\) and \(v \in s\) then
            \(G^{x} \leftarrow\) the \(E U G\) in which \(u\) is a pole
            \(E \leftarrow E \backslash\{(u, v)\}\)
            \(w \leftarrow \Gamma_{G^{x}}^{+}(u)\)
            \(E \leftarrow E \backslash\{(w, u)\}\)
            \(E \leftarrow E \cup\{(w, v)\}\)
    remove all recursion points from \(V\)
    return \(G=\left(V, E, P, G^{*}, G^{1}, \ldots, G^{k}\right)\)
```

As in Valiant's construction (cf. $\S(3.2)$, Liu et al. build their EUG as a chain of $\lceil n / k\rceil$ superpoles $S P(k)_{1}, \ldots, S P(k)_{\lceil n / k\rceil}$ (lines 3-7 in Alg. 22). For the nested EUGs, i.e., those EUGs that are built by recursion, we use the superpole depicted in Fig. 4 a ${ }^{7}$ Recall, in Valiant's construction, we merge the input and output recursion points of neighboring superpoles, namely the $i$-th and the $(i+1)$-st superpoles. This time, however, we merge the input and output recursion points of each superpole individually as depicted in Fig. 4a, i.e., for $S P(k)_{i}=\left(V_{i}, E_{i}, P_{i}, \mathcal{P}_{i}, \mathcal{I}_{i}, \mathcal{O}_{i}\right)$, the $k$ nested EUGs in the next recursion step are built as $G^{1}=\left(V^{1}, E^{1}, P^{1}\right), \ldots, G^{k}=\left(V^{k}, E^{k}, P^{k}\right)$, where $G^{j} \in \Gamma_{1}(\lceil n / k\rceil)$ and $P^{j}=\left(\mathcal{O}_{1}[j], \ldots, \mathcal{O}_{n / k}[j]\right)=\left(\mathcal{I}_{1}[j], \ldots, \mathcal{I}_{\lceil n / k\rceil}[j]\right)$ for $i \in[\lceil n / k\rceil]$ and $j \in[k]$.

[^4]

Fig. 4: (a) Superpole and (b) basic structure of Liu et al.'s 2-way split construction 31.

As a consequence, this construction then yields a pole set of size $\left|P^{i}\right|=\lceil n / k\rceil$ (line 11 in Alg. 2) for the $k$ nested EUGs as each superpole needs a separate input/output recursion point, while in Valiant's construction two neighboring superpoles are able to share one input/output recursion point yielding a pole set of size $\left|P_{\mathrm{Val}^{i}}\right|=\lceil n / k\rceil-1$ (line 12 in Alg. (1), i.e., Liu et al.'s intermediate construction even has a worse size than Valiant's construction. On top of that, as Fig. 4b shows, this merging of input and output recursion points within the same pole leads to cycles that are not allowed in EUGs according to Def. 3 .

However, there is one key observation that allows to reduce the size of the intermediate EUG tremendously. Note, so far we have built the construction as depicted in Fig. 4b including the gray edges and excluding the red edges. Now, we want to remove the gray edges and introduce the red ones in order to get rid of the cycles and turn this weak EUG into a real EUG. First, let us have a look at the node $v=(\text { in/out })_{l}^{j}$ in Fig. 4b and ignoring the red edges first. When we translate this graph into a UC, we would implement $v$ as an X-switch because it has two inputs and two outputs. One input of this X-switch is the output of superpole $S P(k)_{i / 2}$ (that contains the poles $p_{i}$ and $\left.p_{i+1}\right)$ and one output of this X -switch is the input of the same superpole $S P(k)_{i / 2}$. However, as we are not allowed to have cycles in a Boolean circuit that
implements combinational logic, we are not allowed to program the X-switch such that its input coming from superpole $S P(k)_{i / 2}$ is forwarded to its output that is directed to the input of superpole $S P(k)_{i / 2}$. Consequently, the X-switch allows only one programming, namely the one that does not lead to a cycle. However, since the programming of this X -switch is fixed, we can replace it with two wires, i.e., we can remove the whole X -switch and thus also the node $v$ and connect the corresponding wires to the other input and output of $v$ that are not directed to/from the superpole $S P(k)_{i / 2}$ (cf. red lines in Fig. 4b and lines 15-26 in Alg. 2). This reduces the size of the superpole in nested EUGs to $|S P(2)|=3$ (resp. $|S P(4)|=15)$ as the two (resp. four) poles are removed.

Theorem 2 (cf. [31, Theorem 4]). Let $G=\left(V, E, P, G^{*}, G^{1}, \ldots, G^{k}\right)$ be a Liu EUG with $n$ poles. Then $G$ is an $E U G$ for $\Gamma_{1}(n)$ with size bounded by

$$
\frac{|S P(k)|-k}{k \log _{2}(k)} n \log _{2}(n)+\mathcal{O}(n) .
$$

We refer to 31 for the proof of Thm. 2

## 4 Evaluating LUTs with UCs

In this section, we extend the UC constructions from $\S 3$ to be able to simulate $(\rho \rightarrow \omega)$-LUT-based circuits. For this, we first design UCs to evaluate $(\rho \rightarrow 1)$-LUT-based circuits, i.e., circuits that consist of LUTs with $\rho$ inputs and only one output. We present two constructions for this in $\S 4.1$; firstly, Valiant's 44 so-called fixed UC construction that merges $\rho$ instances of $\Gamma_{1}(n)$ EUGs, and, secondly, our new dynamic UC construction that keeps the two instances of $\Gamma_{1}(n)$ EUGs, but merges several poles in order to collect the $\rho$ input wires needed for the LUT. Afterwards, in $\S 4.2$, we extend this to a general approach applicable to all UC constructions (including the fixed and our new dynamic UC construction) that allows the UC to simulate $(\rho \rightarrow \omega)$-LUT-based circuits. In $\S 4.3$, we analyze the most important building blocks for PFE applications, describe how to implement them with LUTs, and show their theoretical improvement over evaluating the same building blocks with Boolean circuits.

### 4.1 Support for multi-inputs

Fixed UC construction 44,40 The first method called fixed $U C$ construction to integrate LUTs with more than two inputs into our UC was already proposed by Valiant 44] and its size has been computed in 40. One can get a UC consisting of $n$ copies of $(\rho \rightarrow 1)$-LUT from a $U=\Gamma_{\rho}(n)$ EUG that is merged by $\rho$ instances of a $\Gamma_{1}(n)$ EUG according to Cor. 1 Each pole of $U$ that is not an input or an output can then be implemented as a LUT having $\rho$ inputs.

Corollary 2. An $E U G$ for $\Gamma_{\rho}(n)$ for $\rho \in \mathbb{N}_{\geq 2}$ can be constructed with size at most $1.5 \rho n \log _{2}(n)+\mathcal{O}(n)$.
Proof. Construct $\rho$ instances of Liu(n) ${ }_{2}^{+}$and merge them. By Cor. 1. this yields an EUG for $\Gamma_{\rho}(n)$ with size bounded by $1.5 \rho n \log _{2}(n)+\mathcal{O}(n)$.

Our dynamic UC construction. A bottleneck of the fixed UC construction is the merging of multiple instances of a $\Gamma_{1}(n)$ EUG, namely $\rho$ instances when using $(\rho \rightarrow 1)$-LUTs. This yields a huge prefactor of our UC, which in most cases results in a worse size than putting the equivalent Boolean representation into a UC. In $\S 4.3$, we show that most functionalities are composed naturally of 3 -input LUTs so that the potential of most $\rho$-input LUTs for $\rho>4$ is not used. However, in many applications, functionalities are naturally implemented by LUTs with higher arity, e.g., classifying a car that is insuranced by a company [18]. In this case, we aim to put single LUTs with a higher arity (e.g., $\rho=8$ ) into the UC. Using the fixed constuction for this concrete example, we would need to compose the UC of 8 instances of $\Gamma_{1}(n)$ EUGs, even if we only need

```
Algorithm 3: AuxiliaryGraph \((G)\)
    Input : \(G=(V, E) \in \Gamma_{\mathrm{P}^{+}, 2}(n)\)
    Output: \(\bar{G}=(\bar{V}, \bar{E}) \in \Gamma_{2}(n+\Delta)\) with \(\Delta=\sum_{i=0}^{n} \max \left\{\left\lceil\frac{\mathrm{P}_{i}^{+}-2}{2}\right\rceil, 0\right\}\)
    \(\bar{G}=(\bar{V}, \bar{E}) \leftarrow(V, \emptyset)\)
    foreach \(v_{i} \in V\) do
        \(j \leftarrow 0\)
        foreach \(e=\left(w, v_{i}\right) \in E\) do
            if \(j \geq 2\) then
                    if \(j \equiv 0(\bmod 2)\) then
                \(\bar{V} \leftarrow \bar{V} \cup\left\{u_{i, \frac{j}{2}}\right\}\)
                    \(\bar{E} \leftarrow \bar{E} \cup\left\{\left(w, u_{i,\left\lceil\frac{j}{2}\right\rceil}\right)\right\}\)
            else
                \(\bar{E} \leftarrow \bar{E} \cup\{e\}\)
            \(j \leftarrow j+1\)
```

the full $(8 \rightarrow 1)$-LUT few times in the whole circuit. An alternative would be to decompose the larger LUTs into multiple smaller ones using Shannon expansion 41.

To circumvent this additional overhead, we propose our dynamic UC construction which only leaks the number of inputs/outputs of each each LUT and hence can still be used for semi-private function evaluation (SPFE) [36/18]. In our dynamic UC construction, we keep building our UC from only two instances of a $\Gamma_{1}(n)$ EUG, independent of the LUT sizes. We do this by adding so-called auxiliary poles $u$ to the EUG whose task are to collect up to two inputs and forwards these inputs via direct edges to a real pole $v$ to push the indegree of $v$ to $\rho$. Def. 9 defines $\Gamma_{\mathrm{P}+, \mathrm{P}-}(n)$ graphs, which classify the graphs that can be edge-embedded into our dynamic UC construction, namely, the vectors $\mathrm{P}^{+}$and $\mathrm{P}^{-}$specify the maximum indegree and outdegree of each LUT in our circuit that we aim to evaluate with the UC. In the specific case where we want to fully hide the function in PFE for $\rho$ input LUTs, we set $\mathrm{P}^{+}=\mathbb{1} \rho^{8}$ i.e., each LUT in the circuit can have at most $\rho$ inputs and the resulting UC implements each universal gate as a $(\rho \rightarrow 1)$-LUT. In the general case for SPFE, the universal gates of the UC have different implementations and therefore leak the specific input sizes of all LUTs.

Definition $9\left(\Gamma_{\mathrm{P}+, \mathrm{P}-}(n)\right)$. Let $G=(V, E)$ be a directed acyclic graph with topologically ordered $V:=$ $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and $\mathrm{P}^{+}, \mathrm{P}^{-} \in \mathbb{N}^{n}$. Then $G \in \Gamma_{\mathrm{P}^{+}, \mathrm{P}^{-}}(n)$ if:
$-|V| \leq n$,
$-d e g^{+}\left(v_{i}\right) \leq \mathrm{P}_{i}^{+} \wedge \mathrm{deg}^{-}\left(v_{i}\right) \leq \mathrm{P}_{i}^{-} \forall i \in[n]$.
If $\mathrm{P}^{+/-}=\mathbb{1} \rho$ for some $\rho \in \mathbb{N}$, we write $\rho$ instead of $\mathbb{1} \rho$.
In this sense, Corollary 2 yields a $\Gamma_{\rho, \rho}(n)$ EUG. In the following, we describe our dynamic UC construction. An example of the whole EUG creation and embedding process is depicted in Fig. 5 . The explicit creation of the used auxiliary graph is given by Alg. 3 .

The key observation for our dynamic UC construction is that, when merging two instances of $\Gamma_{1}(n)$ EUGs, each of the $n$ poles (excluding inputs and outputs) can take two inputs, and can, but not necessarily need to, compute one output. We can use this observation to merge poles in order to collect $\rho>2$ inputs for our LUT. For example, looking at Fig. 5] a $(5 \rightarrow 1)$-LUT consists of the three poles $p_{6}, p_{7}$, and $p_{8}$, where pole $p_{6}$ (resp. $p_{7}$ ) just collects two (resp. one) inputs, but do not compute any output. Instead, their ingoing edges are forwarded to pole $p_{8}$ (dashed lines) and the outgoing edges (gray lines) are removed. Pole $p_{8}$ now has, in
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(c) Edge-embedding of the original graph. First, the edges from the auxiliary graph are embedded. Then, edges in gray are removed from the EUG, while dashed edges are added to the EUG, resp. to the edge-embedding. The result is an edge-embedding for the original graph. Now we can replace the ingoing edges to $p_{6}$ by directed edges to the multi-input pole $p_{8}$. The auxiliary pole $p_{7}$ becomes a Y-Switch that only forwards the orange wire.

Fig. 5: Our dynamic UC construction for $\rho=5$.
addition to its two regular ingoing edges, three additionel ingoing edges that come directly from poles $p_{6}$ and $p_{7}$. On a high level, we can merge $\lceil\rho / 2\rceil$ poles into one $(\rho \rightarrow 1)$-LUT, while the first $\lceil\rho / 2\rceil-1$ so-called auxiliary poles each collect up to two inputs for the LUT which are then directly forwarded to the last pole, which takes the last two inputs of the LUT and computes the output.

More formally, we begin by constructing an auxiliary graph $\bar{G}$. For each pole $p$ that has $\rho>2$ incoming edges, we create an auxiliary pole for each two additional inputs, i.e., $\lceil\rho / 2-1\rceil$ auxiliary poles. Then, we replace all except two edges from pole $p$ by edges to the auxiliary poles. The purpose of the auxiliary poles is to forward their inputs to the original multi-input pole. The resulting EUG $\mathcal{U}$ then guarantees that there can be a path from any pole with lower order to the corresponding auxiliary poles.

If there is a multi-input gate with an odd number of inputs $\rho$, then there will be one auxiliary pole in $\bar{G}$ with only one input. In this case, we can share this auxiliary pole for two poles if both have an odd number of inputs (which is always the case in the special case of PFE). This concrete auxiliary pole is then later translated into an X-switching block so that the inputs can be forwarded to the correct LUT.

Theorem 3. Let $\mathrm{P}^{+} \in \mathbb{N}^{n}$. Then there exists an $E U G$ for $\Gamma_{\mathrm{P}+, 2}(n)$ with size bounded by

$$
3(n+\Delta) \log _{2}(n+\Delta)+\mathcal{O}(n+\Delta)
$$

where $\Delta:=\sum_{i=1}^{n} \max \left\{\left\lceil\frac{\mathrm{P}_{i}^{+}-2}{2}\right\rceil, 0\right\}$.
Proof. Step 1: Create a $\Gamma_{2}(n+\Delta)$ EUG $\mathcal{U}=\left(V^{\mathcal{U}}, E^{\mathcal{U}}, P, \mathcal{U}^{*}, \mathcal{U}_{1}, \mathcal{U}_{2}\right)$ with a topologically ordered pole set $P$ that has the form $\left(\ldots, v_{i-1}, u_{i, 1}, \ldots, u_{i,\left\lceil\frac{\mathrm{P}_{i}^{+}-2}{2}\right\rceil}, v_{i}, \ldots\right)$ for all $i \in[n]$, i.e., the auxiliary poles $u_{i, j}$ for $j \in\left[\left\lceil\frac{\mathrm{P}_{i}^{+}-2}{2}\right\rceil\right]$ are directly preceding the original pole $v_{i}$ :
We do this by creating a Liu EUG $\mathcal{U}$ with pole set $\bar{V}$ and split parameter 2 . Then we merge two instances of it. By Thm. 2 and Cor. 1, this yields a $\Gamma_{2}(n+\Delta)$ EUG of size at most $3(n+\Delta) \log _{2}(n+\Delta)+\mathcal{O}(n+\Delta)$.

Step 2: Adjust $\mathcal{U}$ to get the final EUG $\overline{\mathcal{U}}=\left(V^{\overline{\mathcal{U}}}, E^{\overline{\mathcal{U}}}, V, \overline{\mathcal{U}}^{*}, \overline{\mathcal{U}}_{1}, \overline{\mathcal{U}}_{2}\right)$ :
Let $u_{i, j}$ be an auxiliary pole of $v_{i}$ for $i \in[n], j \in\left[\left\lceil\frac{\mathrm{P}_{i}^{+}-2}{2}\right\rceil\right]$. Remove all of its outgoing edges and replace each of them with an edge connecting the auxiliary pole to the original multi-input pole, i.e., remove each $\left(u_{i, j}, w\right) \in E^{\mathcal{U}}$ for $w \in V^{\mathcal{U}}$ and replace it by $\left(u_{i, j}, v_{i}\right)$. This yields two edges $\left(u_{i, j}, v_{i}\right)$ per auxiliary pole $u_{i, j}$. Thus, $E^{\mathcal{U}}$ becomes a multi set.
If $\mathrm{P}_{i}^{+}$is odd and $j=1$, add only one of these edges instead of two (otherwise, $v_{i}$ would have too many ingoing edges). The graph that results from modifying $\mathcal{U}$ in the just described way is denoted by $\overline{\mathcal{U}}$.

Step 3: Embed any graph $G=(V, E) \in \Gamma_{\mathrm{P}^{+}, 2}(n) V:=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ into $\overline{\mathcal{U}}$ :
For this, we construct a $\Gamma_{2}(n+\Delta)$ graph using auxiliary poles for nodes with indegree higher than 2 by setting $\bar{G}=(\bar{V}, \bar{E})=$ auxiliaryGraph $(G) \in \Gamma_{2}(n+\Delta)$ (Alg. 3). Note that the "relative topological order" is maintained, i.e., $\eta_{\bar{G}}\left(v_{i}\right)<\eta_{\bar{G}}\left(v_{i+1}\right) \forall i \in[n]$. Edge-embedding $\bar{G}$ into $\overline{\mathcal{U}}$ yields $\psi: \bar{E} \rightarrow \mathcal{P}_{\overline{\mathcal{U}}}$. To show that $\overline{\mathcal{U}}$ is a $\Gamma_{\mathrm{P}^{+}, 2}(n)$ EUG, we need to define an edge-embedding $\bar{\psi}$ from $G$ into $\overline{\mathcal{U}}$ :
Note that for edges $e=\left(v_{i}, v_{l}\right) \in G \backslash \bar{G}$, i.e., edges whose endpoints are not auxiliary poles, $\psi$ already yields edge-disjoint $v_{i}-v_{l}$-paths and we can set $\bar{\psi}(e)=\psi(e)$ for those edges.
Now consider edges $e=\left(v_{i}, v_{l}\right) \in G \cap \bar{G}$, i.e., the endpoints of those edges are transformed into an auxiliary pole in $\bar{G}$. For each $e$, there is exactly one $\bar{e}=\left(v_{i}, u_{l, j}\right) \in \bar{G}$ for $j \in\left[\left\lceil\frac{\operatorname{deg}^{+}\left(v_{l}\right)-2}{2}\right\rceil\right]$ (line 8 in AuxiliaryGraph). Now set $\bar{\psi}(e)=\psi(\bar{e})+\left(u_{l, j}, v_{l}\right)$ for one of the possibly two edges $\left(u_{l, j}, v_{l}\right)$ that were added to $\overline{\mathcal{U}}$ before. Obviously, this yields a $v_{i}-v_{l}$-path. Since there are at most two edges connecting to an auxiliary pole, we can choose a unique last edge for each path. Because the paths in the image of $\psi$ were already edge-disjoint, also the paths in the image of $\bar{\psi}$ are edge-disjoint. Thus, $\bar{\psi}$ is an edge-embedding of $G$ into $\overline{\mathcal{U}}$.

Thm. 3 gives us an EUG that can be used to build UCs for LUTs of various sizes and can thus be used for Semi-Private Function Evaluation (SPFE). Next, we consider full Private Function Evaluation (PFE) for circuits just consisting of $(\rho \rightarrow 1)$-LUTs.

Corollary 3. Let $\mathrm{P}^{+}=\mathbb{1} \rho \in \mathbb{N}^{n}$ for $\rho>2$. Then there exists a $E U G$ for $\Gamma_{\mathrm{P}^{+}, 2}(n)$ with size bounded by

$$
3\left\lceil\frac{\rho}{2} n\right\rceil \log _{2}\left(\left\lceil\frac{\rho}{2} n\right\rceil\right)+\mathcal{O}\left(\left\lceil\frac{\rho}{2} n\right\rceil\right)
$$

Proof. Following the proof of Thm. 3. we do the same steps and highlight the differences.
Step 1: Create a $\Gamma_{2}\left(\left\lceil\frac{\rho}{2} n\right\rceil\right)$ EUG $\mathcal{U}$ with topologically ordered pole set $P$ that has the form $\left(\ldots, v_{i-1}, u_{i, 1}\right.$, $\left.\ldots, u_{i,\left\lceil\frac{\rho-2}{2}\right\rceil}, v_{i}, u_{i+1,1}, \ldots, u_{i+1,\left\lfloor\frac{\rho-2}{2}\right\rfloor}, v_{i+1}, \ldots\right)$ as described in step 1 in the proof of Thm. 3

Step 2: Adjust $\mathcal{U}$ to get the final EUG $\overline{\mathcal{U}}=\left(V^{\overline{\mathcal{U}}}, E^{\overline{\mathcal{U}}}, V, \overline{\mathcal{U}}^{*}, \overline{\mathcal{U}}_{1}, \overline{\mathcal{U}}_{2}\right)$ as described in step 1 in the proof of Thm. 3 with one difference: If $\rho$ is odd, we share one auxiliary pole $u_{i, 1}$ for two consecutive original poles $v_{i}$ and $v_{i+1}$, i.e., we add the two edges $\left(u_{i, 1}, v_{i}\right)$ and $\left(u_{i, 1}, v_{i+1}\right)$.

Step 3: Edge-embed $G$ into $\overline{\mathcal{U}}$ as described in step 3 in the proof of Thm. 3 with one difference: If $\rho$ is odd, the auxiliary graph $\bar{G}=(\bar{V}, \bar{E})$ shares on auxiliary pole $u_{i, 1}$ for two consecutive original poles $v_{i}$ and $v_{i+1}$, i.e., $u_{i+1,1}$ is removed from $\bar{V}$ and the edge $\left(w, u_{i+1,1}\right)$ is replaced by the edge $\left(w, u_{i, 1}\right)$. As $u_{i, 1}$ and $u_{i+1,1}$ both have indegree $1, u_{i, 1}$ now has indegree 2 .

### 4.2 Support for multi-outputs

In order to support $(\rho \rightarrow \omega)$-LUTs with $\omega>1$ outputs, we propose a general solution that can be combined with the fixed and the dynamic UC constructions (cf. §4.1), and is even compatible with the original constructions of Valiant 44 and Liu et al. 31] The high level idea is as follows: For a $(\rho \rightarrow \omega)$-LUT, take $\omega$ poles and let each of these poles compute and output one of the LUT's output. Concretely, the first pole takes the $\rho$ inputs of the LUT using the fixed or dynamic UC construction and computes the first output of the LUT. The remaining poles copy the $\rho$ inputs of the first poles by direct connections and compute the remaining outputs of the LUT. This results in a chain of $\omega$ poles each outputting one of the LUT's outputs.

An auxiliary graph that represents multi-output LUTs is a $\Gamma_{\mathrm{P}^{+}, \mathrm{P}^{-}, \Omega^{-}}(n)$ graph as defined in Def. 10 . As before, $\mathrm{P}^{+}$and $\mathrm{P}^{-}$represent the indegree resp. outdegree of each node in the auxiliary graph. $\Omega^{-}$now describes the number of distinguished outputs of the LUTs. As later, when embedding $G$ into the EUG, each output of a LUT represents a separate value, i.e., we need to put each output into an individual pole. As the poles of the EUG are the nodes of the auxiliary graph, we need to add for each additional output of the $i$-th LUT in total $\Omega_{i}^{-}-1$ additional poles. In Def. 10 , we denote the outputs of the $i$-th LUT with $v_{i, 1}, \ldots, v_{i, \Omega_{i}^{-}}$.
Definition $10\left(\Gamma_{\mathrm{P}^{+}, \mathrm{P}^{-}, \Omega^{-}}(n)\right)$. Let $G=(V, E)$ be a directed acyclic graph with topologically ordered $V:=\left\{v_{1,1}, \ldots, v_{1, \Omega_{1}^{-}}, v_{2,1}, \ldots, v_{2, \Omega_{2}^{-}}, \ldots, v_{n, 1}, \ldots, v_{n, \Omega_{n}^{-}}\right\}$and $\mathrm{P}^{+}, \mathrm{P}^{-}, \Omega^{-} \in \mathbb{N}^{n}$. Then $G \in \Gamma_{\mathrm{P}^{+}, \mathrm{P}^{-}, \Omega^{-}}(n)$ if:
$-|V| \leq \sum_{i=1}^{n} \Omega_{i}^{-}$,
$-\left|\left\{v_{i, j} \in V\right\}\right| \leq \Omega_{i}^{-} \forall i \in[n]$,
$-\operatorname{deg}^{+}\left(v_{i, 1}\right) \leq \mathrm{P}_{i}^{+} \wedge \operatorname{deg}^{+}\left(v_{i, 2}\right)=\cdots=\operatorname{deg}^{+}\left(v_{i, \Omega_{i}^{-}}\right)=0$,
$-\operatorname{deg}^{-}\left(v_{i, j}\right) \leq \mathrm{P}_{i}^{-} \forall i \in[n] \forall j \in\left[\Omega_{i}^{-}\right]$.
To easily build an EUG with only marginal modifications, we show that a $\Gamma_{\mathrm{P}^{+}, \mathrm{P}^{-}, \Omega^{-}}$is also a $\Gamma_{\mathrm{P}^{+}, \mathrm{P}^{-}}$ graph:

Proposition 2. Let $G \in \Gamma_{\mathrm{P}^{+}, \mathrm{P}^{-}, \Omega^{-}}(n)$. Then $G \in \Gamma_{\mathrm{P}^{+}, \mathrm{P}^{-}}(n+\Delta)$, where
$\Delta:=\sum_{i=1}^{n} \Omega_{i}^{-}-1$.
Proof. Let $G=(V, E) \in \Gamma_{\mathrm{P}^{+}, \mathrm{P}^{-}, \Omega^{-}}(n)$. Obviously, it holds that $|V| \leq \sum_{i=1}^{n} \Omega_{i}^{-}=n+\Delta$ where $\Delta=$ $\sum_{i=1}^{n} \Omega_{i}^{-}-1$ (condition 1 in Def. 10 . Further, for all $v \in V$ it holds that $\operatorname{deg}^{+}(v) \leq \mathrm{P}_{i}^{+} \operatorname{and~}^{\operatorname{deg}}{ }^{-}\left(v_{i, j}\right) \leq \mathrm{P}_{i}^{-}$ from condition 3 and 4 in Def. 10

[^6]Now, we can build EUGs for varying multi-input and multi-output LUTs in the SPFE setting using Cor. 4 as well as in the PFE setting where all LUTs have the same number of inputs and outputs using Cor. 5 .

Corollary 4. Let $\mathrm{P}^{+}, \Omega^{-} \in \mathbb{N}^{n}$. Then there exists a $E U G$ for $\Gamma_{\mathrm{P}^{+}, 2, \Omega^{-}}(n)$ with size bounded by

$$
3(n+\Delta) \log _{2}(n+\Delta)+\mathcal{O}(n+\Delta)
$$

where $\Delta:=\sum_{i=1}^{n}\left(\max \left\{\left\lceil\frac{\mathrm{P}_{i}^{+}-2}{2}\right\rceil, 0\right\}+\Omega_{i}^{-}-1\right)$.
Proof. Let $G=(V, E) \in \Gamma_{\mathrm{P}^{+}, 2, \Omega^{-}}(n)$ be the graph to be embedded in an EUG with $V=\left\{v_{1,1}, \ldots, v_{1, \Omega_{1}^{-}}\right.$, $\left.v_{2,1}, \ldots, v_{2, \Omega_{2}^{-}}, \ldots, v_{n, 1}, \ldots, v_{n, \Omega_{n}^{-}}\right\}$. We can transform $G$ into a $\Gamma_{\mathrm{P}^{+}, 2}\left(n+\Delta^{\prime}\right)$ graph where $\Delta^{\prime}:=\sum_{i=1}^{n} \Omega_{i}^{-}-1$ . Using Thm. 3, we get an EUG for $\Gamma_{\mathrm{P}+, 2}\left(n+\Delta^{\prime}\right)$ that is bounded by

$$
3\left(n+\Delta^{\prime}+\Delta^{\prime \prime}\right) \log _{2}\left(n+\Delta^{\prime}+\Delta^{\prime \prime}\right)+\mathcal{O}\left(n+\Delta^{\prime}+\Delta^{\prime \prime}\right)
$$

where $\Delta^{\prime \prime}:=\sum_{i=1}^{n} \max \left\{\left\lceil\frac{\mathrm{P}_{i}^{+}-2}{2}\right\rceil, 0\right\}$ and $\Delta:=\Delta^{\prime}+\Delta^{\prime \prime}$ follows.
We need to add some more edges to the resulting EUG $\overline{\mathcal{U}}=\left(V^{\overline{\mathcal{U}}}, E^{\overline{\mathcal{U}}}, V, \overline{\mathcal{U}}^{*}, \overline{\mathcal{U}}_{1}, \overline{\mathcal{U}}_{2}\right)$ with pole set $V$, namely the inputs of the first pole associated with the LUT need to be forwarded to all remaining output poles of the same LUT as follows:

$$
\forall i \in[n]: \forall v_{i, 1} \in V: \forall\left(u, v_{i, 1}\right) \in E^{\overline{\mathcal{U}}}: \forall v_{i, j} \in V, j>1: E^{\overline{\mathcal{U}}}=E^{\overline{\mathcal{U}}} \cup\left(u, v_{i, j}\right)
$$

Corollary 5. Let $\mathrm{P}^{+}=\rho \in \mathbb{N}^{n}$ for $\rho>2$ and $\Omega^{-}=\omega \in \mathbb{N}^{n}$ for $\omega>1$. Then there exists an $E U G$ for $\Gamma_{\mathrm{P}^{+}, 2}(n)$ with size bounded by

$$
3\left(\left\lceil\left(\frac{\rho}{2}+\omega-1\right) n\right\rceil\right) \log _{2}\left(\left\lceil\left(\frac{\rho}{2}+\omega-1\right) n\right\rceil\right)+\mathcal{O}\left(\left\lceil\left(\frac{\rho}{2}+\omega-1\right) n\right\rceil\right)
$$

Proof. Follows directly from Cor. 3 and Cor. 4.

### 4.3 Improvement

In this subsection, we show the improvement of our LUT-based dynamic UC constructions for several basic building blocks such as full adder (FA), comparator (CMP), multiplexer (MUX), and AES-Sbox. As summarized in Tab. 2, our basic building blocks are smaller than the previous constructions [19/26314] in UC size by up to factor $10 \times$. Note that we compute the improvement factors using only the prefactor, so actual improvements will be larger as also the logarithmic term is improved. This UC size reduction is achieved by merging smaller 2-input gates into larger multi-input look-up-tables (LUT).
Full Adder (FA): The optimized implementation of a FA uses four 2-input XOR gates and one 2-input AND gate (cf. [27, Fig. 2]). We can implement a FA using only one $(3 \rightarrow 2)$-LUT, resulting in an improvement by $\geq 2 \times$ in UC size (cf. Tab. 2 ).
Comparator (CMP): The 1-bit comparator consists of three 2-input XOR gates and a single 2-input AND gate (cf. [27], Fig. 6]). Our improved LUT-based instantiating for CMP uses only one ( $3 \rightarrow 1$ )-LUT, resulting in an improvement of $\geq 2.7 \times$ in UC size (cf. Tab. 2).
Multiplexer (MUX): The MUX block can be instantiated with one 2-input AND gate and two 2-input XOR gates (cf. [28]). In our approach, MUX can be instantiated with only one ( $3 \rightarrow 1$ )-LUT, resulting in an improvement of $\geq 2 \times$ in the UC size (cf. Tab. 2).
AES-Sbox: The most optimized AES-Sbox presented in [7] consists of 32 2-input AND gates and 83 2-input XOR gates. Our LUT-based AES-Sbox needs only one $(8 \rightarrow 8)$-LUT resulting in an improvement of $\geq 10.4 \times$ in UC size (cf. Tab. 2). Note that also other ciphers that use Sboxes such as LowMC [3] benefit from our approach.

Table 2: UC Size of efficient constructions for basic building blocks which can be used to construct more complex functionalities. The asymptotic UC sizes for LUT-based circuits apply to both the fixed and dynamic construction.

| Building <br> Block (BB) | Boolean Circuit |  | LUT-based Circuit |  | Improvement |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | \# Gates | Asympt. UC Size\| | \# LUTs | Asympt. UC Size |  |
| FA | 4 XOR | $15 n \log 5 n+\mathcal{O}(n)$ | $(3 \rightarrow 2)$-LUT | $7.5 n \log 2.5 n+\mathcal{O}(n)$ | $\geq 2 \times$ |
| CMP | 3 XOR | $12 n \log 4 n+\mathcal{O}(n)$ | (3 $\rightarrow$ 1)-LUT | $4.5 n \log 1.5 n+\mathcal{O}(n)$ | $\geq 2.7 \times$ |
| MUX | 2 XOR | $9 n \log 3 n+\mathcal{O}(n)$ | (3 $\rightarrow$ 1)-LUT | $4.5 n \log 1.5 n+\mathcal{O}(n)$ | $\geq 2 \times$ |
| AES-Sbox | $\left\|\begin{array}{\|l\|l\|}83 \\ 32 & \text { ANOR }\end{array}\right\|$ | $345 n \log 115 n+\mathcal{O}(n)$ | $(8 \rightarrow 8)$-LUT | $33 n \log 11 n+\mathcal{O}(n)$ | $\geq 10.5 \times$ |

Complex Building Blocks. We now present several motivating examples that benefit from improvements of our basic building blocks. More complex functionalities can be built based on these building blocks which occur naturally in PFE applications such as calculating car insurance tariffs [18, credit worthiness checking [14, and medical diagnosis 6].
Addition and Subtraction. An $l$-bit addition is composed of a chain of $l$ Full Adders (FA) (cf. [27, Fig. 1]. An $l$-bit subtraction is defined as $x-y=x+y+1$ and can be constructed similarly to an addition circuit using $l$ FAs (cf. [27, Fig. 3]. Using our FA construction, the UC size of the addition and subtraction is improved by $\geq 2 \times$. Multiplication. Multiplication of two $l$-bit numbers can be composed of $l^{2}$ of 2 -input AND gates $((2 \rightarrow$ $1)$-LUT) and $(l-1) l$-bit adders [27]. Using the efficient implementation for LUT-based adders, the UC size of the multiplication circuit is improved by $\geq 1.7 \times$.
Multiplexer. An $l$-bit multiplexer circuit can be composed of $l$ parallel MUX (cf. [28, Fig. 9]) to select one of the $l$-bit inputs. So, using our LUT-based MUX has $\geq 2 \times$ improvement for an $l$-bit multiplexer.
Comparison. An $l$-bit comparison circuit can be composed of a chain of $l$ CMPs (cf. [27, Fig. 5]). Thus, deploying our CMP construction improves the UC size of the comparison circuit by $\geq 2.7 \times$. A minimum circuit which selects the minimum value of a list of $m$-bit values is composed of $l$-bit comparison and multiplexer circuits (cf. [27, Fig. 8]) and hence is improved by $\geq 2.3 \times$.

## 5 Implementation and Evaluation

We implement our proposed UC constructions described in $\$ 4$ using the MPC framework ABY [10]. We benchmark our fixed and dynamic UC constructions and compare them with Liu et al.'s 31 UC that simulates circuits with binary gates. All results in this section use the EUG construction proposed by Liu et al. 31] to construct the underlying $\Gamma_{1}$ EUGs. Our implementation is available as open-source under the MIT license at https://.. ${ }^{10}$ We discuss the LUT generation in $\S 5.1$, the UC compilation in $\S 5.2$, and give experimental results in $\S 5.3$.

### 5.1 LUT generation

As we move away from 2-input Boolean gates, we need LUT-based circuit representations of the functions. However, it takes significant engineering and modification to expand hardware synthesis tools beyond their intended uses and adapt their output to our LUT-based UC representation. Instead, we provide a toolchain that

[^7]converts high level function descriptions into LUT representations. Similar to [11, Section 5], we use hardware synthesis tools to automatically and effectively generate multi-input/multi-output LUT representations. For this, we make use of Yosys [46] and the ABC mapping [43]. We further use integrated Intellectual Property (IP) libraries in the Synopsys Design Compiler (DC) [1], a commercial ASIC synthesis tool, to generate circuit netlists containing more complicated functionality, such as floating-point operations. These circuits are created as Boolean netlists by Synopsys DC, which we then remap to LUT-based representations using the Yosys-ABC toolchain.

### 5.2 UC Compilation

Let $C$ denote the circuit to be embedded and $\rho$ the maximum fan-in of the circuit. We implement UC compilation as follows:

1. Parsing the circuit: The circuit is input in the Secure Hardware Definition Language (SHDL) [32] and parsed into the internal graph representation. If the fan-out of the graph is higher than the allowed fan-in ( $\rho$ for the fixed UC construction and 2 for the dynamic UC construction), the fan-out is reduced by copy gates. $G$ denotes the resulting graph. If we want to use dynamic multi-input gates, then the auxiliary graph as in Theorem 3 is generated (cf. Alg. 3). In this case, we denote the auxiliary graph by $G$ and the former graph with possibly reduced fan-out by $\bar{G}$.
2. Splitting $G$ into $\Gamma_{1}$ graphs and creating $\Gamma_{1}$ EUGs: If we use the dynamic UC construction, we get two $\Gamma_{1}$ graphs. Using the fixed UC construction yields $\rho \Gamma_{1}$ graphs. For each $\Gamma_{1}$ graph, we create a $\Gamma_{1}$ EUG. Possible EUGs are Valiant's EUG 44 and the 2-way split EUG of Liu et al. 31.
3. Edge-embedding the $\Gamma_{1}$ graphs and merging them: Each $\Gamma_{1}$ graph is edge-embedded into the corresponding $\Gamma_{1}$ EUG. This edge-embedding is coded directly into the control bits of the X- and Y-Switches of the EUG. We do not construct an explicit edge-embedding map $\psi$ because we only need the control bits to create the UC and the programming bits. The concrete algorithm uses a slightly modified version of the edge-embedding algorithm in [19]. Then, the $\Gamma_{1}$ EUGs are merged into a $\Gamma_{\rho}$ EUG (for the fixed UC construction) or into a $\Gamma_{2}$ EUG (for the dynamic UC construction).
4. Doing basic optimizations and checking the correctness of the edge-embedding: We remove edges connecting to an input pole as they will never be used and replace copy gates with wires. Then we remove isolated nodes or change X - to Y-Switching nodes if one edge was removed before. We check the correctness of the edge-embedding by checking for each edge $(u, v)$ in $G$, if there is a path leading from $u$ to $v$.
5. Setting the gates of the EUG: In the dynamic UC construction, we replace the auxiliary poles with wires connecting directly to the actual pole or a Y-Switch if only one input is forwarded. Analogously to step 4 , we check the correctness of the edge-embedding to $\bar{G}$. For each node in $G$, we set the function bits of the corresponding EUG pole. We determine the order of inputs and then set the function bits accordingly. This also involves padding the function bits if the gate has more inputs. Note that these additional inputs are likely to occur since each Universal Gate outputs $\rho$ (fixed UC construction) or 2 (dynamic UC construction) wires, independent of whether they are used in $G$ or not. We pad the function bits such that additional and undesired inputs are ignored.
6. Transforming the EUG into an ABY compatible UC: As a final step, we topologically order the EUG and output it in the UC format compatible with ABY [10]. Then, each node, along with its ongoing and outgoing wires, is written into a circuit file. At the same time, the programming bits are written into a separate programming bits file.

### 5.3 Experimental Results

Setup. Like previous works [19|2631], we benchmark a set of real-world circuits from [42]. In addition we consider other useful functions like Karatsuba multiplication [23], Manhattan and Euclidean distance [11], and floating-point operations [11]. For each functionality, we give the sizes of the resulting circuit, as well as

Table 3: Number of AND and XOR gates per building block in our UCs.

| Building block | AND gates | XOR gates |
| :--- | ---: | ---: |
| X-Switching block [28] | 1 | 3 |
| Y-Switching block [28] | 1 | 2 |
| Universal Gate with $k \geq 2$ inputs | $2^{k}-1$ | $2^{k+1}-2$ |

Table 4: Comparison of the sizes of our UCs and the best previous UC constructions of Liu et al. [31] as baseline (in number of AND gates). The smallest size is marked in bold and always achieved by our UCs. The sizes for the fixed and dynamic UC are the best combinations for $(\rho \rightarrow \omega)$-LUT for $\rho \in\{2, \ldots, 8\}$ inputs and $\omega \in\{1, \ldots, 8\}$ outputs for the benchmarked circuit.

| Circuit | Circuit size (\# AND gates) |  |  | Improvement ( $\times$ ) |  |  | LUT sizes $(\rho \rightarrow \omega)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Baseline [31] | Fixed UC\| | Dynamic UC\| | Fixed/Baseline | Dyn/Baseline\| | Dyn/Fixed\| | Fixed\| | Dynamic |
| AES | 1721094 | 1519149 | 1640651 | 1.13 | 1.05 | 0.93 | $\mid 2 \rightarrow 1$ | $2 \rightarrow 3$ |
| DES | 1275338 | 1130037 | 974733 | 1.13 | 1.31 | 1.16 | $3 \rightarrow 1$ | $2 \rightarrow 3$ |
| MD5 | 3286150 | 1724221 | 1191566 | 1.91 | 2.76 | 1.45 | $3 \rightarrow 1$ | $3 \rightarrow 3$ |
| SHA-1 | 4872501 | 2559602 | 2831839 | 1.90 | 1.72 | 0.90 | $3 \rightarrow 1$ | $2 \rightarrow 3$ |
| SHA-256 | 10652234 | 5351972 | 4591982 | 1.99 | 2.32 | 1.17 | 3 $\rightarrow 1$ | $4 \rightarrow 3$ |
| add_32 | 6926 | 3907 | 4446 | 1.77 | 1.56 | 0.88 | $\mid 3 \rightarrow 2$ | $4 \rightarrow 3$ |
| add_64 | 17006 | 8963 | 10238 | 1.90 | 1.66 | 0.88 | $3 \rightarrow 2$ | $3 \rightarrow 1$ |
| comp_32 | 2519 | 1278 | 1188 | 1.97 | 2.12 | 1.08 | $3 \rightarrow 1$ | $4 \rightarrow 1$ |
| mult_32x32 | 347274 | 177081 | 130053 | 1.96 | 2.67 | 1.36 | $3 \rightarrow 3$ | $8 \rightarrow 8$ |
| karatsuba_32x32 | 286933 | 156888 | 112829 | 1.83 | 2.54 | 1.40 | $3 \rightarrow 3$ | $4 \rightarrow 1$ |
| Manhattan_dist | 327203 | 150046 | 112829 | 2.18 | 2.90 | 1.33 | $\mid 3 \rightarrow 2$ | $4 \rightarrow 1$ |
| Euclidean_dist | 1852419 | 947679 | 1386695 | 1.95 | 1.34 | 0.68 | $\mid 3 \rightarrow 3$ | $4 \rightarrow 2$ |
| fp-add_32 | 113620 | 90964 | 94297 | 1.25 | 1.20 | 0.96 | $\mid 3 \rightarrow 1$ | $3 \rightarrow 1$ |
| fp-mul_32 | 293125 | 247859 | 185968 | 1.18 | 1.58 | 1.33 | $3 \rightarrow 1$ | $4 \rightarrow 2$ |
| fp-exp2_32 | 2008269 | 1548079 | 1265869 | 1.30 | 1.59 | 1.22 | $3 \rightarrow 1$ | $4 \rightarrow 4$ |
| fp-div_32 | 372101 | 236300 | 181904 | 1.57 | 2.05 | 1.30 | $3 \rightarrow 1$ | $4 \rightarrow 4$ |
| fp-sqrt_32 | 176176 | 118873 | 89311 | 1.48 | 1.97 | 1.33 | $3 \rightarrow 1$ | $4 \rightarrow 4$ |
| fp-comp_32 | 6387 | 5628 | 5269 | 1.13 | 1.21 | 1.07 | $4 \rightarrow 4$ | $8 \rightarrow 8$ |
| fp-log_32 | 1936813 | 1499538 | 1230530 | 1.29 | 1.57 | 1.22 | $3 \rightarrow 1$ | $4 \rightarrow 4$ |

communication and runtime complexity when the UC is evaluated with an MPC protocol.
As we have Universal Gates of different sizes, we cannot just count the number of nodes in the EUG to compare the implementations. Therefore, we count the number of AND gates that are necessary to instantiate the building blocks of the UC (cf. Table 3). As underlying MPC protocol for UC-based PFE we use Yao's protocol [47] using free XORs [28], so XOR gates can be evaluated without communication. We experimentally compared our implementations with the best existing UC-based PFE construction of 31. In order to show the improvement of our work, we use two identical machines with a LAN connection of $10 \mathrm{Gbit} / \mathrm{s}$ bandwidth and a round-trip time of 1 ms . Each machine is equipped with an Intel Core i9-7960X@2.8 GHz with 128GB DDR4 RAM. All measurements are averaged over 10 executions.
Experimental Results. We provide our results for our UC constructions in Tab. 4. In our circuit generation, we vary possible choices for $(\rho \rightarrow \omega)$-LUTs and select the ones with highest improvement. We can see from Tab. 4 that our fixed UC construction is always smaller than that of Liu et al.'s 31 by $1.13-2.18 \times$ while also fully hiding the function. Our dynamic UC construction which leaks the fanin of the individual LUTs is even $1.05-2.90 \times$ smaller than Liu et al.'s.
For a more comprehensive evaluation, we also evaluate our generated UCs with the GMW-based SP-LUT

Table 5: Running time and communication for our UC construction implemented with ABY compared to state-of-the-art UC construction 31. We include the LAN evaluation time (in seconds) and the total communication (in Megabytes) between the parties in LUT-based [11] as well as in Yao sharing [29] for fixed and dynamic UC constructions. The best values are marked in bold.

| $\frac{\text { UC construction }}{\text { MPC protocol }}$ | Liu et al. 31] |  | Our UC constructions (Fixed\|Dynamic) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Yao [47] |  | Yao [47] |  | SP-LUT [11] |  |
| Circuit | Time (s)\| | Comm. (MB) | Time (s) | Comm. (MB) | Time (s) | Comm. (MB) |
| AES | 1.926 | 83.170 | 1.608\|1.724| | 69.343\|78.170 | \|13.187|16.570| | $28.427 \mid 35.110$ |
| DES | 1.282 | 57.271 | $1.124 \mid 0.983$ | 50.570\|43.442 | 9.233\|8.617 | 24.311\|22.297 |
| MD5 | 3.471 | 148.348 | $1.832 \mid \mathbf{1 . 2 2 0}$ | 76.638\|52.895 | 26.642\|23.017 | 46.013\|42.773 |
| SHA-1 | 5.184 | 220.065 | 2.756\|3.051 | 113.859\|127.482 | 27.268\|38.216 | 58.641\|75.939 |
| SHA-256 | 11.571 | 481.412 | $5.878\|4.908\|$ | 238.364\|201.989 | 54.082\|52.226 | 123.045\|108.431 |
| add_32 | 0.018 | 0.314 | 0.009\|0.010 | $0.177\|0.202\|$ | 0.224\|0.397| | 0.148\|0.213 |
| add_64 | 0.026 | 0.017\|0.019 | $0.404 \mid 0.463$ | 0.770 | 0.452\|0.705 | 0.319\|0.458 |
| comp_32 | 0.008 | 0.117 | 0.004\|0.00387 | 0.062\|0.057 | 0.139\|0.047 | 0.055\|0.048 |
| mult_32x32 | 0.350 | 15.626 | $0.212 \mid \mathbf{0 . 1 4 4}$ | $7.300 \mid 5.511$ | 4.144\|1.427 | $4.531 \mid 4.063$ |
| karatsuba_32x32 | 0.292 | 12.901 | $0.191 \mid \mathbf{0 . 1 3 0}$ | $6.469\|5.003\|$ | 3.685\|1.414| | 4.021\|3.413 |
| md256 | 0.337 | 14.801 | $0.193\|\mathbf{0 . 1 3 5}\|$ | 6.592\|5.003 | 4.234\|1.375 | $4.544 \mid 4.093$ |
| ed64 | 1.924 | 83.552 | 1.046\|1.409 | 39.704\|61.802| | 17.524\|19.608| | 24.572\|48.132 |
| FP-Add_32 | 0.164 | 5.105 | 0.139\|0.149 | $4.003 \mid 4.163$ | 2.903\|3.172 | 2.426\|2.779 |
| FP-Mul_32 | 0.350 | 13.178 | $0.308 \mid \mathbf{0 . 1 8 8}$ | 10.949\|8.107 | $6.217 \mid 2.048$ | 4.579\|3.654 |
| FP-Exp2_32 | 2.292 | 90.555 | 1.612\|1.350 | 68.651\|55.729 | 21.531\|19.387 | 38.330\|25.167 |
| FP-Div_32 | 0.458 | 16.743 | $0.296 \mid \mathbf{0 . 1 8 8}$ | 10.443\|7.892 | 5.918\|1.917 | 6.528\|5.275 |
| FP-Sqrt_32 | 0.223 | 7.915 | $0.168 \mid \mathbf{0 . 1 0 2}$ | $5.237 \mid 3.847$ | 3.417\|1.071 | $3.442 \mid \mathbf{2 . 7 0 3}$ |
| FP-comp_32 | 0.014 | 0.290 | $0.012 \mid \mathbf{0 . 0 0 9}$ | $0.235 \mid 0.224$ | 0.226\|0.113 | 0.118\|0.094 |
| FP-log_32 | 2.083 | 87.330 | $1.600 \mid 1.311$ | 66.510\|54.168 | 20.198\|16.175 | $36.287 \mid \mathbf{2 4 . 6 9 2}$ |

protocol 11 in addition to Yao's GC protocol 47. In Tab. 5. we show the runtime and communication of our UC constructions compared to the most recent UC construction of Liu et al. 31] as baseline. Our new UC constructions are the fastest implementation: Compared to the baseline using Yao 47, the total runtime for our sample circuits is faster by a factor of $1.14-2 \times$ for our fixed UC construction and a factor of $1.1-2.85 \times$ for our dynamic UC construction. The communication improvements over the baseline using Yao [47] are $1.13-2.25 \times$ for the fixed UC construction and $1.06-2.96$ for the dynamic construction. The runtime of Yao's protocol is $3.83-11.5 \times$ faster than that of the LUT-based protocols which can be explained by the constant round complexity of Yao's protocol. From Tab. 5, we can observe that the SP-LUT protocol [11] always has the lowest communication, achieving up to factor $1.19-2.44 \times$ less communication than Yao's protocol.
Evaluation Summary. Our new UC constructions outperform the state-of-the-art UC-based PFE of 31 in terms of circuit sizes, communication, and total runtime. Our Evaluations confirm that our UCs improve over Liu et al.'s UC [31] by up to $3.6 \times$ in circuit size and up to $3.7 \times$ in runtime.
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[^0]:    ${ }^{1}$ In contrast to Fully Homomorphic Encryption (FHE) which can also be used for PFE, UC-based PFE can be based on mostly symmetric encryption and requires concretely much less computation.

[^1]:    ${ }^{2}$ We will publish our implementation as open source upon acceptance of our paper.

[^2]:    ${ }^{3}$ Note that a Universal Circuit can also compute circuits with less than the specified number of inputs, gates, and outputs by using dummy values with no functionality.
    ${ }^{4}$ When evaluating the UC with Yao's garbled circuit protocol 47, the universal gate can be directly implemented as a garbled table when the function holder takes over the garbling part.

[^3]:    ${ }^{5} \sim 2.25 n \log n$ when including the optimizations by Zhao et al. 48 for the 4 -way construction.
    ${ }^{6}$ We distinguish between EUGs and nested EUGs as the recursively constructed nested EUGs differ from its first EUG in Liu et al.'s construction [31.

[^4]:    ${ }^{7}$ Note that the main structure is equal to Valiant's superpole (cf. Figure 3b, but the input and output recursion points are merged. That is why createSuperpole in Alg. 2 does not need the second argument (cf. Alg. 1) as the recursion points of two superpoles are disjoint.

[^5]:    ${ }^{8} \mathbb{1}$ denotes the vector where each entry is 1

[^6]:    ${ }^{9}$ Valiant's 44 and Liu et al.'s 31 construction corresponds to the fixed UC construction for $(2 \rightarrow 1)$-LUTs.

[^7]:    ${ }^{10}$ URL removed for anonymous submission

