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Abstract. We present here the analysis of a new perturbation noted
+̂, that seems to strengthen significantly the security of some families
of multivariate schemes. Thanks to this new perturbation, we are in-
deed able to get interestingly efficient signature and encryption public
key schemes, in particular when combining this perturbation to the well
known trapdoors HFE ([9]) and UOV ([7]). We present here the best

attacks that we know against these variant schemes HFE+̂− and UOV+̂

and we give practical examples of parameters for current standard of
security.
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1 Introduction

Multivariate cryptography has interesting features for signature and encryption
public key schemes. For example, the size of the signature can be very short.
Currently, multivariate equations is one of the six large families of known tech-
niques of post-quantum public key cryptography. The five other families are:
hash based, isogenies, codes, lattices and combinatorial. However, multivariate
cryptography is still under construction, many variants have been proposed but
also many attacks still undermine their security, let’s cite for instance famous
schemes C∗, SFLASH, GeMSS, Rainbow, and famous attacks, involving the dif-
ferential, and the Minrank problem. In this article, we suggest new ideas that
might repair or strengthen the security of multivariate schemes.

2 Notations and context

As in all classical multivariate schemes, we use a finite field Fq with q elements
and we deal with the ring of polynomials in n variables x1, . . . , xn over Fq,



noted Fq[x1, . . . , xn] (implicitly modulo ⟨xq
1 − x1, . . . , x

q
n − xn⟩). Therefore here

Fq[x1, . . . , xn]
m will refer to the algebra of n-ary m-dimensional polynomials,

that we call (n,m)-polynomials for short. We note Φm : Fqm → Fm
q the natural

isomorphism mapping the field extension to its vector space (relatively to some
Fq-basis). For α ∈ Fqm , we denote ᾱ = Φm(α), ᾱ ∈ Fm

q . By extension and as
a shorthand, we denote x̄ = (x1, . . . , xm). We denote φ the Frobenius mapping
φ : Fqm 7→ Fqm , x → xq ; the multipliers mappings Λα, α ∈ Fqm are Λα :
Fqm 7→ Fqm , x → αx ; and finally the well known linear mapping “trace” is

Trm : Fqm 7→ Fq, x →
∑m−1

i=0 xqi . For consistency, computations over Fqm [x] are
also implicitly done modulo ⟨xqm − x⟩.

To deal with different dimensions, we define a natural embedding :

Im,n : Fm
q 7→ Fn

q , (x1, . . . , xm) →

 (x1, . . . , xn) when n ≤ m,

(x1, . . . , xm,

n−m︷ ︸︸ ︷
0, . . . , 0) when n > m.

For a univariate polynomial F of Fqn [x], we denote F̂ = Φn ◦ F ◦ Φ−1
n where

F̂ : Fn
q 7→ Fn

q , that is F̂ is a (n, n)-polynomial. For instance, the Frobenius φ is a
linear polynomial of degree q of Fqn [x], whereas φ̂ is a linear (n, n)-polynomial
of degree 1 of Fq[x̄]

n. Note that we have trivially x̂ = (x1, . . . , xn).
Reciprocally, for P a (n,m)-polynomial (n ≥ m), we denote P̌ = Φ−1

n ◦Im,n ◦
P ◦ Φn where P̌ is a univariate polynomial of Fqn [x].

We denote deg(P ) the degree of a (n, 1)-polynomial P . By extension, the
degree of a (n,m)-polynomial is the maximum degree of its (n, 1)-components.

We use Mn,m(Fq) to denote the set of square n×m-matrices with coefficients
in Fq, and we use the dot “.” to denote the (row) vector-matrix product or the
matrix-(column) vector. If v is a (row) vector, then ut is its transposed (column)
vector.

We call λ the security level, typically λ = 128. A scheme having a security
level λ means that an attacker can not break it by performing less than 2λ

operations.
Computer experiments evoked in this paper, related to Gröbner basis have

been performed on the on-line site of MAGMA http://magma.maths.usyd.

edu.au/calc/ [3]. Time measurement were performed on an Intel Core i7-6700
CPU, 3.4GHz, with a C++ program developed under Microsoft Visual Studio
2019.

3 Hat Plus +̂: a new perturbation

3.1 The HFE+̂− trapdoor

We first present the new perturbation +̂ in the context of HFE, for which we
recall the details. HFE uses a (so-called small) field Fq and one of its (so-called
big) finite extension Fqn . Here q will be therefore a small power of 2 or a small
odd prime or odd prime power, typically q = 2 or 64 or 59. Typical values of
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the degree of extension n will be such that qn is approximately between 2λ and
22λ. The main component of the scheme HFE is a univariate polynomial which
degree is bounded by d, another parameter of the scheme :

H(x) =
∑

qi+qj≤d

αi,jx
qi+qj .

For instance, d = 1 + qϵ is the smallest possible value (where ϵ = 1 if q is even,
and ϵ = 0 if q is odd), but still larger degrees can be considered. Typical values
of d are less than 1000 for instance.

The scheme is called HFE+̂−, which means there are two more parameters
tuning the scheme : t, the dimension of the new perturbation called “Hat Plus”,
whose principles will be explained hereafter, and a, the “Minus” parameter.
Typical values of these parameters will be such that a and t are smaller than n,
and dqt is quite small (less than 1000 for instance.)

We introduce now our new perturbation +̂ 5, depending on t randomly cho-
sen quadratic forms : pi(x1, . . . , xn), i = 1, . . . , t, (pi are random homogeneous
degree-2 (n, 1)-polynomial of Fq[x̄]), and t randomly chosen elements of Fqn : βi,
i = 1, . . . , t. The perturbation is then simply :

Q(x) =
∑

i=1,...,t

βip̌i(x).

We can express pi(x1, . . . , xn) =
∑

j,k ai,j,kxjxk, but also viewed as a polyno-

mial of Fqn [x]: p̌i(x) = Trn(
∑

j,k αi,j,kx
qj+k

). In the first expression {ai,j,k} are
random elements of Fq, and in the second one, {αi,j,k} are random elements of
Fqn ({ai,j,k} and {αi,j,k} deduce from each other). The latter expression shows
that the degree of p̌i and hence also Q, is not bounded by a small value, but can
be as big as 2qn−1, contrary to the trapdoor functions of HFE.

Then, we define F = H + Q as the secret trapdoor. Using the “Minus”
perturbation driven by the last parameter a, we select at random two additional
linear secret mappings S : Fn

q 7→ Fn−a
q and T : Fn

q 7→ Fn
q (supposedly of maximum

rank). Finally, we publish the public key of our HFE+̂− scheme :

P = S ◦ F̂ ◦ T,

which therefore will be a degree-2 homogeneous (n, n− a)-polynomial. The pa-
rameters q, n, d, t, and a being also public, the secret key consists in the de-
scription (coefficients in Fq or Fqn) of S, T , H and Q.

3.2 Special inversion of the HFE+̂ trapdoor

The special shape of the +̂ perturbation was chosen such that it is of course
possible to efficiently inverse the resulting trapdoor, that is to efficiently and

5 This perturbation is very close to the + introduced by Patarin et al. in [10], however
this is not exactly the same, hence the notation +̂.
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practically compute the solutions in x of the equation F (x) = H(x)+Q(x) = y,
for any given y in Fqn . Since the degree of F (and Q) is huge (possibly 2qn−1),
a direct method such as the Berlekamp algorithm cannot be used primarily. On
the other hand, we can exploit the property that p̌i(x) is in Fq. So it is possible
to make an exhaustive search of the value of each p̌i(x) and in turn Q(x) which
therefore can take only qt possibilities. A first method to solve F (x) = y is
to solve the qt equations H(x) = y −

∑
i riβi, ri ∈ Fq, (which can be solved

using Berlekamp algorithm, since its degree is bounded by d), and to keep the
solutions satisfying p̌i(x) = ri. A second method involves the elimination of Q
by using the projection Πt. Indeed we get Πt(F (x)) = Πt(H(x)) = Πt(y) which
can be also solved using Berlekamp algorithm since the degree is bounded by
dqt. It suffices then to verify which solutions of this latter equation satisfy also
F (x) = y. Theory shows that solving qt degree-d polynomials (first method) is as
much complex than solving one degree-dqt polynomial (second method) (at least
in asymptotic complexity). However by experimentation, it seems that when d
is smaller, the first method is more efficient.

We also assume and have verified by experiments that the equation F (x) = y
behave almost as a random univariate equation over Fqn . Indeed, the probabil-
ities that the equation has zero solution and one solution are very close to the
theoretical value exp(−1) ; it has in average approximately one solution, like a
random equation.

3.3 The UOV+̂ trapdoor

We present now the perturbation +̂ in the context of UOV, for which we recall
here the details. Computations are performed in a finite field Fq. Two parameters
h and v denote respectively the number of “oil” and “vingear” variables. Then,
xi, i = 1, . . . , h are called the oil variables, and x′

i, i = 1, . . . , v are called the
vinegar variables. In this section for simplicity, x will denote (x1, . . . , xh), and so
on for x′, y, z, etc. The original secret trapdoor of UOV is a set of h quadratic
polynomials in all variables, without “oil×oil” monomials :

y1 =
∑

1≤i≤j≤v

a1ijx
′
ix

′
j +

∑
1≤i≤h
1≤j≤v

b1ijxix
′
j ,

...

yh =
∑

1≤i≤j≤v

ahijx
′
ix

′
j +

∑
1≤i≤h
1≤j≤v

bhijxix
′
j .

We can define for short, y = U(x, x′), where U is a degree-2 homogeneous (h+
v, h)-polynomial, degree-1 in the first h variables. The +̂ perturbation is as
previously composed by a set of t quadratic forms, in this case in oil variables :
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z1 =
∑

1≤i≤j≤h

c1ijxixj ,

...

zt =
∑

1≤i≤j≤h

ctijxixj .

We define for short z = Q(x), where Q is a degree-2 homogeneous (h, t)-

polynomial. Then the secret UOV+̂ trapdoor is the sum of the original trapdoor
and linear combinations of the previous quadratic forms :

y′1 =
∑

1≤i≤j≤v

a1ijx
′
ix

′
j +

∑
1≤i≤h
1≤j≤v

b1ijxix
′
j +

∑
1≤i≤t

λ1izi,

...

y′h =
∑

1≤i≤j≤v

ahijx
′
ix

′
j +

∑
1≤i≤h
1≤j≤v

bhijxix
′
j +

∑
1≤i≤t

λhizi.

For short : F (x, x′) = U(x, x′) + Λ(Q(x)), where Λ is a degree-1 homogeneous
(t, h)-polynomial. The coefficients aijk, bijk, cijk, and λij are of course random
elements of Fq. We select at random two additional linear secret bijections S :
Fh
q 7→ Fh

q and T : Fh+v
q 7→ Fh+v

q . Finally, we publish

P = S ◦ F ◦ T,

which therefore will be a degree-2 homogeneous (h+ v, h)-polynomial. The pa-
rameters q, h, v, and t being public, the secret key consists in the description
(coefficients in Fq) of S, T , U , Q and Λ.

Remark 1. Since Λ can be supposed of maximum rank, it is always possible to
have another secret decomposition with same public key, for which Λ = It,h
(canonical form of a h× t matrix of rank t).

3.4 Special inversion of the UOV+̂ trapdoor

We explain here how to find solutions in (x, x′) of the equation F (x, x′) = y. As
with the original UOV, a first step consists in selecting at random a vinegar value
x′ = v, then finding a solution in x of F (x, v) = y. For a second step and as in the
previous case with HFE, use the exhaustive search of the qt values of z. We are
then brought back to solve qt linear systems and check individually if one of its
solutions is consistent with the +̂ equation Q(x) = z. However there is an even
better way than the exhaustive search. Consider the system F (x, v) = y where
the t forms of Q(x) are replaced by new variables z1, . . . , zt. We get then a linear
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system of h equations in h+ t variables. When the system has maximum rank,
we can express the h oil variables as linear combinations of these new variables.
We then replace the expression of the oil variables in the equations Q(x) = z and
get a quadratic system of t equations in t variables. This method can easily be
adapted when the system has a rank default by adjusting accordingly the number
of free variables. When the linear system has a rank default and is inconsistent,
or when the deduced quadratic system has no solutions, just try a new value v
for x′ and redo the work.

4 Security analysis of HFE+̂−

For a convenient notation, we introduce here r = ⌊logq(d − 1)⌋ + 1 known as
the “rank” of the HFE polynomial. Rationale : when interpreting H(x) as a
quadratic form in (x, xq, . . . , qn−1), then this form has at most rank r.

We note ω the linear algebra constant.

4.1 Perturbations and projections

Regarding the Minus perturbation, it has been noticed (see [11]) that it can be
reinterpreted as the effect of a projection. Namely, for a given map S : Fn

q 7→
Fn−a
q (of rank n − a), we can find a bijective extension of S : S+ : Fn

q 7→ Fn
q

and a linear polynomial La of degree qa and rank n− a such that S = S+ ◦ La.
Concerning the +̂ perturbation, since obviously its image is the subspace spanned
by the family {βi}, that we can suppose of dimension t, we can find a linear
polynomial Πt of degree qt and rank t such that Πt ◦Q = 0.

4.2 Equivalent keys

The study of equivalent keys is important to assess the security of a multivariate
scheme (see [8]). In our case, two tuples of secret keys (S, T, F ) and (S′, T ′, F ′)
are said equivalent if they lead to the same public key. A first step in this study is
to determine the “sustainders”, which are the families of linear mappings (σ, τ),
such that σ◦F ◦τ keeps the shame “shape”. In other words, if F and σ◦F ◦τ are
admissible functions for the scheme, then (S, T, F ) and (S◦σ̂−1, τ̂−1◦T, σ◦F ◦τ)
are obviously equivalent keys.

Notice for instance that whatever the linear mapping τ , then Q′ = Q ◦ τ̂ is
eligible for the Onyx scheme. Likewise, if H is a unitary HFE polynomial, then
H ◦ Λδ = δdH ′, where H ′ is another eligible unitary HFE polynomial.

More generally, among the sustainders are the multipliers: Λγ , γ ∈ Fqn and

the iterates of the Frobenius: φ(i) : x → xqi . In particular, we have: Λγ ◦ (H +
Q) ◦ Λδ = λδdH ′ + λQ′. So we see that it is always possible to find unitary H ′

and Q′ that lead to an equivalent key. So from now, we may consider that H and
Q are unitary. With this extra condition, the equivalent keys are most probably
only the ones induced by the iterated Frobenius (σ, τ) = (φ(i), φ(n−i)), and the
ones induced by the “small” multipliers (σ, τ) = (Λ1/a2 , Λa), a ∈ Fq, a ̸= 0.

6



4.3 Weak keys

Following the example of [4], we should also be careful about undesired properties
of F leading to structural attacks. We have just seen the existence of mappings
(σ, τ), such that σ ◦ F ◦ τ is (part of) an equivalent key. However, is it possible
to find (σ, τ) such that exactly σ ◦ F ◦ τ = F? Indeed, this would lead to the
following attack: find two linear mappings A and B such that P ◦A = B◦P, then
we would have something like : A = T−1 ◦ τ̂−1 ◦ T , and something similar for
B (since S is not invertible). We know that the small field multipliers are such
candidates, however they lead to trivial equations that reveal nothing about S
and T. If we look at the Frobenius and its iterates, then a choice of pi satisfying
for all x ∈ Fn

q , pi ◦ φ̂(x̄) = pi(x̄) (this is the case for instance if pi(x̄) = Tr(x1+qi)
) leads indeed to a weak key. Since pi may be chosen at random, it is very unlikely
that this condition be fulfilled.

4.4 Rank of the HFE+̂ trapdoor

An important aspect of the HFE+̂ trapdoor is its rank, since any rank defect
in the public key due to the secret function could be exploited by an attacker.
Classically, the rank of a degree-2 polynomial P is the minimum number r of
products of two linear polynomials Lij , j = 1, 2, in the possible sums P (x) =∑r

i=1 Li1(x)Li2(x). Since the pi are randomly chosen, we may assume that with
overwhelming probability that Q and therefore also F have rank n.

4.5 Direct attacks

We would like to address here the issue of the algebraic attacks that aim to
invert directly the system P(x) = y. As far as techniques involving Gröbner basis
computation are the best to solve this problem, we refer to [5] and estimate the
well-known degree of regularity of the system to invert. Inversion of the secret
central map F suggests it is related to the polynomial Πt ◦ La ◦H, whose rank
is r + t + a. Therefore we conjecture that the degree of regularity of an Onyx
system is

Dreg =
(q − 1)(r + a+ t− ϵ)

2
.

4.6 Rank attacks

The idea in [12] and all related Minrank attacks, is to exploit a rank default and
turn it into a search of a linear combination of matrices having a small rank. In
our case, starting from the equivalent form P = S+ ◦ La ◦ F ◦ T , we search an
unknown mapping M such that either M ◦P (such as in [2]) or P ◦M (such as in
[12]) has a rank default. Fortunately, thanks to the +̂ part, only the first method
(less efficient) ([2]) can succeed. Indeed we have Πt◦(S+)−1◦P = Πt◦La◦H ◦T ,
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which has, as claimed, a small rank, namely r + a + t. The complexity of the
corresponding attack using “Mirror Modelling” is therefore

O

((
n+ r + a+ t+ 1

r + a+ t+ 1

)ω
)
.

We analyse now a different way for an attacker to neutralize the effect of the +̂
perturbation and how we should choose the parameters in consequence. We have
already noticed that the public key can be expressed as S+ ◦La ◦ (H+Q)◦T . It
means that multiplying the public key by the correct mapping S+ ◦Πt ◦ (S+)−1,
one could get S+ ◦Πt ◦La ◦H ◦ T . In other words, there exist (unknown) linear
combinations of the public equations that can be interpreted as the public key
of a HFE− system with parameters (q, n, r, t+ a). So, suppose that we draw at
random m linear combinations of the public equations, then with probability
1/qtm, they form a HFE− public system with parameters (q, n, r, n−m). Let’s
note C−(q, n, r, a) the cost of retrieving the key of a generic HFE− system,
then the overall cost of this attack is qtmC−(q, n, r, n − m). We can estimate
C−(q, n, r, a) = O

(
nω
(
2r+1

r

)ω)
, using the formula for support minors modeling

in [1] (even better than the one in [12]). This formula does not depend of the
number of removed equations, however this latter must be not too big: we must
have a < n− 2r − 1. So in our case, we can estimate that the complexity of the
attack is at least

q(2r+1)t

(
nω

(
2r + 1

r

)ω
)
.

This leads to potential sets of parameters of n, r, and t that make us safe from
this attack.

5 Security analysis of UOV+̂

5.1 Direct attacks

The best way to solve directly a system such as P(x) = y is the hybrid approach.
We recall here the complexity for solving a system of n equations in n variables,
when fixing k additional variables:

min
k

(
3qk
(
n− k + dreg

dreg

)2(
n− k

2

))

where dreg is the smallest integer d for which the coefficient of zd in

(1− z2)n

(1− z)n−k

is non-positive.

8



128 bit security
q 3 4 5 8 16 59 277 983
n 83 71 65 57 50 45 42 41

192 bit security
q 7 8 11 16 29 79 787 2179
n 92 90 85 80 75 70 65 64

256 bit security
q 43 59 107 233 269 547 911 1433
n 100 98 95 92 91 90 89 88

Table 1: Sample values of (n, q) for which solving a random system
of n quadratic equations in n variables in Fq with hybrid method
exceed given complexity.

See Table 1 for sample parameters.

5.2 Rank attacks

When selecting at random a linear combination of public equations, there one
chance out of qt that the contribution of the +̂ is cancelled. We have to estimate
how many equations are required in order to perform any kind of rank attack.
In a conservative setting, we estimate that an attacker need at least to pick up
at least 2 such equations before attempting any rank attack. Indeed, with only
one equation, there is no way to distinguish it from a random one, and therefore
to test whether the perturbation is cancelled or not. It suffice then to select q
and t such that q2t > 2λ to be out of reach of rank attacks.

5.3 More efficient UOV: field extension

Using the idea presented in [6], it seems interesting to express the public key
in a field extension (typically Fqt), so that the public key is t time smaller.
Furthermore, the previous choice q2t > 2λ helps also also to keep this feature
safe. So in our settings, h and v are multiple of t, an irreducible polynomial f
of degree t of Fq is chosen, and computations of the public equations can be
performed over Fq[x]/(f).

6 Signature mode, choice of parameters

6.1 HFE+̂−

Security : 128 bits.
q = 2, n = 263, r = 7(d = 65), t = 6, a = 7.
Signature size : 263 bits.
Public key size : 1111 Kbytes.
Signature time: 10s.
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6.2 UOV+̂

Security : 128 bits.
q = 28, h = 48, v = 56, t = 8.
Hash size : 384 bits.
Signature size : 104 bytes.
Public key size : 35 Kbytes.
Signature time: 0.7s.

Security : 192 bits.
q = 212, h = 64, v = 72, t = 8.
Hash size : 768 bits.
Signature size : 204 bytes.
Public key size : 118 Kbytes.
Signature time: less than 1.5s.

Security : 256 bits.
q = 216, h = 88, v = 96, t = 8.
Hash size : 1408 bits.
Signature size : 368 bytes.
Public key size : 389 Kbytes.
Signature time: less than 4.0s.
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