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We give a novel procedure for approximating general single-qubit unitaries
from a finite universal gate set by reducing the problem to a novel magni-
tude approximation problem, achieving an immediate improvement in sequence
length by a factor of 7/9. Extending the work of [Has17; Cam17], we show that
taking probabilistic mixtures of channels to solve fallback [BRS15a] and mag-
nitude approximation problems saves factor of two in approximation costs. In
particular, over the Clifford+

√
T gate set we achieve an average non-Clifford

gate count of 0.23 log2(1/ε)+2.13 and T-count 0.56 log2(1/ε)+5.3 with mixed
fallback approximations for diamond norm accuracy ε.

This paper provides a holistic overview of gate approximation, in addition
to these new insights. We give an end-to-end procedure for gate approxi-
mation for general gate sets related to some quaternion algebras, providing
pedagogical examples using common fault-tolerant gate sets (V, Clifford+T
and Clifford+

√
T). We also provide detailed numerical results for Clifford+T

and Clifford+
√

T gate sets. In an effort to keep the paper self-contained, we in-
clude an overview of the relevant algorithms for integer point enumeration and
relative norm equation solving. We provide a number of further applications
of the magnitude approximation problems, as well as improved algorithms for
exact synthesis, in the Appendices.
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1 Introduction
In the quantum circuit model, quantum algorithms are expressed as sequences of unitary
operations and measurements. Any n-qubit unitary can be implemented by a circuit of ele-
mentary gates, comprising controlled-NOT (CNOT) gates and single-qubit gates [Bar+95].
Fault tolerant quantum computers require that the single-qubit gates belong to a finite
set. Such a set is called universal if it generates a dense covering of SU(2). That is, if
any unitary U ∈ SU(2) can be approximated to any accuracy by a finite sequence of gates
from the set. Of particular interest is the subject of approximating single-qubit diago-
nal unitaries, as a Euler decomposition guarantees that any single-qubit unitary can be
decomposed into diagonal Rz- and Rx-rotations. In addition, diagonal Rz rotations are
directly used in many quantum algorithm.

The cost of an approximation is quantified by the gate complexity, or gate cost. Asso-
ciating each gate gi in a sequence with a weight wi, the gate cost of that sequence is

∑
iwi.

The gate cost of approximating U to within ε is then taken as the minimum gate cost of
all possible approximating sequences. Note that select gates, such as the Pauli or Clifford
gates, are considered cheap to implement and so take zero weight. Typically, expensive
gates will be given a weight of 1, so that the gate cost of an approximation corresponds
to the number of expensive gates in the sequence. Consequently, minimizing the length of
an approximating sequence is a problem integral to the subject of gate synthesis. A fun-
damental and general result is the Solovay-Kitaev theorem, which states that a universal
gate-set G can approximate any unitary U ∈ SU(2) to accuracy ε by a finite sequence of
gates from G of length O(logc(1/ε)), where c is a constant. Significant progress has been
made since Solovay-Kitaev for specific gate-sets associated with fault-tolerant quantum
computers. Bourgain and Gamburd [BG11] showed that universal gate-sets of unitaries
with algebraic entries give approximating sequences with lengths O(log(1/ε)). This re-
sult was quickly applied to find efficient constructive algorithms for the Clifford+T gate
set [KMM13a; Sel15] and, later, the V basis [BGS13b]. Constructive algorithms for op-
timal diagonal approximations for both gate sets followed soon thereafter [RS15; Ros15;
BBG15a]. Many of these algorithms adopted a common framework of integer point enu-
meration followed by a solving a norm equation. Measurements were also introduced to
aid gate synthesis [PS13], culminating in the fall-back circuit [BRS15b], although this
work was a departure from the common framework. Sarnak [Sar] noted a connection be-
tween gate synthesis and quaternion algebras in his letter to Aaronson and Pollington,
which has been used to build frameworks for both exact [KY15]1 and approximate syn-
thesis [Kli+15b]. The letter also characterizes ‘golden gate sets’, of which the Clifford+T
and V gates are examples, that achieve optimal sequence lengths. For approximations of
diagonal unitaries, this is shown to be 3 logℓ(1/ε). These results are further expanded and
generalizations of two-step approach to diagonal approximations from [RS15] to other gate
sets also discussed in [PS18]. Recent research [Cam17; Has17] shows that approximation
with quantum channels, rather than unitaries, achieves quadratic improvement in ε and
reduces the length by factor of two.

The quality of an approximation V for some desired unitary U is captured by the
accuracy parameter ε. The distance between two unitaries is computed by evaluating some
norm of U − V . Typically, this is the operator (or spectral) norm, where ∥A∥ = max λk,
where λk are the singular values of A. In order to measure distance for quantum channels,
that is, completely-positive trace-preserving linear maps on density matrices, we refer to
the diamond norm. For quantum channels U and V corresponding to unitaries U and V ,

1This work has been developed independently of [Sar].

3



the diamond norm of their difference is defined by

∥U − V∥⋄ = max
ρ
{∥((U − V)⊗ Id)(ρ)∥1}, where ∥A∥1 = Tr

√
A†A (1)

and Id is the identity map, and the maximum is taken over all probability density ma-
trices ρ. The diamond norm thus allows for accurate measurement of errors in unitaries
constituting a quantum algorithm, independent of the algorithm itself.

We consider three universal gate sets associated with fault-tolerant quantum compu-
tation: the V basis, the Clifford+T basis and the Clifford+

√
T basis. The Clifford+T

gate set is commonly used for fault tolerant quantum computation, and is known to be
efficiently universal [Sel15], with gate cost depending solely on the number of T gates
used. The V basis was shown to be efficiently universal in [HRC02], and provides a simple
pedagogical example of approximation. The Clifford+

√
T gate set is an alternative to the

Clifford+T gate set for fault tolerant computing. The merits of these gate sets with regard
to fault tolerant computing are discussed in greater detail in Section 1.1.

The rest of this paper is organized as follows. Section 2 summarizes our main results.
In Section 3, we briefly discuss connections between gate synthesis and cryptography.
Section 4 defines the five approximation problems that are the focus of this paper. We
detail a complete method for solving these problems in Section 5, with examples for the
V, Clifford+T and Clifford +

√
T gate sets, in addition to a general solution. We provide

extensive numerical results for our method in Section 6 for Clifford+T and Clifford+
√
T.

Section 7 and Section 8 recall algorithms for solving two problems that arise in our solution
method: integer point enumeration and norm equation solving.

1.1 Fault tolerant gate sets
Unitary synthesis translates the description of a quantum algorithm into a sequence of
operations (”gates”) that can be implemented on the target quantum computer. The set of
operations permitted by a particular quantum computing platform are limited by physical
constraints and may not match the operations prescribed in the algorithm. Moreover, even
if the operations offered by the quantum computer match the operations in the algorithm,
the accuracy to which the quantum computer can perform each operation is likely to be
limited. Loosely speaking, existing quantum computing systems offer single-qubit unitary
operations with accuracy up to 10−4 (see Fig. S.17 in [Aru+19] for the accuracy of
one and two qubit gates) whereas useful quantum algorithms require accuracy of 10−10

or better (see Table I in [Bur+21] for the typical number of gates in useful quantum
algorithms).

Fault-tolerant quantum computation bridges the accuracy gap by encoding many phys-
ical qubits into a smaller number of logical qubits. To guarantee accuracy, logical qubits
must be encoded at all times. Operations of the quantum algorithm must be performed
on the logical qubits while they are encoded. Each logical operation must both preserve
the code structure and carefully limit the spread of errors. Those requirements restrict
the available set of logical quantum operations.

The cheapest form of logical operations involves executing the same physical operation
to each of the physical qubits in the code. For example, some codes admit the logical
Hadamard operation by executing the physical Hadamard operation to each physical qubit.
Unfortunately, these so-called ”transversal” gates can yield only a sparse discrete set within
a single quantum code [EK09; BK13; WB20].

Stabilizer codes, the most widely studied class of quantum error correcting codes,
typically admit transversal implementation of some or all of the Clifford group—the group
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Figure 1: A Clifford+T circuit implementation of VZ = (I+2iZ)/
√

5 proposed in [PS14]. Conditioned
on X-basis measurement outcomes of zero on the top two qubits, the circuit outputs VZ |ψ⟩. For any
other measurement outcome the circuit outputs |ψ⟩. Repeating the circuit until obtaining the 00
measurement outcome yields VZ |ψ⟩ using approximately 5.26 T gates, in expectation.

generated by {H, S, CNOT}. A broad and widely studied subset of stabilizer codes called
CSS support transversal implementation of the CNOT operation, for example.2 Circuits
composed of Clifford group operations have the added benefit of being efficiently simulable,
an essential feature for the study of fault tolerant quantum computing schemes.

At least one operation outside of the Clifford group is required for universal quantum
computation (see Theorem 6.7.3 in [NRS06]). In most fault-tolerant quantum computing
proposals, that non-Clifford operation is the T gate. The logical T operation is typically
implemented by ”distillation” which combines many (noisy) physical T gates with (less
noisy) logical Clifford operations [BK05]. Distillation is regarded as the most efficient
known technique for non-Clifford gates, but remains roughly an order of magnitude more
expensive than transversal operations despite much study [BKS21]. Distillation can be
used to construct other operations, but known distillation protocols are limited to op-
erations that belong to the so-called ”Clifford hierarchy” introduced in [GC99]. Of the
known distillation techniques the most cost competitive operations are T and the three
qubit double-controlled-Z (CCZ) [GF19].

To the best of our knowledge, there are no operations outside of the Clifford hierar-
chy that admit implementation through distillation of the corresponding resource states.
However, by including measurement it is possible to construct other kinds of circuits out
of fault tolerant Clifford+T gates. For example, VZ = (I + 2iZ)/

√
5 can be implemented

with the circuit shown in Figure 1. The idea then is to approximate a unitary U with a
sequence of Clifford+VZ gates then substitute Figure 1 for each VZ in the sequence. Un-
fortunately, that strategy yields higher number of T gates than synthesis with Clifford+T
alone. The strategy could be redeemed with cheaper Clifford+T implementations of VZ or
similar non-Clifford gates. But finding such circuits is difficult,and the best known circuits
do not produce better resource requirements overall. Though we consider the V -basis gate
set in this paper, it is largely for instructional purposes.

Incorporation of measurements into Clifford+T circuits can be used to emulate other
gates within the Clifford hierarchy, as well. For example, the gate

√
T can be implemented

with Clifford+T and measurements [Bev+20]. Approximations with the set Clifford+
√
T ,

through emulation, use the the same number of T gates as direct Clifford+T sequences.
Using Clifford+

√
T gates, however, yields approximating sequences that are half the length

of corresponding Clifford+T sequences, offering an advantage when rotations must be
executed as fast as possible.
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Table 1: Scaling of the approximation cost for random angles. Approximation accuracy ε is measured
using diamond distance. Linear fit of the cost is based on the numerical results reported in Figure 2
and Figure 15. Mixed diagonal rows contain results for our new and improved version of a mixed
diagonal approximation protocol first introduced in [Cam17; Has17]. Results from [Cam17; Has17]
apply to any gate set for which diagonal approximation is available. Fallback rows correspond to our
improved and generalized fallback synthesis method (Figure 7) first introduced in [BRS15a]. For power
cost, the cost of T is two and the cost of T 1/2, T 3/2 is three. Our algorithms are optimal with respect
to this cost. For gate count cost, the cost of T , T 1/2, T 3/2 is one. For T -count cost, the cost of
T is one and the cost of T 1/2, T 3/2 is four. Clifford gate costs are always zero. Different costs are
discussed in Section 6. Heuristic cost estimates are discussed in Section 5.5. Applications of magnitude
approximation are illustrated in Table 2.

Gate set Approximation Linear fit of the cost (ε < 10−4) Heuristic Novelty
(cost) protocol Mean Max cost estimate

Diagonal [RS15] 3.02 log2(1/ε) + 1.77 3.02 log2(1/ε) + 9.19 3.0 log2(1/ε) +O(1) Known
Fallback [BRS15b] 1.03 log2(1/ε) + 5.75 1.05 log2(1/ε) + 11.83 1.0 log2(1/ε) +O(1) Improved

Clifford+T Magnitude – – 1.0 log2(1/ε) +O(1) New
(T -count) Mixed diagonal 1.52 log2(1/ε) − 0.01 1.54 log2(1/ε) + 6.85 1.5 log2(1/ε) +O(1) Improved
Figure 2 Mixed fallback 0.53 log2(1/ε) + 4.86 0.57 log2(1/ε) + 8.83 0.5 log2(1/ε) +O(1) New

Mixed magnitude – – 0.5 log2(1/ε) +O(1) New
Diagonal 3.02 log2(1/ε) + 2.80 3.01 log2(1/ε) + 8.53 3.0 log2(1/ε) +O(1) New
Fallback 1.04 log2(1/ε) + 6.61 1.02 log2(1/ε) + 11.83 1.0 log2(1/ε) +O(1) New

Clifford+
√
T Magnitude – – 1.0 log2(1/ε) +O(1) New

(power) Mixed diagonal 1.53 log2(1/ε) + 1.06 1.58 log2(1/ε) + 4.98 1.5 log2(1/ε) +O(1) New*
Figure 15a Mixed fallback 0.56 log2(1/ε) + 5.32 0.62 log2(1/ε) + 7.66 0.5 log2(1/ε) +O(1) New

Mixed magnitude – – 0.5 log2(1/ε) +O(1) New
Diagonal 1.21 log2(1/ε) + 1.18 1.26 log2(1/ε) + 3.86 1.2 log2(1/ε) +O(1) New
Fallback 0.42 log2(1/ε) + 2.68 0.44 log2(1/ε) + 5.13 0.4 log2(1/ε) +O(1) New

Clifford+
√
T Magnitude – – 0.4 log2(1/ε) +O(1) New

(gate count) Mixed diagonal 0.61 log2(1/ε) + 0.43 0.64 log2(1/ε) + 2.52 0.6 log2(1/ε) +O(1) New*
Figure 15b Mixed fallback 0.23 log2(1/ε) + 2.13 0.25 log2(1/ε) + 3.85 0.2 log2(1/ε) +O(1) New

Mixed magnitude – – 0.2 log2(1/ε) +O(1) New
Diagonal 3.03 log2(1/ε) + 2.48 3.25 log2(1/ε) + 14.40 3.0 log2(1/ε) +O(1) New
Fallback 1.04 log2(1/ε) + 6.43 1.18 log2(1/ε) + 14.01 1.0 log2(1/ε) +O(1) New

Clifford+
√
T Magnitude – – 1.0 log2(1/ε) +O(1) New

(T count) Mixed diagonal 1.53 log2(1/ε) + 1.02 1.68 log2(1/ε) + 7.30 1.5 log2(1/ε) +O(1) New*
Figure 15c Mixed fallback 0.56 log2(1/ε) + 5.30 0.67 log2(1/ε) + 9.85 0.5 log2(1/ε) +O(1) New

Mixed magnitude – – 0.5 log2(1/ε) +O(1) New

2 Summary of main results
In Section 4 we define six approximation problems: diagonal unitary approximation, fall-
back approximation, magnitude approximation and their versions with probabilistic mix-
ing. The first two of these problems have been the subject of research for some time, with
many results pertaining to specific gate sets [RS15; KMM13b; BGS13a; BRS15b; KY15;
Kli+15b]. The magnitude approximation problem is new. One of its applications is solv-
ing the general unitary approximation problem, which exploits the connection between
unitary approximation and LPS graphs (See Section 3). Explicitly, we adapt the path-
finding algorithm of Carvalho Pinto and Petit [CP18] to the quantum setting, requiring
only two diagonal approximations and one more efficient magnitude approximation. The
sequence costs obtained using our method improve on the standard Euler decomposition,
which requires three diagonal approximations, by roughly one-third. Stier [Sti20] has con-
currently and independently produced a similar result. We discuss additional applications

2CSS is an initialism that comes from the three authors that first defined the codes: Calderbank, Shor
and Steane.
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Figure 2: Cost of approximating a set of random diagonal rotation gates with Clifford+T gates using
four approximation protocols. Diagonal rotation angles are random angles drawn from the uniform
distribution on [0, 2π]. We fix a set of approximation accuracy values. For each value in the set we
compute mean cost over all target angles. Vertical bars show the cost standard deviation for the given
accuracy value. Shaded regions indicate range of costs from min to max over all angles for the given
accuracy value. For the diagonal approximation protocol the cost for a given angle and given accuracy
is equal to number of T gates in the approximating sequence. For the other protocols the cost is the
expectation of T -count. For example, if the first step of fall-back protocol requires 10 T gates and fails
with probability 0.01 and the step to correct failure requires 30 T gates, the expected cost is 10.3. In
all reported fallback protocols the probability of fallback is at most 0.01.
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Table 2: Examples of problems that benefit from magnitude approximation. The case of a general qubit
unitary approximation is described in Section 4.1 and Section 4.6. Solutions to qubit approximation
and general SU(4) approximation are outlined in Appendix A. More generally, the magnitude approx-
imation problem can be used when compiling CNOT and rotation circuits for isometries produced by
UniversalQCompiler [Ite+16; Ite+21; MIC21] for fault-tolerant quantum computers.

Problems that benefit from Qubit state General SU(2) General SU(4)
magnitude approximation preparation approximation approximation

Number of real parameters 2 3 15
Problem Number of magnitude 1 1 6

properties approximation instances
Number of diagonal 1 2 9

approximation instances
Gate set Approximation method Heuristic T-count scaling with diamond norm accuracy ε

Diagonal (known) 6 log2(1/ε) +O(1) 9 log2(1/ε) +O(1) 45 log2(1/ε) +O(1)
Clifford+T Diagonal + Magnitude (new) 4 log2(1/ε) +O(1) 7 log2(1/ε) +O(1) 33 log2(1/ε) +O(1)

Mixed Diagonal (improved) 3 log2(1/ε) +O(1) 4.5 log2(1/ε) +O(1) 22.5 log2(1/ε) +O(1)
Mixed Diag. + Mag. (new) 2 log2(1/ε) +O(1) 3.5 log2(1/ε) +O(1) 11.5 log2(1/ε) +O(1)
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of the magnitude approximation problem in Appendix A.
The latter three problems are defined by applying the concept of channel mixing to di-

agonal, fallback and magnitude approximation, expanding on the ideas of [Cam17; Has17].
Channel mixing employs a probabilistic combination of sequences of unitaries to approx-
imate the target. The key idea is to use probabilistic combination of under-rotated and
over-rotated approximations of a given target. We combine channel mixing with fallback
and magnitude approximation to achieve a roughly two-fold improvement in cost com-
pared to non-mixed problem variants. To account for the fact that we are approximating
with channels rather than unitaries, we use the diamond norm to measure the accuracy
of approximation. We introduce the use of diagonal Clifford twirling, which ensures that
the difference between the ideal and approximating channel is a Pauli channel. Because
of this, we obtain a closed-form expression for the diamond distance which improves on
analysis in [Cam17; Has17] and results in lower approximation costs. The method in
[Cam17] uses diagonal approximation algorithms as black-boxes and finds under-rotations
and over-rotations by modifying target rotation angle. In contrast, we modify synthe-
sis algorithms to directly find under and over-rotated approximations and further reduce
approximations costs.

We provide a uniform approach to the six approximation problems and various gate
sets. For each problem, we show that a constraint on the diamond norm can be reduced
to a constraint on a single complex number. In contrast to [BRS15a], our approach to
fallback approximation ensures desired success probability and approximation accuracy.
The set of feasible solutions is represented geometrically as a region in R2, illustrated in
Section 4. Figure 13 compares the areas of the regions associated to the approximation
problems with respect to varying approximation accuracy ε and success probability q.
The scaling of the region area with epsilon determines the scaling of the approximation
sequence cost with accuracy ε, as illustrated in Table 1. To establish dependence between
region area scaling and cost scaling we use several heuristic assumptions as discussed in
Section 5.5. We also provide experimental justification of relation between the cost and
region scaling.

The results of our numerical experiments for Clifford+T and Clifford+
√
T gate sets

are summarized in Table 1. More detailed numerical results for Clifford+T are provided
in Figure 2, in particular they show that linear fits for cost scaling with accuracy are well
justified. Even more detailed results for Clifford+T and for Clifford+

√
T are in Section 6.

We show numerical results for approximating uniformly random diagonal rotations and
angles and rotations by Fourier angles π/2k. The study of uniformly random diagonal ro-
tations is motivated by the use of diagonal rotations in quantum algorithm for chemistry,
material science applications [Chi+21] and the rotations used in Quantum Signal Process-
ing [LC17]; rotations by Fourier angles appear in the Quantum Fourier Transform [NSM20]
and preparation of Phase Gradient states [Gid18].

We find that Clifford+
√
T is a promising gate-set for approximation when executing

rotations as fast impossible. In this case the execution speed is limited by the gate count,
in particular when executing rotations using a circuit from Figure 33 in [Lit19]. We
achieve average gate-count scaling 0.23 log2(1/ε)+2.13 when using mixed fallback protocol
with Clifford+

√
T and T-count similar to Clifford+T approximations. We assume that

each
√
T gate requires four T gates, which is justified in Section 5.5. These are the

first numerical studies of approximation cost scaling for Clifford+
√
T gates that include

additive constants, which are practically important because the log2(1/ε) prefactor is
small. These are also the first numerical results for mixed fallback and mixed diagonal
approximations for Clifford+T . We also provide more detail on approximate synthesis for
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general gate sets than the high-level approach outlined in [PS18].
In Section 5 we describe a complete method for solving the six approximation prob-

lems, restricting the scope to considering gate sets that can be represented by quaternion
algebras. The general solution method is described in Section 5.4, and includes a process
for constructing quaternion gate sets, as defined in [Kli+15a]. To summarize, a gate set is
defined by a complex field L, its maximal totally real subfield K and a fixed set of elements

in K. A solution to an approximation problem involves finding a matrix M =
(
m1 −m∗

2
m2 m∗

1

)
with entries in the integer ring of L. Our approach to finding M can be summarized in
two steps: point enumeration in a region defined by the approximation problem to find
m1, followed by solving a relative norm equation to recover m2. To guide the reader, we
work through three pedagogical examples: the V basis (Section 5.1), the Clifford+T basis
(Section 5.2), and the Clifford+

√
T basis (Section 5.3). A worked example for the V basis

is given here in Section 2.1.

2.1 Example: V basis diagonal approximation of ei
π
4Z

We use the notation I,X, Y, Z for Pauli matrices:

I =
(

1 0
0 1

)
, X =

(
0 1
1 0

)
, Y =

(
0 −i
i 0

)
, Z =

(
1 0
0 −1

)
.

Recall that the V basis consists of the following six matrices:

V±Z = 1√
ℓ

(I ± 2iZ) , V±Y = 1√
ℓ

(I ± 2iY ) , V±X = 1√
ℓ

(I ± 2iX) ,

where ℓ = 5. Let θ = π
4 and suppose we want to approximate U = eiθZ =

(
eiπ/4 0

0 e−iπ/4

)
using the V basis within accuracy ε = 0.1 with respect to the diamond norm. In other
words, we look for V , a product of unitaries from the V basis, which satisfies ∥Zθ − V∥⋄ ≤
ε, where Zθ and V are the channels3 induced by eiθZ and V , respectively.

Writing V as
(
u −v∗

v u∗

)
, with u, v ∈ C, we obtain the following:∣∣∣Re(ue−iπ/4)

∣∣∣ ≥ 1− ε2/8 =⇒
∥∥∥Zπ/4 − V

∥∥∥⋄ ≤ ε. (2)

For the full derivation of this constraint see Problem 4.4, Section 4. The constraint on u
is represented geometrically by the region in Figure 3.

Since V is a product of V basis matrices, there existsN ∈ N such that V = 1√
5N

(
u′ −(v′)∗

v′ (u′)∗

)
,

with u′, v′ ∈ Z[i]. It follows that u = u′/
√

5N and v = v′/
√

5N . Hence, we scale the re-
gion in Figure 3 by

√
5N and look for integer points (a, b) ∈ Z2, each corresponding to a

candidate u′ = a+ ib. We initialize N := 1, and iterate over N until a solution is found.
We find that there are no integer solutions for N = 1, 2, 3, 4. At N = 5, there are four

candidates for u′, namely {38+41i, 39+40i, 40+39i, 41+38i}, shown in Figure 4. Since V
is unitary, we require det(V ) = uu∗+vv∗ = 1 or, equivalently, u′(u′)∗+v′(v′)∗ = 55 = 3125.
So we must have 0 ≤ v′(v′)∗ = 3125− u′(u′)∗. Then,

u′ = 38 + 41i =⇒ u′(u′)∗ = 382 + 412 = 3125 (3)
u′ = 39 + 40i =⇒ u′(u′)∗ = 392 + 402 = 3121 (4)
u′ = 40 + 39i =⇒ u′(u′)∗ = 3121 (5)
u′ = 41 + 38i =⇒ u′(u′)∗ = 3125. (6)
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Figure 3: Geometric interpretation of constraint on complex number u in Equation (2). The region
with the red boundary contains candidate points (a, b) ∈ Z2, such that u = a+ ib and

∣∣Re(ue−iπ/4)
∣∣ ≥

1− (0.1)2/8.

10

(38,41)

(39,40)

(40,39)

(41,38)

Figure 4: Geometric interpretation of the constraint on complex number u′, such that V =
1√
55

(
u′ −(v′)∗

v′ (u′)∗

)
approximates ei π

4 Z to accuracy ε = 0.1. The region with the red boundary con-
tains four candidate complex numbers satisfying

∣∣Re(u′e−iπ/4)
∣∣ ≥ √55(1− (0.1)2/8).

Let v′ = c+ id, so
v′(v′)∗ = c2 + d2 = 55 − (a2 + b2). (7)

For Equations (3) and (6), we have v′(v′)∗ = 0 so v = 0 is the only solution. Equations
(4) and (5) yield v′(v′)∗ = 4, so c2 + d2 = 4 = 22 then either c = ±2, d = 0 or c =
0, d = ±2. The two corresponding values for v′ are ±2 and ±2i. In general, Equation
(7) admits a solution for v ∈ Z[i] if and only if all terms pk in the prime factorization

3The channel induced by a unitary U is an action of U on a density matrix ρ: U(ρ) = UρU†. Channels
and density matrices are defined fully in Section 4.
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of 55 − (a2 + b2), with p ≡ 3 mod 4, have even exponent k. Each candidate pair (u′, v′)
defines an approximation unitary V = 1√

3125

(
u′ −(v′)∗

v′ (u′)∗

)
, which is factorized over the V

basis. These factorizations are given in Table 3.

u′ v′ V basis factorization
41 + 38i 0 (V−Z)5

38 + 41i 0 iZ · (V+Z)5

39 + 40i 2i eiπ · V−XV−Y V+XV+Y V−X
2 eiπ · V+Y V−XV−Y V+XV+Y
−2i eiπ · V+XV+Y V−XV−Y V+X
−2 eiπ · V−Y V+XV+Y V−XV−Y

40 + 39i 2i −iZ · V−Y V−XV+Y V+XV−Y
2 −iZ · V+XV−Y V−XV+Y V+X
−2i −iZ · V+Y V+XV−Y V−XV+Y
−2 −iZ · V−XV+Y V+XV−Y V−X

Table 3: V basis factorizations of unitaries V := 1√
55

(
u′ −(v′)∗

v′ (u′)∗

)
, satisfying

∥∥ei π
4 Z − V

∥∥⋄ ≤ ε = 0.1.

3 Connections to cryptography and hash functions
In this section we will recall some definitions and results about cryptographic hash func-
tions. In particular, we explain the connection between the Charles, Goren and Lauter
hash construction [CLG09], built from LPS graphs, to unitary synthesis problems.

A hash function h : {0, 1}∗ → {0, 1}m is a function which takes bitstrings of arbitrary
length as inputs, and outputs bitstrings of fixed length. A hash function is required to
be preimage resistant ; that is, given a value y ∈ {0, 1}m in the image of h, it must
be computationally infeasible to find a bitstring x which hashes to that value. This is
formalized in Problem 3.1.

Problem 3.1 (Preimage Finding Problem). Given a hash function h and a value y ∈
Im(h), find x such that h(x) = y.

There are several constructions of hash functions built on Cayley graphs. Given a
group G with generating set S = {s0, . . . , sk}, the corresponding Cayley graph has vertices
associated with elements g in G and directed edges (g, h) if and only if gh−1 ∈ S. Writing
a message m = m1m2 . . .mk with mi ∈ {0, . . . , k}, the hash function is defined by H(m) =
sm1sm2 . . . smn . For such constructions, called Cayley hash functions, Problem 3.1 can be
reformulated as the group theoretic problem below.

Problem 3.2 (Constructive Membership Problem). Let G be a group with generating set
S = {s1, . . . , sk} and let N ∈ Z be small. Given an element g ∈ G, find a sequence
m1, . . . ,mN such that g = ∏

i smi .

In [CLG09], Charles, Goren and Lauter (CGL) proposed a Cayley hash function based
on LPS graphs. LPS graphs were introduced by Lubotsky, Phillips and Sarnak in [LPS88].

Let p, ℓ be distinct primes congruent to 1 mod 4, where
(
ℓ
p

)
= 1. Let Fp denote the finite
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field with p elements and let ι such that ι2 = −1 mod p. An LPS graph Xp,ℓ is the Cayley
graph with G = PSL(2,Fp), the projective special linear group of 2× 2 matrices over Fp,
and generating set S =

{(
a+ιb c+ιd

−c+ιd a−ιb
)

: a2 + b2 + c2 + d2 = ℓ
}
, where a > 0 and b, c, d

even. We can write g ∈ G as
(
a+ιb c+ιd

−c+ιd a−ιb
)
with a, b, c, d ∈ Fp and define the norm function

n(g) = a2 + b2 + c2 + d2. The preimage problem for the CGL hash function amounts to
path finding on an LPS graph. Since these are Cayley graphs, the preimage problem is
equivalent to Problem 3.2.

Recall that the unitary synthesis problem is the search for a circuit, or sequence, of
unitaries from a specified gate set that is equivalent to some target unitary. Clearly, this
problem is highly related to Problem 3.2. Unitaries are represented by matrices over C
and vertices in Xp,ℓ correspond to matrices over Fp, and both problems look for ‘short’
sequences in a subset of matrices. Remarkably, algorithms developed independently to
solve the constructive membership problem for LPS graphs [PLQ08; Sar17] and the quan-
tum unitary synthesis problem [Ros15; BBG15b] have many similarities. Petit, Lauter and
Quisquater [PLQ08] proposed an algorithm for finding short paths in LPS graphs in which
a matrix from the group G is decomposed into the product of four diagonal matrices with
square determinant and graph generators, up to multiplication by a unit. Each diagonal
matrix is factorized into elements from S using an extension of the Tillich-Zémor algo-
rithm [TZ08] for collision finding in an LPS graph. This diagonal decomposition method is
reminiscent of the Euler decomposition method for unitary synthesis, described in greater
detail in Section 4, in which the target unitary is decomposed into the product of Z-axis
rotations. Notably, Z-axis rotations can be expressed as diagonal matrices. Carvalho
Pinto and Petit [CP18] later improved upon the algorithm in [PLQ08], by decomposing
the target matrix into the product of two diagonal matrices and a third non-diagonal,
easily-factorizable matrix, resulting in path lengths of 7 logℓ(p). In Section 4 we translate
the algorithm to the continuous setting of general unitary approximation, achieving a simi-
lar improvement in sequence length. We obtain an additional constant factor improvement
by implementing approximation via quantum channel mixing.

We deal with the problem of approximating unitaries to some chosen accuracy ε.
The algorithms described in [PLQ08] and [CP18] both involve ‘lifting’ a matrix M ∈
PSL(2,Fp) to a matrixM ′ ∈ GL(Z[i]), such that the corresponding entries of each matrix
are congruent modulo p. In other words, for some well-defined p-adic norm the distance
between M and M ′ is O(p−1). The matrix M ′ is then factorized over GL(Z[i]), with some
conditions regarding the determinant size, with each factor mapped back to PSL(2,Fp)
via a group homomorphism. The lifting step is analogous to approximation in the quan-
tum setting, using p−1 as a measure of accuracy. Clearly, p−1 is analogous to ε. Of course,
in the LPS hash setting p is fixed, whereas in the quantum setting we have some control
over the value ε. The length of a sequence indicates the cost of approximating the tar-
get unitary in the context of gate synthesis. For the CGL hash function, the sequence
length will equal the length of the corresponding path in the LPS graph, and is similarly
used as measure of performance for path-finding algorithms. The length of a sequence
is determined by taking the norm of the target matrix. For matrices over C, we can use
some some complex matrix norm, while matrices in PSL(2,Fp) use some p-adic norm. For
instance, the six unitary approximation problems defined in Section 4 use the diamond
norm to measure accuracy. Note, however, that despite the similarities just described, not
all of these approximation problems have natural analogues in cryptography. In particu-
lar, those problems that utilize fall-back and channel mixing techniques do not translate
to the classical setting. Moreover, the other properties required of cryptographic hash
functions - collision resistance and second preimage resistance - do not yet have quantum
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approximation analogues, either.
The gate sets considered in this paper are quaternion gate sets, so-called due to their

relationship to quaternion algebras (see Section 5.4). Sarnak first observed the connection
between LPS graphs, quaternion orders and quantum gate sets in his letter to Aaronson
and Pollington on the Solvay-Kitaev Theorem and golden gates [Sar]. For instance, synthe-
sis over the V basis is analogous to path finding in an LPS graph Xp,ℓ, where p ≡ 1 mod 4
and ℓ = 5. We return to the V basis in Section 5, as an example of a quaternion gate set,
along with the Clifford +T basis and the Clifford+

√
T basis.

4 Approximation problems
In this section we introduce six problems that address the approximation of qubit unitaries.
Recall that in this paper we follow a two-step approach to solving approximation problems.
First, in this section, we relate each problem to one-dimensional or two-dimensional re-
gions. Second, in Section 5, we find sequences of gates g1, . . . , gn over gate-set G such that

for a unitary computed by the sequence g1 . . . gn =
(
u −v∗

v u∗

)
the top-left entry u belongs

to a two-dimensional region of the complex plain, or the absolute values |u| belongs to an
interval, that is one-dimensional region. In this section we also show that these sequences
g1, . . . , gn then can be used to construct solutions to the approximation problems.

We begin by establishing some notation and key definitions [KLM07; NC00; Wat18].
An arbitrary two-by-two unitary matrix with determinant one (i.e., a special unitary
matrix) can be written as:

U =
(
u −v∗

v u∗

)
, for u, v ∈ C such that |u|2 + |v|2 = 1

Using the polar form of complex numbers we can write u = r1 exp(iψ1) and v = ir2 exp(iψ2).
Let us introduce r1 = cos(θ) and r2 = sin(θ) for some θ ∈ [0, π/2] because r2

1 + r2
2 = 1.

The unitary U can then be expressed as

U = cos(θ)eiψ1Z + sin(θ)iXeiψ2Z for ψ1, ψ2, θ ∈ R (8)

We will interchangeably use both parameterizations of a special unitary U . We denote the
special unitary group, that is the group of all two by two unitary matrices with determinant
equal to 1, by SU(2).We will also frequently use the fact that Pauli matrices are Hermitian
and equal to their inverses.

A probabilistic ensemble of pure quantum states is represented as a trace-one positive
semidefinite operator called a density matrix. The most general type of transformation
on quantum state is a channel, a linear completely positive trace-preserving map on the
space of density matrices. The action of a unitary U on density matrix ρ is given by

U(ρ) = UρU † (9)

and we refer to U as the “channel induced by U”. For diagonal unitaries of the form
eiϕZ , eiθX we denote the induced channel by

Zϕ(ρ) = eiϕZρe−iϕZ , Xθ(ρ) = eiθXρe−iθX (10)

To measure the distance between channels we use the diamond norm

∥Φ∥⋄ := max
ρ
∥(Φ⊗ I) (ρ)∥1 (11)
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where I is the channel induced by the identity matrix. For additional discussion and facts
about the diamond norm see Appendix B.

Our main goal in this paper is to solve single-qubit unitary approximation problems.
The most general form is:

Problem 4.1 (General qubit unitary approximation). Given:
• target unitary U ∈ SU(2),
• gate set G, a finite set of unitary matrices with determinant one
• accuracy ε,4 a positive real number

Find a channel V implemented using elements of G and computational basis measurements
such that

∥U − V∥⋄ ≤ ε,

where U is the channel induced by U .

In a simpler case, when channel V corresponds to unitary V equal to the product
g1 . . . gn of two-by-two matrices from gate set G, the diamond norm is tightly bounded by
twice the minimum spectral norm distance between ±U and V (see Corollary B.6). To
avoid frequent explicit references to channels U and V induced by unitaries U and V we
introduce distance between unitaries U and V as:

D⋄(U, V ) = ∥U − V∥⋄. (12)

Of particular interest is the case where U is a diagonal unitary, namely U = eiϕZ for
real ϕ. This case is very common in many quantum algorithms. In addition, the state-
of-the-art way of solving the general unitary approximation problem is to use Euler angle
decomposition to reduce the problem to three diagonal unitary approximation problems.
Recall that eiθX = cos(θ)I + i sin(θ)X. Euler decomposition is performed by solving for
ϕ1, ϕ2 in the equation below:

U = cos(θ)eiψ1Z + sin(θ)iXeiψ2Z = eiϕ1ZeiθXeiϕ2Z = cos(δ)ei(ϕ1+ϕ2)Z + sin(θ)iXei(ϕ2−ϕ1)Z

(13)
To obtain the last equality we used the fact that eiϕZX = Xe−iϕZ , since XZX = −Z and
for any invertible matrix A and any matrix B, it is the case that AeBA−1 = eABA

−1
.

In this section, we demonstrate how the general unitary approximation problem reduces
to two diagonal approximations and a search for elements in a one-dimensional (1D) region,
that we call magnitude approximation problem, improving on the traditional Euler angle
decomposition approach. We then introduce a series of four problems for approximating
diagonal unitaries, corresponding to the combinations of using probabilistic mixing (or
not) and using fallback protocols [BRS14] (or not). For each problem we give a reduction
to the search for elements in two-dimensional (2D) regions. We conclude the section with
applying mixing to the magnitude approximation. Table 4 summarizes this section.

4.1 Magnitude approximation
In the general unitary approximation problem (Problem 4.1), the task is to approximate
an arbitrary unitary U . The standard approximation strategy is to use the Euler angle
decomposition U = eiϕ1ZeiθXeiϕ2Z and independently approximate the three elements of
the product. Our new approach is to first approximate eiθX up to phases, that is finding

4The parameter ε is commonly referred to as the precision in the literature. Since we use ε as a measure
of approximation error from a target, we believe the term accuracy is more appropriate.
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Table 4: Summary of the qubit unitary approximation protocols. Each protocol corresponds to a ”key
problem” for which the top-left entry of matrix

(
u −v∗

v u∗

)
belongs to a two-dimensional region of complex

plain, or the absolute value |u| belongs to a one-dimensional interval. Some approximation protocols
use others as sub-protocols. Combining the solution to the key problem(s) with the sub-protocols is
described by the statements in ”Full protocol analysis” column. Comparisons of the geometric regions
are given in Section 4.7, Table 5 and Figure 12. For cost scaling see Table 1 and Table 2.

Approximation Target Key Key Full Sub-
protocol Section unitary problem problem protocol protocols

definition region analysis
General Section 4.1 SU(2) Proposition 4.2 Proposition 4.2 Proposition 4.3 Diagonal or
unitary (magnitude) Figure 5 Fallback

Mixed general Section 4.6 SU(2) Problem 4.18 Proposition 4.20 Proposition 4.21 Mixed diagonal
unitary (magnitude) Figure 11 or mixed fallback

Diagonal Section 4.2 eiφZ Problem 4.4 Proposition 4.6 Proposition 4.6 -
unitary (diagonal) Figure 6
Mixed Section 4.4 eiφZ Problem 4.10 Proposition 4.12 Proposition 4.12 -

diagonal unitary (diagonal) Figure 9
Fallback Section 4.3 eiφZ Problem 4.7 Proposition 4.8 Proposition 4.9 Diagonal

(Figure 7) (projective) Figure 8
Mixed Section 4.5 eiφZ Problem 4.15 Proposition 4.17 Theorem 4.16 Mixed diagonal

fallback (projective) Figure 10

a unitary V equal to eiϕ
′
1Zeiθ

′Xeiϕ
′
2Z such that θ and θ′ are close. In other words only

magnitudes of entries of U and V are close, and phases ϕ′
1 and ϕ′

2 are arbitrary. We then
re-express U as:

U = ei(ϕ1−ϕ′
1)Zeiϕ

′
1ZeiθXeiϕ

′
2Zei(ϕ2−ϕ′

2)Z . (14)
The underlined middle part of the product is approximated by V , so it remains to approx-
imate two diagonal Z rotations.

The first main insight behind this strategy is that magnitude approximations have
lower cost (see Table 1 and Section 5.5) and are easier to find than diagonal approxi-
mations. The second insight is that, for a random angle θ, the approximation cost of a
diagonal unitary eiθZ is independent of θ (see Figure 2 and Section 6). Therefore, we
may freely adjust the angles of the Z-axis rotations in the Euler decomposition in order to
compensate for phase inaccuracy of theX-axis rotation. This results in a circuit that is ap-
proximately one-third shorter, in terms of gate-count, than the solution resulting directly
from Euler decomposition. An analogous strategy was developed by Carvalho Pinto and
Petit in [CP18] for path finding in LPS graphs, and they noted that their method could
be adapted to the quantum setting. This was also confirmed by Stier [Sti20], concurrent
to the work done in this paper. To construct V , we use the following proposition, which
determines the approximate synthesis of any unitary by imposing the condition that the
norm of its upper left element lies in a given interval.

Proposition 4.2 (Magnitude approximation condition). Let θ be from [0, π/2] and ε be
a positive real number. Suppose that we have found a special unitary V

V = g1 . . . gn =
(
u −v∗

v u∗

)

over gate set G such that |u| belongs to the interval {cos(θ′′) : θ′′ ∈ [0, π/2], |θ′′ − θ| ≤ δ}
for δ = arcsin(ε/2).

Then unitary V satisfies the inequality D⋄
(
V, eiϕ

′
1ZeiθXeiϕ

′
1Z
)
≤ ε, for ϕ′

1 and ϕ′
2 de-

fined by the equality V = eiϕ
′
1Zeiθ

′Xeiϕ
′
1Z with θ′ ∈ [0, π/2]. We call such V a magnitude
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10

Figure 5: Geometric interpretation of the constraint on complex number u appearing in Proposi-
tion 4.2. Possible absolute values |u| belong to the interval {cos(θ′′) : θ′′ ∈ [0, π/2], |θ′′ − θ| ≤ δ} for
δ = arcsin(ε/2) and are shown as blue and dashed blue segments on the horizontal axis.

ε-approximation of eiθX . For a geometric interpretation of the constraint see Figure 5.

Proof. By unitary invariance property of the diamond norm (see Proposition B.3), distance
D⋄
(
V, eiϕ

′
1ZeiθXeiϕ

′
1Z
)

is equal to D⋄
(
eiθ

′X , eiθX
)
. Now we use the the fact that diamond

norm distance between unitaries U and V is equal to the diameter of the smallest disc
containing eigenvalues of U †V (see Theorem B.1). The eigenvalues of ei(θ′−θ)X are e±i(θ−θ′)

because Hadamard diagonalizes eiϕX = HeiϕZH. Because we only have two eigenvalues,
the diameter of the disc containing them is equal to distance |ei(θ−θ′) − e−i(θ−θ′)|, which
is equal to 2| sin(θ − θ′)|. It remain to upper-bound this quantity. By definition of θ′,
|u| = cos(θ′). This implies that |θ′− θ| ≤ δ because cosine is a bijection from [0, π/2] onto
[0, 1]. Using sin(δ) = ε/2 we get the required bound.

Note that when arcsin(ε/2) ≤ θ ≤ π/2−arcsin(ε/2), the absolute value |u| must simply
belong to interval [cos(θ − arcsin(ε/2), cos(θ + arcsin(ε/2))].

A simple way to leverage Proposition 4.2 for general unitary approximation is to
split the accuracy ε evenly among the three factors of the Euler decomposition. Then,
use Proposition 4.2 to find a magnitude ϵ/3-approximation of the X-axis rotation. Fi-
nally, find ε/3-approximations of the two remaining Z-axis rotations, adjusting the angles
to compensate for the phase inaccuracy of the X-axis rotation. This strategy is captured
formally in the following proposition.

Proposition 4.3 (General unitary approximation). Suppose we are given a target unitary
U = eiϕ1ZeiθXeiϕ2Z and target accuracy ε. Let V be a magnitude ε0-approximation of eiθX
(see Proposition 4.2) and let V = eiϕ

′
1Zeiθ

′Xeiϕ
′
2Z . Let channels Ψk be within diamond

norm distance εk from unitary ei(ϕk−ϕ′
k)Z , for k = 1, 2, and let ε ≥ ε0 + ε1 + ε2.

Then channel U induced by U and composition Ψ1VΨ2 satisfy

∥U −Ψ1VΨ2∥⋄ ≤ ε, where V is the channel induced by V.

Proof. Let us write U as a product U1U0U2, where Uk = ei(ϕk−ϕ′
k)Z and U0 = eiϕ

′
1ZeiθXeiϕ

′
2Z .

We then write channel U as composition of channels U1U0U2, where Uk is the channel in-
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duced by Uk. Using the chain rule for diamond norm we have:

∥U −Ψ1VΨ2∥⋄ = ∥U1U0U2 −Ψ1VΨ2∥⋄ ≤ ∥U1 −Ψ1∥⋄ + ∥U0 − V∥⋄ + ∥U2 −Ψ2∥⋄ (15)

By Proposition 4.2 ∥U0 − V∥⋄ ≤ ε0. Combining this bound with Equation (15) completes
the proof.

One can optimize the choices of εk in the above Proposition 4.3. For random diagonal
approximation, the cost scales as 3 log2(1/ε) + O(1) and for random magnitude approx-
imation the cost scales as log2(1/ε) + O(1) (see Table 1). To minimize overall sequence
length one can choose ε1 = ε2 = 0.43ε and ε0 = 0.14ε, however this improves the sequence
length only by a small additive constant 0.95 in comparison to distributing errors equally.

4.2 Diagonal unitary approximation
The Euler angle decomposition Equation (13) describes a qubit unitary as a product of
two diagonal unitaries of the form eiθZ and one X rotation of the form eiθX . Proposi-
tion 4.2 further reduces the X rotation to a one-dimensional search problem, leaving just
the diagonal unitaries. Therefore, the special case of diagonal unitary approximation is
relevant to the general unitary approximation problem. In this section we recall some of
the known results regarding the diagonal approximation problem.

Problem 4.4 (Diagonal unitary approximation). Given:
• target angle θ, a real number,
• gate set G, a finite set of two by two unitary matrices with determinant one,
• accuracy ε, a positive real number,

Find a sequence g1, . . . , gn of elements of G such that

D⋄ (exp(iθZ), g1 . . . gn) ≤ ε.

Observe that Problem 4.4 is a special case of the general unitary approximation prob-
lem, where the target unitary is diagonal and approximating channel V is induced by
unitary g1 . . . gn. The diagonal unitary approximation problem is easier to solve because
it admits the following bound on the diamond norm that depends only on the top left
entry of V = g1 . . . gn.

Lemma 4.5 (Diamond difference from a diagonal unitary). Given an angle θ and a
unitary

V =
(
u −v∗

v u∗

)
,

the distance

D⋄(eiθZ , V ) = 2
√

1− (Re(ue−iϕ))2 ≤ 2
√

2− 2|Re(ue−iθ)|.

Proof of this bound is in Corollary B.5 in Appendix B. Lemma 4.5 immediately
suggests a simple condition for solutions of the diagonal approximation problem.

Proposition 4.6 (Diagonal approximation condition). Let g1, . . . , gn be a sequence of
gates from a gate set G and let

g1 . . . gn =
(
u −v∗

v u∗

)
.

17



JJ10

Figure 6: Geometric interpretation of constraints on complex number u appearing in Proposition 4.6.
The region with red boundary contains complex numbers u that satisfy constraints Re

(
ue−iθ

)
≥√

1− ε2/4 and |u| ≤ 1. Note that the segment spans points with angular coordinates [θ − δ, θ + δ]
for δ = arcsin(ε/2). Constraints in Proposition 4.6 lead to two regions: one with segment spanning
points with angular coordinates [θ − δ, θ + δ] and another one with [π + θ − δ, π + θ + δ].

Then g1, . . . , gn is a solution to the diagonal approximation problem for target angle θ,
gate set G and accuracy ε if ∣∣∣Re

(
ue−iθ

)∣∣∣ ≥ √1− ε2/4. (16)

For a geometric interpretation of the constraints see Figure 6.

Proof. Let V be the channel induced by unitary V = g1 . . . gn. Then by Lemma 4.5

∥Zθ − V∥⋄ = 2
√

1− |Re(ue−iθ)|2 ≤ 2
√
ε2/4 = ε. (17)

4.3 Fallback approximation
Fallback protocols [BRS15a] offer a more efficient way to approximate diagonal unitaries
by incorporating measurements. A fallback protocol is a non-deterministic single-qubit
quantum channel consisting of two steps: a projective rotation and a conditional fallback.
The projective rotation and fallback steps may be implemented in a variety of ways. We
limit our discussion to fallback protocols with the form illustrated in Figure 7.

For a fixed single-qubit unitary

V =
(
u −v∗

v u∗

)
(18)

the corresponding projective rotation effects one of two diagonal rotations on |ψ⟩ depending
on the measurement outcome. With probability |u|2 the measurement outcome is zero,
the projective rotation is said to have “succeeded” and the input state undergoes the
transformation

|ψ⟩ 7→ eiθ0Z |ψ⟩ = eiArg(u)Z |ψ⟩. (19)
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|0〉
|ψ〉 V

Z

Y B
projective rotation fallback

Figure 7: A fallback protocol circuit [BRS15a]. The circuit is composed of two steps, a projective
rotation step and a fallback step. The projective rotation step effects one of two diagonal rotations
on the input |ψ⟩ depending on the Z-basis measurement outcome of the top ancilla qubit. The two
rotation angles are determined by the matrix entries of the unitary V . If the measurement outcome is
one, then a Pauli Y is applied followed by the fallback step B.

JJ10

Figure 8: Geometric interpretation of constraint on complex number u appearing in Proposition 4.8.
The region with red boundary contains complex numbers u that satisfy constraints Arg(u) ∈ [θ−δ, θ+δ]
and |u| ≥ q, where δ = arcsin(ε/2). Constraints in Proposition 4.8 lead to two regions: one with
Arg(u) ∈ [θ − δ, θ + δ] and another one with Arg(u) ∈ [π + θ − δ, π + θ + δ]

otherwise, the measurement outcome is one, the projective rotation is said to have “failed”
and

|ψ⟩ 7→ eiθ1Z |ψ⟩ = eiArg(v)Z |ψ⟩. (20)

The projective rotation is intended to approximate a target diagonal unitary eiθZ so
that θ0 ≈ θ. The constraints necessary to achieve that goal are captured by the following
problem.

Problem 4.7 (Projective approximation). Given:
• target angle θ, a real number,
• success probability q, a positive real number between 0 and 1,
• gate set G, a finite set of two by two unitary matrices with determinant one,
• accuracy ε, a positive real number,

find a sequence g1, . . . , gn of elements in G, such that for u, v defined via g1 . . . gn =(
u −v∗

v u∗

)
the following holds:

• |u|2 ≥ q, and
• D⋄

(
eiθZ , eiArg(u)Z

)
≤ ε.

Much like the case of the diagonal approximation problem (4.4), solutions to Prob-
lem 4.7 can be characterized entirely by conditions on the complex value u at the top-left
entry of the circuit unitary g1 . . . gn. These conditions are, however, less restrictive than
those prescribed by Proposition 4.6. For the detailed comparison of the conditions see
Section 4.7 and Figure 12.
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Proposition 4.8 (Projective approximation condition). Let g1, . . . , gn be a sequence of
gates from a gate set G and g1 . . . gn =

(
u −v∗

v u∗

)
. Then g1, . . . , gn is a solution to the

projective approximation problem (Problem 4.7) if u satisfies

|u| ≥ √q and (sin|Arg(u)− θ| ≤ ε/2 or sin|Arg(u)− (θ + π)| ≤ ε/2)

For a geometric interpretation of these constraints see Figure 8.

Proof. The condition |u| ≥ √q is equivalent to |u|2 ≥ q from Problem 4.7.
It remains to show that

∥∥∥Zθ −ZArg(u)
∥∥∥⋄ ≤ ε. According to Corollary B.4, we have∥∥∥Zθ −ZArg(u)

∥∥∥⋄ ≤ 2 sin |Arg(u)−θ|. This immediately implies that the channels are ε-close
when sin|Arg(u)− θ| ≤ ε/2. Because Zθ = Zθ+π inequality sin|Arg(u)− (θ + π)| ≤ ε/2
also ensures

∥∥∥Zθ −ZArg(u)
∥∥∥⋄ ≤ ε.

[BRS15a] constructs a solution to Problem 4.7 by first approximating the target phase
factor eiθ with a cyclotomic rational of the form z∗/z, then searching for a real-valued
modifier to achieve the desired success probability q. The characterization of the fall-
back approximation problem given by Proposition 4.8 differs by addressing accuracy (ε)
and success probability (q) conditions simultaneously, resulting in an intuitive geometric
description as illustrated in Figure 8.

Any solution to the diagonal approximation problem is also a solution to the corre-
sponding projective approximation problem. The projective problem admits additional
and possibly cheaper solutions.

Problem 4.7 constrains the action of a successful projective rotation but ignores the
failure case. The difference θ − θ1 between the target and failure angles may be large, in
general. Therefore, in the case of failure (measurement outcome one), the fallback step is
applied in order to recover and approximate the target rotation.

The problem of constructing a fallback step can be treated independently of the pro-
jective rotation. In [BRS15a], the fallback step is a unitary B ≈ ei(θ−θ1)Z chosen so that
the net effect of the failure case is

|ψ⟩ 7→ Beiθ1Z |ψ⟩ ≈ eiθZ |ψ⟩. (21)

This choice corresponds directly to the diagonal approximation Problem 4.4 defined earlier.
A complete fallback protocol of this form may be constructed by first solving Problem 4.7
and then solving Problem 4.4 for appropriate values of ε. This is captured by the following
proposition that follows from standard properties of the diamond norm (see Appendix B).

Proposition 4.9 (Fallback approximation). Suppose we are given:
• target angle θ, a real number,
• success probability q, a positive real number between 0 and 1,
• gate set G, a finite set of two by two unitary matrices with determinant one

and
• real numbers ε1, ε2

• g1 . . . gn =
(
u −v∗

v u∗

)
, a solution to Problem 4.7 for {θ, q,G, ε1}, and

• b1 . . . bm = B, a solution to Problem 4.4 for {θ −Arg(v), G, ε2}
then overall fallback protocol accuracy is∥∥∥Zθ − |u|2ZArg(u) − |v|2BZArg(v)

∥∥∥⋄ ≤ ε1 + |v|2ε2 (22)

where B(ρ) := BρB†.
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A simple approach to solving the above problem is to choose ε1 = ε/2, solve Prob-
lem 4.7, then choose ε2 = ε/2/|v|2 and then solve the corresponding instance of Prob-
lem 4.4.

Proposition 4.9 can be generalized to admit an arbitrary quantum channel (denoted
by B in Figure 7) as the fallback step. For example, the fallback may be simply to repeat
the projective rotation until success is achieved [PS14; BRS14]. In Section 4.5 we consider
fallbacks that are probabilistic mixtures of unitaries.

The cost of of fallback protocol is a random variable. When success probability is
q = 1− p for small p, the average cost is equal to the cost of the projective rotation step
plus p times the cost of the fallback step, which is the cost of a diagonal approximation. The
worst case cost is the sum of the costs of the projective and the diagonal approximation.
High worst case cost might become a problem when using N fallback approximations in
parallel, however we can always ensure that the probability of at least one of them requiring
a fallback step is p by choosing the success probability of each of them q = 1− p/N .

4.4 Mixed diagonal unitary approximation
Problem 4.4 describes synthesis of a qubit unitary by construction and application of a de-
terministic sequence of elementary gates. An alternative approach, proposed by [Cam17]
and [Has17], is to construct several sequences of elementary gates and apply one of them
according to a probability distribution. Given the correct probabilistic mixture of unitaries
the overall error of the approximation is reduced quadratically, cutting the approximation
cost roughly in half. In this paper, we introduce the use of diagonal Clifford twirling to
construct these sequences, which ensures that the difference between the ideal and approx-
imating channel is a Pauli channel. Because of this, we obtain a closed-form expression for
the diamond distance (see Theorem 4.14) which improves on analysis in [Cam17; Has17]
and results in lower approximation costs. Method in [Cam17] uses diagonal approxima-
tion algorithms as black-boxes and finds under-rotations and over-rotations by modifying
target rotation angle. In contrast, we modify synthesis algorithms to directly find under
and over-rotated approximations and further reduce approximations costs.

Problem 4.10 (Diagonal unitary approximation by unitary mixing). Given:
• target angle θ, a real number,
• gate set G, a finite set of two by two unitary matrices with determinant one,
• accuracy ε, a positive real number,

Find
• G1, . . . , Gn, a sequence of sequences Gk of elements of G and
• p1, . . . , pn, a probability distribution

such that ∥∥∥∥∥Zθ −
n∑
k=1

pkGk

∥∥∥∥∥
⋄
≤ ε

where Gk is the channel obtained by applying the sequence Gk.

This problem generalizes Problem 4.4 by allowing a random choice among multiple
gate sequences.

[Cam17] gives an algorithm for constructing the mixture by “Z twirling” two unitary
approximations: an under-rotation and an over-rotation. The twirl of a unitary U over
generators G is a channel obtained by uniformly selecting a random element V over the
set generated by G and then applying V UV †. For example, the twirl of U over {Z, S =
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e−iπZ/4} which we denote by TU is given by

TU (ρ) = 1
4

∑
V ∈{I,Z,S,S†}

(
V UV †

)
ρ
(
V †U †V

)
. (23)

We show that by twirling over the set {Z, S}, instead of Z alone, the approximation
error of the unitary mixture is a probabilistic mixture of Pauli operators—i.e., a Pauli
channel. This allows for an alternative proof of [Cam17] and [Has17] and yields a simple
expression for the approximation error in terms of diamond distance.

The procedure is as follows. Find two unitaries (defined formally below): U1 an under-
rotation and U2 an over-rotation. Calculate a probability p (also defined below) that
depends on U1 and U2. With probability p select U1 and otherwise select U2. Then apply
the {Z, S} twirl to that selection. The resulting channel pTU1 + (1− p)TU2 approximates
a diagonal unitary eiθZ with an accuracy given by the following theorem.

Theorem 4.11 (Diamond difference of a twirled mixture). Let θ be an angle and let
unitaries

U1 =
(
r1ei(θ+δ1) v∗

1
v1 r1e−i(θ+δ1)

)
(24)

U2 =
(
r2ei(θ+δ2) v∗

2
v2 r2e−i(θ+δ2)

)
(25)

for real values r1, r2 and sin(δ1) < 0 < sin(δ2). Define probability

p = r2
2 sin(2δ2)

r2
2 sin(2δ2)− r2

1 sin(2δ1) . (26)

Then

||pTU1 + (1− p)TU2 −Zθ||⋄ = 2
(
1− pr2

1 cos2(δ1)− (1− p)r2
2 cos2(δ2)

)
. (27)

The proof of the theorem in given in Appendix E. A simple way to leverage Theo-
rem 4.11 is by splitting an approximation error ε evenly between U1 and U2 so that

1− r2
1 cos2(δ1) ≤ ε/2

1− r2
2 cos2(δ2) ≤ ε/2.

(28)

The synthesis task then is to find two unitary approximations, an “under rotation” U1
and “over rotation” U2 each such that

|rk cos(δk)| ≥
√

1− ε/2 = 1− ε/4− ε2/32 + o(ε2), for k = 1, 2. (29)

This strategy is captured in the following Proposition.

Proposition 4.12 (Diagonal mixing approximation condition). Suppose we are given
sequences g1, . . . , gn and h1, . . . , hm of gates from a gate set G. Define uk, vk from the
equations below

g1 . . . gn =
(
u1 −v∗

1
v1 u∗

1

)
, h1 . . . hm =

(
u2 −v∗

2
v2 u∗

2

)
.

Then
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• sequence G1, . . . , G4, H1, . . . ,H4, where Gk = σk, g1, . . . , gm, σ
†
k, Hk = σk, h1, . . . , hm, σ

†
k,

and σ1, σ2, σ3, σ4 = I, S, Z, S†.
• probability distribution p/4, p/4, p/4, p/4, (1− p)/4, (1− p)/4, (1− p)/4, (1− p)/4

is a solution to the diagonal unitary approximation Problem 4.10 with accuracy ε and
target angle θ if

• u1 satisfies
∣∣∣Re

(
u1e−iθ

)∣∣∣ ≥ √1− ε/2, Im
(
u1e−iθ

)
< 0, and

• u2 satisfies
∣∣∣Re

(
u2e−iθ

)∣∣∣ ≥ √1− ε/2, Im
(
u2e−iθ

)
> 0.

For a geometric interpretation of these constraints see Figure 9.

Proof. First, note that the sequencesG1, G2, G3, G4 along with probabilities {p/4, p/4, p/4, p/4}
corresponds to the {Z, S} twirl of U1 = g1 . . . gn with probability p,

pTU1(ρ) = p

4
∑

σ∈{I,Z,S,S†}

(
σU1σ

†
)
ρ
(
σ†U †

1σ
)
. (30)

Similarly, the sequences H1, H2, H3, H4 along with probabilities {(1− p)/4, (1− p)/4, (1−
p)/4, (1− p)/4} corresponds to the {Z, S} twirl of U2 = h1 . . . hm with probability (1− p),

(1− p)TU2(ρ) = 1− p
4

∑
σ∈{I,Z,S,S†}

(
σU2σ

†
)
ρ
(
σ†U †

2σ
)
. (31)

We therefore seek to show that ∥pTU1 + (1− p)TU2 −Zθ∥⋄ ≤ ε. Let r1 = |u1|, δ1 =
Arg(u1)−θ and similarly r2 = |u2|, δ2 = Arg(u2)− θ. Then Im

(
u1e−iθ

)
= sin(δ1) < 0 and

Im
(
u2e−iθ

)
= sin(δ2) > 0. Substituting U1 =

(
u1 −v∗

1
v1 u∗

1

)
, U2 =

(
u2 −v∗

2
v2 u∗

2

)
into Theorem 4.11

and using
∣∣∣Re(u1e−iθ)

∣∣∣ ≥ √1− ε/2,
∣∣∣Re(u2e−iθ)

∣∣∣ ≥ √1− ε/2, we obtain

∥pTU1 + (1− p)TU2 −Zθ∥⋄ = 2
(
1− pr2

1 cos2(δ1)− (1− p)r2
2 cos2(δ2)

)
= 2

(
1− pRe

(
u1e

−iθ
)

2 − (1− p)Re
(
u2e

−iθ
)

2
)

≤ 2(1− p(1− ε/2)− (1− p)(1− ε/2))
= ε.

(32)

As observed by [Cam17; Has17], the constraints imposed by Proposition 4.12 admit
quadratically better scaling in ε as compared to approximation without mixing (Proposi-
tion 4.6), which would require |r cos(δ)| ≥

√
1− ε2/4.

Evenly splitting the error as in Proposition 4.12 does not yield optimal solutions in
general. A better approach is to first find a cheap (but possibly poor) approximation of the
target. With the first approximation fixed, a search region for the second approximation
can be defined. In particularly, this is useful when identity is a sufficiently good under-
rotated or over-rotated approximation to the target rotation. This happens in practice
when approximating Fourier angles. See Appendix D for a detailed treatment.

The main technical component of Theorem 4.11 is to show that the twirled mixture
pTU1(ρ) + (1 − p)TU2(ρ) is equal to the target rotation eiθZ followed by a Pauli channel
error.

Lemma 4.13 (Twirled mixture yields Pauli channel error). Let θ be an angle, U1, U2 be
unitaries as in Equation (24) and p be a probability as in Equation (26). Then

pTU1(ρ) + (1− p)TU2(ρ) = E(Zθ(ρ)) (33)
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Figure 9: Geometric interpretation of constraints on complex numbers u1 and u2 appearing in Propo-
sition 4.12. The region with blue boundary contains complex numbers u that satisfy constraints
Re
(
ue−iθ

)
≥
√

1− ϵ/2 and |u| ≤ 1. This region is split into two parts, an under-rotation region
for u1 with angular coordinates spanning [θ − δ̃, θ] and an over-rotation region for u2 with angular
coordinates spanning [θ, θ + δ̃] for δ̃ = arcsin(

√
ε/2).

where E is a qubit Pauli channel

E(ρ) = pPr1,δ1(ρ) + (1− p)Pr2,δ2(ρ) (34)

and
Pr,δ(ρ) = r2 cos2(δ)ρ+ 1− r2

2 (XρX + Y ρY ) + r2 sin2(δ)ZρZ. (35)

This lemma can be proved by calculating the four by four process matrices for channels
induced by U1, U2, channels TUk

and E . Recall that for a qubit channel Ψ the process
matrix χ is given by

Ψ(ρ) =
∑

P,Q∈{I,X,Y,Z}
χP,QPρQ.

The {Z, S} twirl eliminates all but two off-diagonal elements and the mixture with prob-
ability p eliminates the remaining off-diagonal elements. We then see that the process
matrix of E is a diagonal matrix and therefore E is a Pauli channel. Finally we apply
the following result from Section V.A in [MGE12] to get a closed form expression for the
diamond norm distance between E and the identity channel:

Theorem 4.14 (Diamond norm distance between Pauli channels). Suppose E1, E2 are
n-qubit Pauli channels, that is

E1(ρ) =
∑

P∈{I,X,Y,Z}⊗n

qPPρP
†, E2(ρ) =

∑
P∈{I,X,Y,Z}⊗n

rPPρP
†,

then ∥E1 − E2∥⋄ = ∑
P∈{I,X,Y,Z}⊗n |qP − rP |.

Detailed proofs of Lemma 4.13 and Theorem 4.11 are given in Appendix E.
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4.5 Mixed fallback approximation
The results of [Cam17; Has17] halve the cost of qubit unitary approximation by taking
probabilistic mixtures of unitaries. We show that an additional factor of two improvement
in cost can be obtained by taking probabilistic mixtures of channels. In particular, we
demonstrate a procedure for mixing fallback protocols (see Section 4.3). The basic idea
is to apply at random one of two projective rotations, one that approximates eiθZ by
over-rotation and one that approximates eiθZ by under-rotation. If the projective rotation
fails, then a corresponding fallback channel is applied.

Problem 4.15 (Diagonal unitary approximation by projective rotation mixing). Given:
• target angle θ, a real number,
• success probability q, a positive real number between 0 and 1,
• gate set G, a finite set of two by two unitary matrices with determinant one,
• accuracy ε, a positive real number.

Find
• G1, . . . , Gn, a sequence of sequences of elements of G and
• p1, . . . , pn, a probability distribution

such that
• |uk|2 ≥ q for all k ∈ [n], and
• the diamond norm of the channel below is at most ε

n∑
k=1

pk|uk|2
(
ZArg(uk) −Zθ

)

where uk is the top-left entry of the unitary
(
uk −v∗

k
vk u∗

k

)
corresponding to sequence Gk.

In analogy to Problem 4.10, this problem generalizes the projective rotation approxi-
mation problem (Problem 4.7) by allowing multiple projective rotation circuits in convex
combination. Note that the elements of the probability distribution p1, . . . , pn are distinct
from the success probabilities of the projective rotations.

In the analysis of the fall-back protocol in Proposition 4.9 we considered only unitary
fallback steps. We now consider fallbacks that are probabilistic mixtures of unitaries. The
channel F for a fallback protocol has the form

F(ρ) = qZθ0(ρ) + (1− q)B′(ρ) (36)

where B′ is the composition of the failure rotation eiθ1Z and the fallback step B and q is
the probability of success (measurement outcome of zero).

The following theorem provides a simple closed form bound for the diamond distance
of a mixture of fallback protocols, similar to the expression obtained from Theorem 4.11
for unitary mixtures. The proof is provided in Appendix F.

Theorem 4.16 (Diamond distance of a fallback mixture). Let θ be an angle and let
fallback channels

F1(ρ) = q1Zθ+δ1(ρ) + (1− q1)B1(ρ) (37)

F2(ρ) = q2Zθ+δ2(ρ) + (1− q2)B2(ρ) (38)

where sin(δ1) ≤ 0 ≤ sin(δ2). Define probability

p = q2 sin(2δ2)
q2 sin(2δ2)− q1 sin(2δ1) . (39)
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Then

∥pq1 (Zθ+δ1 −Zθ) + (1− p)q2 (Zθ+δ2 −Zθ)∥⋄ = 2
(
pq1 sin2(δ1) + (1− p)q2 sin2(δ2)

)
(40)

and the total accuracy of the mixed fall-back approximation protocol is

||pF1 + (1− p)F2 −Zθ||⋄ ≤ 2
(
pq1 sin2(δ1) + (1− p)q2 sin2(δ2)

)
+ p(1− q1)||B1 −Zθ||⋄ + (1− p)(1− q2)||B2 −Zθ||⋄.

(41)

The goal of a synthesis algorithm then is to bound Equation (41)5 by an approximation
error ε. We have some flexibility in bounding the accuracy of the components of the two
fallback protocols. We may set the accuracy of each term separately

2
(
pq1 sin2(δ1) + (1− p)q2 sin2(δ2)

)
= ε1

p(1− q1)||B1 −Zθ||⋄ = ε2

(1− p)(1− q2)||B2 −Zθ||⋄ = ε3

ε1 + ε2 + ε3 ≤ ε.

(42)

The first condition is ensured by solving Problem 4.15. The second two conditions are
ensured by solving the mixed diagonal approximation problems. Note that for the two
fallback terms ||B1−Zθ||⋄ and ||B2−Zθ||⋄, the accuracy is scaled by 1−q1 and 1−q2 thereby
reducing the fallback step approximation T-count on average by 1.5 log2(1/(p(1−q1))) and
1.5 log2(1/(1−p)/(1−q2)) when using mixed diagonal approximation with Clifford+T gate
set. This is in comparison to the cost of mixed diagonal approximation with Clifford+T
gate set of accuracy ε. As in previous sections, Problem 4.15 is solved by finding gate
sequences with certain constraints on the top-left entry of the unitaries they compute.

Proposition 4.17 (Projective rotation mixing approximation condition). Suppose that
we are given two sequences G = g1, . . . , gn and H = h1, . . . , hm from a gate set G. Define

g1 . . . gn =
(
u1 −v∗

1
v1 u∗

1

)
, h1 . . . hn =

(
u2 −v∗

2
v2 u∗

2

)
.

Suppose that for angle θ and accuracy ε
• u1 satisfies |u1| ≥

√
q, −

√
ε/2 ≤ sin(Arg(u1)− θ) ≤ 0, and

• u2 satisfies |u2| ≥
√
q, 0 ≤ sin(Arg(u2)− θ) ≤

√
ε/2.

Then sequence G,H and probability distribution p, 1− p for

p = q2 sin(2δ2)
q2 sin(2δ2)− q1 sin(2δ1) , where qk = |uk|2, δk = Arg(uk)− θ (43)

is a solution to the projective rotation mixing approximation Problem 4.15. For a geometric
interpretation of the constraints on u1, u2 see Figure 10.

Proof. The conditions |u1| ≥
√
q, |u2| ≥

√
q trivially ensure success probability conditions

of Problem 4.15. We need to bound diamond distance of the channel

p|u1|2
(
ZArg(u1) −Zθ

)
+ (1− p)|u2|2

(
ZArg(u2) −Zθ

)
.

5When the composition BkZ−θ is a Pauli channel, we can replace inequality in Equation (41) by an
exact value
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Figure 10: A geometric interpretation of constraints on the projective rotations given by Propo-
sition 4.17. The sector with blue boundary contains complex numbers u that satisfy constraints
Arg(u) ∈ [θ − δ̃, θ + δ̃] and |u| ≥ √q, where δ̃ = arcsin(

√
ε/2). This sector is split into two parts,

an over-rotation sector for one projective rotation and an under-rotation sector for the other projective
rotation.

By Theorem 4.16 it is equal to

2
(
p|u1|2 sin2(δ1) + (1− p)|u2|2 sin2(δ2)

)
≤ 2

(
p sin2(δ1) + (1− p) sin2(δ2)

)
≤ ε

(44)

The conditions | sin(δk)| ≤
√
ε/2 imposed by Proposition 4.17 are quadratically looser

than the equivalent condition for projective rotations without mixing (Proposition 4.8)
which requires | sin(δ)| ≤ ε/2. When combined with unitary mixing for the fallback step,
this yields a quadratic improvement in ε for the entire fallback protocol. The gate cost
of a fallback protocol scales as C log2(1/ε) +O(1). Thus the quadratic improvement in ε
translates to a roughly two times savings in expected gate cost over conventional fallback
protocols. For the more detailed cost comparisons see Table 1.

For reasonable ranges of ε the log(1/ε) term is well below 100, making additive con-
stants and higher order terms an important consideration. In that sense, solutions obtained
by Proposition 4.17 are sub-optimal. The overall cost can be optimized by a more careful
assignment of ε1, ε2 and ε3 in Equation (42). This is discussed further in Appendix D.

4.6 Mixed magnitude approximation
We have shown that taking a probabilistic mixture of channels leads to improvement
in accuracy for diagonal approximations with and without the fallback protocol. It is
natural to then question whether a similar improvement can be achieved for general unitary
approximation. We show that this is indeed the case, following the same strategy of finding
approximations corresponding to under- and over- rotations of a target angle.

We begin by defining the following problem for approximating an arbitrary X-rotation
up to phases.

Problem 4.18 (Magnitude approximation by mixing). Given:
• target angle θ,
• gate set G, a finite set of two by two unitary matrices with determinant one,
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• accuracy ε, a positive real number.
Find

• G1, . . . , Gn, a sequence of sequences of elements of G and
• p1, . . . , pn, a probability distribution on these sequences

such that ∥∥∥∥∥
n∑
k=1

pkXarccos(|uk|) −Xθ

∥∥∥∥∥
⋄
≤ ε.

where uk is the top-left entry of the matrix corresponding to sequence Gk and Xθ is the
channel induced by eiθX .

As in Problem 4.10 and Problem 4.15, Problem 4.18 allows for a solution comprising a
probabilistic mixture of channels. We can further assume without loss of generality that
|cos(θ)| ≥ 1/

√
2, by the following remark.

Remark 4.19. Let g1 . . . gn be a solution to Problem 4.18 for target angle θ. Then iX ·
g†
n . . . g

†
1 is a solution for target angle π

2−θ, since iX·g†
n . . . g

†
1 = iXe−iϕ2Z(−iX)iXe−iθXe−iϕ1Z =

eiϕ2Zei(π/2−θ)Xeiϕ1Z .

Hence, if |cos(θ)| < 1/
√

2 we can simply apply magnitude approximation to π/2 − θ,
noting that cos(π/2− θ) = sin(θ) ≥ 1/

√
2.

The following proposition shows that the error bound on the diamond norm in Prob-
lem 4.18 induces a constraint on the top-left entries of the matrices corresponding to
sequences Gk. Our approach is to again find X-approximations corresponding to under-
and over-rotations of the angle δ.

Proposition 4.20 (Mixed magnitude approximation condition). Suppose we are given
sequences g1, . . . , gn and h1, . . . , hm of gates from a gate set. Define complex numbers
uk, vk

g1 . . . gn =
(
u1 −v∗

1
v1 u∗

1

)
, h1 . . . hm =

(
u2 −v∗

2
v2 u∗

2

)
Suppose that for accuracy ε and target angle θ

• |u1| ∈ {cos(θ′′) : θ′′ ∈ [0, π/2], 0 ≤ θ − θ′′ ≤ arcsin
√
ε/2}, and

• |u2| ∈ {cos(θ′′) : θ′′ ∈ [0, π/2], 0 ≤ θ′′ − θ ≤ arcsin
√
ε/2}.

Define
p = sin(2δ2)

sin(2δ2)− sin(2δ1) , where δk = arccos(uk)− θ

The the sequences g1, . . . , gn and h1, . . . , hm and probability distribution p, 1 − p is a a
solution to the magnitude mixing approximation Problem 4.18 with n = 2, accuracy ε and
target angle θ. For a geometric interpretation of the constraints on |uk| see Figure 11.

Proof. Let g1 . . . gn = eiϕ1ZeiθuXeiϕ2Z with θu = θ + δ1 and h1 . . . hm = eiψ1ZeiθoXeiψ2Z

with θu = θ + δ2. Then

∥pXθu + (1− p)Xθo −Xθ∥⋄ = ∥pZθu + (1− p)Zθo −Zθ∥⋄. (45)

using the identity HeiθZH = eiθX and unitary invariance of the diamond norm (Proposi-
tion B.3). The norm on the right hand side and the expression for p are of the form
required for Theorem 4.11, so we can conclude ∥pXθu + (1− p)Xθo −Xθ∥⋄ ≤ ε when
2p(sin2(δ1)) + 2(1− p)(sin2(δ2)) ≤ ε. It remain to show that sin2(δk) ≤ ε/2.

Consider the under-rotated case. By definition |u1| = cos(θu) and so θ − θu ≤
arcsin

√
ε/2. So we have sin2(δ1) ≤ ε/2 as required, and analogously for |u2|.
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Figure 11: A geometric interpretation of constraints given by Proposition 4.20. Absolute values |u|
belonging to the interval {cos(δ′′) : δ′′ ∈ [0, π

2 ], |δ′′ − θ| ≤
√
δ̃}, for δ̃ = arcsin

√
ε/2 are shown on the

vertical axis. This interval is split into two parts, an over-rotation interval (blue) and an under-rotation
interval (purple).

In comparison to Proposition 4.2, the constraint on the top-left matrix entries in
Proposition 4.20 is quadratically looser, thus admitting a greater possible number of can-
didate values. Analogously to the unmixed case, mixed magnitude approximations can be
extended to approximations of arbitrary unitaries.

Proposition 4.21 (General unitary approximation with mixing). Let U = eiαZeiθXeiβZ

be an arbitrary unitary in SU(2). Let g1, . . . , gn and h1, . . . , hm be sequences from a
gate set G that satisfy the constraints of Proposition 4.20. Let probability p be defined
as in Proposition 4.20. Define angles ϕk, ψk from equations g1 . . . gn = eiϕ1ZeiθuXeiϕ2Z

and h1 . . . hm = eiψ1ZeiθoXeiψ2Z . Suppose Φ1,Φ2,Ψ1 and Ψ2 are ε-approximations of
Zα−ϕ1 ,Zβ−ϕ2 ,Zα−ψ1 and Zβ−ψ2, respectively. Then

∥pΦ1GΦ2 + (1− p)Ψ1HΨ2 − U∥⋄ ≤ 3ε,

where G and H are channels induced by products g1 · · · gn and h1 · · ·hm.

Proof. Using the Euler decomposition of U we have U = ZαXθZβ and so

∥pΦ1GΦ2 + (1− p)Ψ1HΨ2 − U∥⋄ = ∥pΦ1GΦ2 + (1− p)Ψ1HΨ2 −ZαXθZβ∥⋄.

Applying the triangle inequality, we bound this norm from above by

p∥Φ1GΦ2 −ZαXθuZβ∥⋄+(1−p)∥Ψ1HΨ2 −ZαXθoZβ∥⋄+∥Zα(pXθu + (1− p)Xθo −Xθ)Zβ∥⋄.

Now, using unitary invariance of the diamond norm with e−iαZ and e−iβZ , we can
simplify the three terms in the expression above and bound each by an accuracy measure.
Concretely, we obtain the following set of equations

p∥Φ1GΦ2 −ZαXθuZβ∥⋄ = p
∥∥∥Φ1GΦ2 −ZαZ−ϕ1Zϕ1XθuZϕ2Z−ϕ2Zβ

∥∥∥⋄ = ε1

(1− p)∥Ψ1HΨ2 −ZαXθoZβ∥⋄ = (1− p)
∥∥∥Ψ1HΨ2 −ZαZ−ψ1Zψ1XθoZψ2Z−ψ2Zβ

∥∥∥⋄ = ε2

∥Zα(pXθu + (1− p)Xθo −Xθ)Zβ∥⋄ = ε3.
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such that the claim holds if ε1+ε2+ε3 ≤ 3ε. Consider the first norm ∥Φ1GΦ2 −ZαXθuZβ∥⋄
and apply the chain rule∥∥∥Φ1GΦ2 −ZαZ−ϕ1Zϕ1XθuZϕ2Z−ϕ2Zβ

∥∥∥⋄ ≤ ∥Φ1 −Zα−ϕ1∥⋄+

∥G − Zϕ1XθuZϕ2∥⋄ + ∥Φ2 −Zβ−ϕ2∥⋄ ≤ 2ε
(46)

The same argument applies mutatis mutandis to ∥Ψ1HΨ2 −ZαXθoZβ∥⋄. Since the se-
quences g1, . . . , gn and h1, . . . , hm and p satisfy Proposition 4.20 we also have

∥Zα(pXθu + (1− p)Xθo −Xθ)Zβ∥⋄ = ∥pXθu + (1− p)Xθo −Xθ)∥ ≤ ε.

Therefore ε1 + ε2 + ε3 ≤ 2εp+ 2ε(1− p) + ε = 3ε.

4.7 Geometric interpretations
In the sections above, we defined two methods for approximating diagonal unitaries: by
direct unitary sequences (Problem 4.4), or by fallback protocols (Problem 4.7). Both of
these methods can be extended by using probabilistic mixtures (Problem 4.10 and Prob-
lem 4.15). Each of these problems involves finding one or more sequences of gates that

induce two-by-two unitary matrices of the form
(
u −v∗

v u∗

)
. In each case, solutions can be de-

scribed by conditions on the top-left entry u. See Proposition 4.6, Proposition 4.8, Propo-
sition 4.12, and Proposition 4.17. Those conditions can be illustrated geometrically by
regions on the complex plane: Figure 6 and Figure 8.

Figure 12 shows these regions overlayed one on top of another. This geometric illus-
tration makes clear the progressive increase in solution space going from unitary approx-
imation, to fallback approximation and then to probabilistic mixtures. The region areas
for each approximation problem can be quickly computed using basic formulas for the
areas of sectors and triangles. For instance, for diagonal approximation without mixing
the region area is given by

δ − 1
2 sin(2δ)

where δ is the angle subtending the minimal sector containing the region. The region
areas are given to leading order of ε in Table 5.

The projective approximation region encloses the unitary approximation region, pro-
vided that the probability of success q satisfies a modest q ≤ 1− ε2/4. Loosely speaking,
the condition q = 1− ε2/4 can be interpreted as the point at which the projection failure
may be treated deterministically as an approximation error and no longer needs a fallback
step.

Except for large values of ε, the unitary mixture region also encloses the (non-mixing)
unitary approximation region. Finally, the projective mixing approximation region en-
closes all of the other regions, provided that q ≤ 1− ε/2.

Indeed, for the chosen value of ε = 0.1, the illustration in Figure 12 under-represents
the relative difference in region sizes. Practical values of ε are typically several orders of
magnitude smaller, for which the relative difference in region sizes is dramatically larger.
Figure 13 shows the areas of each of the approximation regions as a function of ε and q.

5 Solutions to approximation problems for common gate sets
In Section 4, we related solutions to various approximation problems to specific geometric
regions. In this section, we specialize these results to a few specific gate sets. Unitaries that
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10

(a) Unitary region (Proposition 4.6) with area in O(ε3)

10

(b) Unitary mixing regions (Proposition 4.12) with area
in O(ε3/2)

10

(c) Projective rotation region (Proposition 4.8) with
area in O(ε)

10

(d) Projective rotation mixing regions (Proposi-
tion 4.17) with area in O(ε1/2)

Figure 12: Approximation regions for target diagonal unitary eiθZ . The figures above show close-
ups of a section of the unit circle on the complex plane. Each colored highlight indicates a region
of valid solutions for the corresponding approximation problem. For illustration, we have used (an
impractical) approximation accuracy ε = 0.1 and projective rotation success probability q = 0.9. The
unitary (a) and projective rotation (c) regions (without mixing) shown in red each subtend an angle of
2δ = 2 arcsin(ε/2). The unitary mixing (b) and projective rotation mixing (d) regions shown in blue
each subtend an angle of 2δ̃ = 2 arcsin(

√
ε/2). The unitary mixing regions (b) fully encompasses the

unitary region (a). Likewise, the projective rotation mixing region (d) fully encompasses the projective
rotation region (c). For q ≤ 1− ε2/4, the projective rotation region (c) encompasses the unitary region
(a). For q ≤ 1− ε/2 the mixed projective regions encompasses all other regions.
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unitary

mixed unitary

projective

mixed projective

Figure 13: Areas of the solution regions prescribed by Proposition 4.6 (unitary), Proposition 4.12
(mixed unitary), Proposition 4.8 (projective) and Proposition 4.17 (mixed projective). Each curve
shows the area of the region in the complex plane as a function of approximation accuracy ε and
success probability q. The unitary and projective areas, highlighted in red, scale quadratically with ε.
The mixed unitary and mixed projective areas, highlighted in blue, scale linearly with ε. For all values
of ε and q the mixed unitary (resp. projective) region has larger area than the corresponding non-mixed
unitary (resp. projective) region, thereby admitting more candidate solutions. Except for large values
of ε and q, the projective and mixed projective regions have larger area then their respective unitary
and mixed unitary regions.

Table 5: Region areas for unitary approximation problems with and without mixing. The geometric
regions associated with each problem are illustrated in Figure 12. The diagonal and projective approxi-
mation problems result in two-dimensional regions, while the magnitude approximation problem results
in a one-dimensional interval. In the latter case, Region area refers to the length of the interval. In
all cases, it can be seen that the mixed version of the problem corresponds to a larger approximation
region.

Approximation Problem Region area (big-O) Region area (with pre-factors)
Diagonal unitary approximation O(ε3) ε3/12 +O(ε5)
Mixed diagonal approximation O(ε3/2) (2/3)(ε/2)3/2 +O(ε5/2)

Projective rotation approximation O(ε) (1 − q)ε/2 +O(ε3)
Mixed projective approximation O(ε1/2) (1 − q)(ε/2)1/2 +O(ε3/2)

Magnitude approximation O(ε) ε/
√

2 +O(ε3)
Mixed magnitude approximation O(ε1/2) ε1/2 +O(ε3/2)
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can be synthesized exactly with these gate sets define discrete subsets within the above
convex bodies, and this naturally leads to an enumeration strategy to solve approximation
problems. We first describe this approach for the V basis, the Clifford+T basis and
the Clifford+

√
T basis, and we then generalize it to a family of gate sets introduced by

[Kli+15b] for diagonal approximation problems.
Throughout this section, we introduce the following notation to highlight common

methodology across our three illustrative examples. We use L to denote the field in which
the entries of the unitaries defining a gate set lie, and OL to denote the integer ring of
L. We associate a gate set determinant ℓ ∈ K to each gate set, such that any element

generated by the gate set can be written as 1√
ℓN

(
u −v∗

v u∗

)
with u, v ∈ OL and N ∈ Z. The

determinant of a unitary with elements in L lies in the maximal totally real subfield, which
we denote by K. We have L = K(i), where i2 = −1. The norm of an element in L is a
mapping from L to K defined by taking the product of an element of L with its complex
conjugate. We denote the ring of integers of K by OK .

5.1 V basis
5.1.1 Quaternion maximal order

We recall that the V basis consists of the following six matrices:

V±Z = 1√
ℓ

(
1± 2i 0

0 1∓ 2i

)
, V±Y = 1√

ℓ

(
1 ∓2
±2 1

)
, V±X = 1√

ℓ

(
1 ±2i
±2i 1

)
,

where ℓ = 5. Let K = Q and let L = Q(i) = {a0 + ia1 : a0, a1 ∈ Q}, where i2 = −1.
Let OK = Z and OL = Z[i] = {a0 + ia1 : a0, a1 ∈ Z} be the rings of integers of K and
L respectively. Any element t = a0 + ia1 ∈ OL can be written as a 2-dimensional vector
over OK , namely (a0, a1). There are two homomorphisms of L into C related by complex
conjugation. Denote by σ the homomorphism such that σ(i) = i.

Let M2(L) be the algebra of all 2× 2 matrices with entries in L, and let O be an order
in M2(L) that contains all the V basis elements scaled by

√
ℓ. For concreteness we will

set
O := Z · I + Z · iX + Z · iY + Z · iZ. (47)

We extend σ over O in a natural way, namely for M ∈ O we define σ(M) as the matrix
whose elements are the images of the elements of M under σ. As observed in [BGS13a;
Kli+15b], elements ofO with determinant ℓN correspond to unitaries that can be expressed
as a product of N matrices from the V gate set via the map σ′(M) = 1√

ℓN
σ(M).

Example 5.1. Let V = VZ ·VX = 1
5

(
1+2i 2i−4
2i+4 1−2i

)
. Then, MV =

(
1+2i 2i−4
2i+4 1−2i

)
= I+ 2 · iX− 4 ·

iY + 2 · iZ ∈ O and σ′(MV ) = V. Since det (MV ) = 52, we have N = 2 as expected, as V
is the product of two V basis matrices. Note that the sequence VZVX cannot be simplified
(over the V basis) so N is minimal.

Example 5.2. Let V = VZVXV−XVY V−Z = 1√
3125

(
25 30−40i

−30−40i 25

)
. Then,

MV =
(

25 30−40i
−30−40i 25

)
= 25 · I − 40 · iX + 30 · iY ∈ O

and σ′(MV ) = V. Then det (MV ) = 3125 = 55 so V can be expressed as the product of five
V basis elements. However, M ′

V =
(

5 6−8i
−6−8i 5

)
= 5 · I − 8 · iX + 6 · iY ∈ O, is also such

that σ′(M ′
V ) = V. Here, det (M ′

V ) = 125 = 53, giving N = 3. Since VPV−P = V−PVP = I,
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for P ∈ {X,Y, Z}, the sequence VZVXV−XVY V−Z simplifies to VZVY V−Z , so V can in fact
be expressed as a product of three V basis elements. The sequence cannot be simplified
further, so this N is minimal.

5.1.2 Solving approximation problems

Finding a solution to any approximation problem over the V basis involves finding a
matrix M =

(
m1 −m∗

2
m2 m∗

1

)
with additional constraints on m1 depending on the approximation

problem, such that det(M) = ℓN . In essence, we seek matrices which can be achieved by
the V basis, with elements falling in a particular region. Our approach is to first determine
candidate values for m1 via a specific enumeration problem, then to deduce the m2 values
that satisfy the determinant constraint by solving a norm equation. These two steps are
repeated while iterating over N , beginning with N = 1, until a valid M is found. In the
following, the point enumeration and norm equation steps are described for fixed N.

For the diagonal (Problem 4.4, Problem 4.10) and fallback (Proposition 4.9, Prob-
lem 4.15) approximation problems, M is such that σ1(m1)/

√
σ1(ℓN ) ∈ Rapprox, where

Rapprox is a specific region of C depending on the problem. Namely, we consider Rapprox as
one of the regions defined in Proposition 4.6, Proposition 4.8, Proposition 4.12 and Propo-
sition 4.17. For magnitude approximation (Proposition 4.2, Problem 4.18) with our new
decomposition, M must be such that σ1(m1m∗

1)/σ1(ℓN ) ∈ Iapprox, where Iapprox ⊂ [0, 1]
where Iapprox is an interval of R as defined in Proposition 4.2, Proposition 4.20. Formally,
we solve the following point enumeration problems.

Problem 5.3 (2D point enumeration (V basis)). Let Rapprox be a 2D region corresponding
to a particular approximation problem and fix N ∈ N.

Find all (a0, a1) ∈ Z2 such that 1√
ℓN

(a0, a1) ∈ Rapprox.

Problem 5.4 (1D point enumeration (V basis)). Let Iapprox ⊂ [0, 1] be a real interval
corresponding to a particular approximation problem and fix N ∈ N.

Find all n ∈ Z such that n

ℓN
∈ Iapprox.

In the first case we set m1 = a0 + ia1 for every solution (a0, a1). In the second case we
first solve the norm equation n = a2

0 + a2
1, and for every solution we obtain a candidate

value m1 = a0 + ia1.
To satisfy the determinant condition, solving the approximation problems requires that

we keep only those m1 for which the following problem is solvable.

Problem 5.5 (Norm equation (V basis)). Given m1 ∈ Z[i] and integer N , find m2 ∈ Z[i]
such that

m2m
∗
2 = ℓN −m1m

∗
1 ∈ Z.

For every pair of solutions (m1,m2) we then deduce a matrixM =
(
m1 −m∗

2
m2 m∗

1

)
. Sincem2

is a solution to Problem 5.5 we have det(M) = ℓN and the matrix σ′(M) = 1√
ℓN
σ1(M) =

1√
ℓN

(
m1 −m∗

2
m2 m∗

1

)
is unitary.

In summary, given a target unitary and associated region or interval, the following
procedure finds an approximation over the V basis. For a fixed value of N , an element
m1 ∈ Z[i] is obtained by solving an integer point enumeration problem defined by the
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target region. Together with N , m1 defines a norm equation, which is solved to obtain an
element m2 ∈ Z[i]. If no solution to either problem is found, the value of N is increased.
The point enumeration and norm equation steps are repeated for each value of N until
a valid pair (m1,m2) is obtained. Each pair defines a matrix M ∈ O as above with
determinant ℓN . Then, the unitary σ′(M) is factorized over the V basis using an existing
exact synthesis algorithm (see Appendix C.1) to obtain a solution to the approximation
problem.

5.2 Clifford+T basis
5.2.1 Gate set

The single-qubit Clifford group is defined as the set of unitaries that preserve the Pauli
matrices under conjugation. That is, C is in the single-qubit Clifford group if and only if
for any Pauli matrix P , the matrix C∗PC is also a Pauli matrix.

We recall that the S, H and T gates are defined as follows:

S = e−iπ/4Z =
(
e−iπ/4 0

0 eiπ/4

)
, H = 1√

2

(
1 1
1 −1

)
, T = e−iπ/8Z =

(
e−iπ/8 0

0 eiπ/8

)
.

The single-qubit Clifford group is generated by the H and S gates, and the Clifford+T
group is generated by the single-qubit Clifford group and the T gate. Moreover we have
T 2 = S, so the Clifford+T group is generated by H and T . We also recall the matrices
Tx, Ty defining rotations by π

4 about the x and y axes, namely

Tx :=
(

cos(π8 ) −i sin(π8 )
−i sin(π8 ) cos(π8 )

)
= 1√

ℓ

(
I + I − iX√

2

)
,

Ty :=
(

cos(π8 ) − sin(π8 )
sin(π8 ) cos(π8 )

)
= 1√

ℓ

(
I + I − iY√

2

)

where ℓ = 2 +
√

2. Note that T similarly defines the rotation of π
4 about the z axis and

we can write T = 1√
ℓ

(
I + I−iZ√

2

)
. We can obtain Tx and Ty from T , and vice versa, by

conjugation with single-qubit Clifford unitaries. Synthesis via a circuit of Tx, Ty, T and
Hadamard gates therefore corresponds to synthesis in the Clifford+T basis, up to a global
phase.

In evaluating the cost of approximate synthesis with Clifford+T gates, we assume that
Clifford gates are low cost, and only count T gates, or equivalently the total number of
Tx, Ty and T matrices. See Section 1.1 for a justification of this assumption.

5.2.2 Quaternion maximal order

Let K = Q(
√

2) and let L = Q(ζ8), where ζ8 = e2πi/8. The ring of integers of L is

OL = Z[ζ8] =
{
a0 + a1ζ8 + a2ζ

2
8 + a3ζ

3
8 : ak ∈ Z

}
= Z[

√
2] + 1 + i√

2
· Z[
√

2].

The ring of integers of K is the real subring OK = Z[
√

2] = {b0 + b1
√

2 : b0, b1 ∈ Z} ⊂ OL.
We can identify any element m in OL with a 4-dimensional vector m = (a0, a1, a2, a3) ∈ Z4

using the integral basis above. There are four distinct injective field homomorphisms that
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embed L into C, related to one another by complex conjugation and
√

2-conjugation.
Define two such homomorphisms σ1, σ2 by

σ1(ζ8) = 1 + i√
2
, σ2(ζ8) = −(1 + i)√

2
. (48)

We represent σ1, σ2 by the matrix

Σ :=


1 1/

√
2 0 −1/

√
2

0 1/
√

2 1 1/
√

2
1 −1/

√
2 0 1/

√
2

0 −1/
√

2 1 −1/
√

2


where (Reσ1(m), Im σ1(m),Reσ2(m), Im σ2(m))T = ΣmT .

Let n = mm∗ and write n = b0 + b1
√

2, b0, b1 ∈ Z. We can identify n with the 2-
dimensional vector n = (b, b1) or with (σ1(n), σ2(n))T =

(
1

√
2

1 −
√

2

)
nT through the above

homomorphisms. We choose one homomorphism arbitrarily, say σ1, to embed elements
into Euclidean space. Both σ1 and σ2 are necessary to express the solvability constraints
imposed by the norm equation for elements in L. Let M2(L) be the algebra of 2 × 2
matrices with entries in L, and let O be a maximal order in M2(L) which contains Tx, Ty
and T . For concreteness we will set O = ∑4

i=1OK · ωi in what follows, where

ω1 = I, ω2 = I + iX√
2

, ω3 = I + iY√
2

, ω4 = ω3ω2 = I + iX + iY + iZ

2 .

The homomorphisms σ1, σ2 extend over O in a natural way. Elements of O correspond
to 2×2 unitaries via the map σ′(M) = 1√

σ1(det(M))
σ1(M). Elements of O with determinant

equal to 1 correspond to Clifford gates, and elements of O with determinant ℓN correspond
to unitaries that can be expressed as a product of N gates Tx, Ty and T (see Appendix C,
[Gos+14]).

5.2.3 Solving approximation problems

Finding a solution to any approximation problem (as defined in Section 4) over the
Clifford+T gate set involves finding a matrix

M =
(
m1 −m∗

2
m2 m∗

1

)
= X1ω1 +X2ω2 +X3ω3 +X4ω4, (49)

or equivalently finding Xi ∈ OK , with additional constraints on m1 depending on the ap-
proximation problem, such that det(M) = ℓN . Recall that these matrices will correspond
to unitaries which are products of gates from the Clifford+T basis.

Let us first examine the sets Mdiag and Moff−diag, in which we will look for elements
m1 and m2, respectively. From Equation (49) we have

Mdiag =
{
m1 :

(
m1 −m∗

2
m2 m∗

1

)
∈ O

}
=
{
X1 + X2 +X3√

2
+ X4

2 + X4
2 i : Xi ∈ OK

}
= 1√

2
OK +

(1 + i

2

)
OK

= 1√
2
OL.

Let MO denote the elements of L corresponding to diagonal elements of O. That is
elements m1 such that

(
m1 0
0 m∗

1

)
∈ O. By Equation (49), we can see MO = OL.
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Similarly, we have

Moff−diag =
{
m2 :

(
m1 −m∗

2
m2 m∗

1

)
∈ O

}
=
{√

2X1 −X3
2 +

√
2X2 +X3

2 i : Xi ∈ OK

}

= 1√
2
OK +

(1 + i

2

)
OK

= 1√
2
OL.

Hence, for all m1 ∈ Mdiag,m2 ∈ Moff−diag there exist m̂1, m̂2 ∈ OL, such that m1 = m̂1√
2

and m2 = m̂2√
2 . For fixed m1, Moff−diag is restricted to the subset

Mm1
off−diag =

{
m2 ∈Moff−diag :

(
m1 −m∗

2
m2 m∗

1

)
∈ O

}
.

Noticing that iY , (iY )−1 ∈ O, we see that m2 ∈M0
off−diag ⇐⇒ m2 ∈MO.

Our approach is to first determine candidate values for m1 via a specific enumeration
problem, then to deduce corresponding values for m2 by solving a norm equation. These
two steps are repeated while iterating over N , beginning with N = 1, until a valid M is
found. This approach is analogous to that used in Section 5.1 for the V basis. In the
following sections, the point enumeration and norm equation steps are described for fixed
N. For every pair of solutions (m1,m2) we deduce a matrix M =

(
m1 −m∗

2
m2 m∗

1

)
. The unitary

σ′(M) is factorized over the Clifford+T basis to obtain a solution to the approximation
problem.

5.2.4 Finding m1: an enumeration problem

For the diagonal (Problem 4.4, Problem 4.10) and fallback (Proposition 4.9, Problem 4.15)
approximation problems, we need σ1(m1)/

√
σ1(ℓN ) ∈ Rapprox, where Rapprox ⊂ D1 is a

specific region of C depending on the problem, and D1 denotes the disk of radius 1 about
the origin. For magnitude approximation (Proposition 4.2, Problem 4.18), m1 must be
such that σ1(m1m∗

1)/σ1(ℓN ) ∈ Iapprox, where Iapprox ⊂ [0, 1].
In order to satisfy the determinant condition we then naturally consider the following

norm equation,
m2m

∗
2 = ℓN −m1m

∗
1, (50)

which we would a priori need to solve for every candidate value of m1 satisfying the
previous constraints. We observe, however, that this problem can only have solutions if
the right-hand side of the equation is totally positive. This means that we only need to
consider values of m1 which additionally satisfy σ2(m1)/

√
σ2(ℓN ) ∈ D1 or, equivalently,

σ2(m1m∗
1)/σ2(ℓN ) ∈ [0, 1]. Since m1 = m̂1/

√
2,m2 = m̂2/

√
2, there is an equivalent norm

equation for a given m̂1:

m̂2m̂2
∗ = 2ℓN − m̂1m̂1

∗. (51)

The conditions on m̂1 are scaled accordingly: m̂1 must satisfy σ2(m̂1)/
√
σ2(2ℓN ) ∈ D1 or,

equivalently, σ2(m̂1m̂∗
1)/σ2(2ℓN ) ∈ [0, 1].

We write m̂1 = a0 +a1ζ8 +a2ζ2
8 +a3ζ3

8 and n̂ = m̂1m̂1
∗ = b0 +b1

√
2, with all coefficients

in Z. Let Σ be as defined in Section 5.2.2 and let Σ′ =
(

1
√

2
1 −

√
2

)
. The operation Σ (re-

spectively Σ′) embeds m̂1 (respectively n̂) into the Euclidean space of the approximation
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regions. In order to satisfy the constraints imposed by both the approximation regions and
the norm equation, we define normalization matrices Λ and Λ′ for Σ and Σ′, respectively.
Let Λ and Λ′ be the diagonal matrices with

(√
σ1(2ℓN ),

√
σ1(2ℓN ),

√
σ2(2ℓN ),

√
σ2(2ℓN )

)
and

(
σ1(2ℓN ), σ2(2ℓN )

)
on their respective diagonals. Candidate values for m̂1 are ob-

tained by solving the point enumeration problems below.

Problem 5.6 (2D point enumeration (Clifford+T basis)). Let Rapprox be a two-dimensional
region corresponding to a particular approximation problem. Find (a0, a1, a2, a3) ∈ Z4 such
that Λ−1Σ · (a0, a1, a2, a3)T ∈ Rapprox ×D1.

Problem 5.7 (1D point enumeration (Clifford+T basis)). Let Iapprox ⊂ [0, 1] be a real
interval corresponding to a particular approximation problem. Find (b0, b1) ∈ Z2 such that
Λ′−1Σ′ · (b0, b1)T ∈ Iapprox × [0, 1].

In the first case, we immediately recover a candidate value for m̂1. In the second case,
we recover a candidate value for n̂, then solve the norm equation m̂1m̂1

∗ = n̂ and for every
solution we obtain a candidate value m̂1. Then we set m1 = m̂1√

2 .

5.2.5 Finding m2: solving a norm equation

Given a candidate value form1, we proceed to solve a norm equation problem (or determine
there is no solution), restricting m2 to Mm1

off−diag:

Problem 5.8. Given m1 ∈ 1√
2OL and integer N , find m2 ∈Mm1

off−diag such that

m2m
∗
2 = ℓN −m1m

∗
1 ∈

1
2OK .

Fixing an arbitrary m ∈ Mm1
off−diag, we have Mm1

off−diag = m + OL, since for any two
m,m′ ∈ Mm1

off−diag we have m −m′ ∈ M0
off−diag = OL. Since Moff−diag = Mdiag = 1√

2OL,
Problem 5.8 can then be reformulated as

Problem 5.9. Given m̂1 ∈ Z[ζ8], integer N , and m ∈
√

2Mm1
off−diag find m̂2 ∈ m+

√
2Z[ζ8]

such that
m̂2m̂2

∗ = 2ℓN − m̂1m̂1
∗ ∈ Z[

√
2].

Solving Problem 5.9 for m̂2 then yields a solution to Problem 5.8: m2 = m̂2/
√

2.

5.3 Clifford+
√

T basis
We now demonstrate how the solution framework applies to the Clifford+

√
T basis. Note

that the Clifford+T group is contained within the Clifford+
√
T group and unitaries in

the latter are defined over the complex field Q(ζ16) ⊇ Q(ζ8). Clearly, the fields L and K
defined for Clifford+

√
T are of higher degree over Q than the respective Clifford+T fields.

Accordingly, in this section we work with larger matrices for Σ,Λ and Σ′,Λ′. The point
enumeration problems are also higher dimensional. The framework otherwise proceeds as
for the Clifford+T basis.
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5.3.1 Gate set

Let ℓ = 2 + 2 cos(π8 ) = 2 + (ζ16 + ζ−1
16 ), where ζ16 = e2πi/16. Let also θ = 2 cos(π8 ),

β = θ3 + 3θ and µ = θ2 − 3. We recall that the
√
T gate is defined as follows:

√
T =

(
e−iπ/16 0

0 eiπ/16

)
= 1√

2 + 2 cos(π8 )

(
1 + e−iπ/8 0

0 1 + eiπ/8

)
.

The
√
T gate defines a rotation about the z axis by π

8 . The Clifford+
√
T group is generated

by the single qubit Clifford group and the
√
T gate. Note that we will use the notation

T 1/2 interchangeably with
√
T in the following discussion. We also recall the matrices

T
1/2
x , T

1/2
y defining rotations by π

8 about the x and y axes, namely

T 1/2
x =

(
cos( π16) −i sin( π16)
−i sin( π16) cos( π16),

)
= 1√

ℓ

(
I + θ(I − iµX)

2

)

T 1/2
y =

(
cos( π16) − sin( π16)
sin( π16) cos( π16)

)
= 1√

ℓ

(
I + θ(I − iµY )

2

)
.

We can additionally write
√
T = 1√

ℓ

(
I + θ(I−µiZ)

2

)
. Observe that

√
T

2 = T and
(
T

1/2
a

)2
=

Ta with a = x, y, as suggested by the notation. We can obtain the unitaries Tk/2
x and

Tk/2
y from T k/2, for k = 1, 2, 3, and vice versa, by conjugation with single-qubit Clifford

unitaries. Here T 3/2
a =

(
T

1/2
a

)3
. Synthesis via a circuit of unitaries in {T k/2,Tk/2

a : a =
x, y k = 1, 2, 3} and Clifford gates therefore corresponds to synthesis in the Clifford +

√
T

basis, up to a global phase.

5.3.2 Quaternion maximal order

Let K be the totally real number field K = Q(ζ16 +ζ−1
16 ), and let L be the field L = Q(ζ16).

The ring of integers of L is

OL = Z[ζ16] =
{ 7∑
i=0

akζ
k
16 : ak ∈ Z

}
= Z

[
2 cos

(
π

8

)]
+ ζ16Z

[
2 cos

(
π

8

)]

and the ring of integers of K is the real subring

OK = Z
[
2 cos

(
π

8

)]
=
{
b0 + b1 · 2 cos

(
π

8

)
+ b2
√

2 + b3 · 2 cos
(3π

8

)
: bk ∈ Z

}
⊂ OL.

We can identify any element m in OL with an 8-dimensional vector m = (a0, a1, . . . , a7) ∈
Z8 using the integral basis above. There are 8 distinct injective field homomorphisms
that embed L into C, which can be grouped into pairs depending on their images when
restricted to K. Define four such homomorphisms σ1, σ2, σ3, σ4 by

σ1(ζ16) = cos(π8 ) + i cos(3π
8 ), σ2(ζ16) = cos(3π

8 ) + i cos(π8 ),

σ3(ζ16) = − cos(3π
8 ) + i cos(π8 ), σ4(ζ16) = cos(π8 ) + i cos(3π

8 ).

We represent σ1, σ2, σ3, σ4 by the matrix
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Σ :=



1 cos(π8 ) 1√
2 cos(3π

8 ) 0 − cos(3π
8 ) − 1√

2 − cos(π8 )
0 cos(3π

8 ) 1√
2 cos(π8 ) 1 cos(π8 ) 1√

2 cos(3π
8 )

1 cos(3π
8 ) − 1√

2 − cos(π8 ) 0 cos(π8 ) 1√
2 − cos(3π

8 )
0 cos(π8 ) 1√

2 − cos(3π
8 ) −1 − cos(3π

8 ) 1√
2 cos(π8 )

1 − cos(3π
8 ) − 1√

2 cos(π8 ) 0 − cos(π8 ) 1√
2 cos(3π

8 )
0 cos(π8 ) − 1√

2 − cos(3π
8 ) 1 − cos(3π

8 ) − 1√
2 cos(π8 )

1 − cos(π8 ) 1√
2 − cos(3π

8 ) 0 cos(3π
8 ) − 1√

2 cos(π8 )
0 cos(3π

8 ) − 1√
2 cos(π8 ) −1 cos(π8 ) − 1√

2 cos(3π
8 )


where

(Reσ1(m), Im σ1(m),Reσ2(m), Im σ2(m),Reσ3(m), Im σ3(m),Reσ4(m), Im σ4(m))T = ΣmT .

Let n = mm∗ and write n = b0+b1·2 cos(π8 )+b2
√

2+b3·2 cos(3π
8 ).We can identify n with

the 4-dimensional vector n = (b0, b1, b2, b3), or with (σ1(n), σ2(n), σ3(n), σ4(n))T = Σ′nT

where

Σ′ :=


1 2 cos(π8 )

√
2 2 cos(3π

8 )
1 −2 cos(3π

8 ) −
√

2 −2 cos(π8 )
1 −2 cos(3π

8 )
√

2 2 cos(π8 )
1 −2 cos(π8 )

√
2 −2 cos(3π

8 )


through the above homomorphisms. As for the Clifford+T basis, we choose a homomor-
phism arbitrarily, for example σ1, to embed elements into Euclidean space.

Let M2(L) be the algebra of all 2× 2 matrices with entries in L. Let O be a maximal
order in M2(L) which contains T 1/2

x , T 1/2
y and T 1/2, namely O = ∑4

i=1OK · ωi, where

ω1 = I, ω2 = I + iX√
2

, ω3 = I + iY√
2

, ω4 = ω3ω2 = I + iX + iY + iZ

2 .

The homomorphisms σ1, σ2, σ3, σ4 extend over O in a natural way. Elements of O cor-
respond to 2 × 2 unitaries via the map σ′(M) = 1√

σ1(det(M))
σ1(M). Elements of O with

determinant ℓN correspond to unitaries that can be expressed as a product of N gates
Tk/2
x , Tk/2

y and Tk/2 with k = 1, 2, 3 (see Appendix C, [Gos+14]), hence in the Clifford +√
T gates.

5.3.3 Solving approximation problems

Finding a solution to any approximation problem over the Clifford+
√
T gate set involves

finding a matrix

M =
(
m1 −m∗

2
m2 m∗

1

)
= X1ω1 +X2ω2 +X3ω3 +X4ω4 ∈ O, (52)

or equivalently finding Xi ∈ OK , with additional constraints on m1 depending on the
approximation problem, such that det(M) = ℓN .

Let us first examine the sets Mdiag and Moff−diag, in which we will look for elements
m1 and m2, respectively. From Equation (52) we have

Mdiag =
{
m1 :

(
m1 −m∗

2
m2 m∗

1

)
∈ O

}
=
{
X1 + X2 +X3√

2
+ X4

2 + X4
2 i : Xi ∈ OK

}
= 1√

2
OK + 1 + i

2 OK .
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As before, let MO denote the set of elements m1 ∈ L such that
(
m1 0
0 m∗

1

)
∈ O. From

Equation (52), we have MO = OK + 1+i√
2 OK and so clearly Mdiag = 1√

2MO. Similarly, we
have Moff−diag = 1√

2MO. Note that OL ⊊MO, since ζ16 is in OL but not in MO.
As with the Clifford+T basis, our approach is to iterate over N , beginning with N = 1,

and for each N to first determine candidate values for m1 via a specific enumeration
problem, then to deduce corresponding values for m2 by solving a norm equation, until
a valid M is found. In the following sections, the point enumeration and norm equation
steps are described for fixed N. For every pair of solutions (m1,m2) we deduce a matrix
M =

(
m1 −m∗

2
m2 m∗

1

)
. The unitary σ′(M) is factorized over the Clifford+

√
T basis.

5.3.4 Finding m1: an enumeration problem

For both the diagonal and fallback approximation problems, we need σ1(m1)/
√
σ1(ℓN ) ∈

Rapprox, where Rapprox ⊂ D1 is a specific region of C defined by the problem.
For the general approximation problem, m1 must be such that σ1(m1m∗

1)/σ1(ℓN ) ∈
Iapprox, where Iapprox ⊂ [0, 1]. In order to satisfy the determinant condition we then natu-
rally consider the following norm equation,

m2m
∗
2 = ℓN −m1m

∗
1, (53)

which we would a priori need to solve for every candidate value ofm1 satisfying the previous
constraints. Again, we observe that this norm equation only has solutions if its right-hand
side is totally positive. This means that we only need to consider those candidates m1 that
additionally satisfy σk(m1)/

√
σk(ℓN ) ∈ D1or, equivalently, σk(m1m∗

1)/σk(ℓN ) ∈ [0, 1], for
k = 2, 3, 4.

Writing any m1 = a0 + a1i with a0, a1 ∈ K, we see that Mdiag can be considered as a
full rank OK lattice in K2. We therefore have a Z-basis, {y0, . . . , y7}, for Mdiag and can

write any element m1 ∈Mdiag as m1 =
7∑
i=0

a0y0, a0 ∈ Z.

Since Mdiag = 1√
2OK + 1+i

2 OK , we also have n := m1m∗
1 ∈ 1

2OK . Since m1 ∈ 1√
2MO,

there exists m̂1 ∈MO such that m1 = m̂1√
2 and furthermore, m̂1m̂1

∗ = 2n := n̂ ∈ OK . We
write n̂ = b0 + b1 · 2 cos(π8 ) + b2

√
2 + b3 · 2 cos(3π

8 ) with all coefficients in Z.
Let ΣO be defined as the matrix with rows:

Σ(2j)
O = (Re(σj(y0)), . . . ,Re(σj(y7))

Σ(2j+1)
O = (Im(σj(y0)), . . . , Im(σj(y7)),

for 1 ≤ j ≤ 7, where the σj are defined in Section 5.3.2. Additionally, take Σ′ as de-
fined in Section 5.3.2, and define normalization matrices Λ and Λ′. That is, Λ and
Λ′ are diagonal matrices with entries

(√
σ1(ℓN ),

√
σ1(ℓN ), . . . ,

√
σ4(ℓN ),

√
σ4(ℓN )

)
and

(σ1(2ℓN ), (σ2(2ℓN ), (σ3(2ℓN ), σ4(2ℓN )) on the main diagonal, respectively. Hence the op-
erations ΛΣO and Λ′Σ′ first embed an element m1 or n̂ into the Euclidean space of our
approximation regions, then normalizes it to satisfy the constraints.

Candidate values for m1 are then obtained by solving point enumeration problems
below.
Problem 5.10 (2D point enumeration (Clifford+

√
T basis)). Let Rapprox be a 2D region

corresponding to a particular approximation problem. Find (a0, a1, a2, a3, a4, a5, a6, a7) ∈
Z8 such that

Λ−1ΣO · (a0, a1, a2, a3, a4, a5, a6, a7)T ∈ Rapprox ×D1 ×D1 ×D1.
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Problem 5.11 (1D point enumeration (Clifford+
√
T basis)). Let Iapprox ⊂ [0, 1] be a real

interval corresponding to a particular approximation problem. Find (a′
0, a

′
1, a

′
2, a

′
3) ∈ Z4

such that

Λ′−1Σ′ · (b0, b1, b2, b3)T ∈ Iapprox × [0, 1]× [0, 1]× [0, 1].

In the first case, we immediately recover a candidate value for m1. In the second case,
we recover a candidate value for n̂, solve the norm equation m̂1m̂1

∗ = n̂ for m̂1 ∈MO and
for every solution m̂1 we obtain a candidate value m1 by setting m1 = m̂1√

2 .

5.3.5 Finding m2: solving a norm equation

Given a candidate value form1, we proceed to solve a norm equation problem (or determine
there is no solution), restricting m2 to Mm1

off−diag:

Problem 5.12. Given m1 ∈ 1√
2MO and integer N , find m2 ∈Mm1

off−diag such that

m2m
∗
2 = ℓN −m1m

∗
1 ∈

1
2OK .

Fixing an arbitrary m ∈ Mm1
off−diag, we have Mm1

off−diag = m + MO, since for any two
m,m′ ∈ Mm1

off−diag we have m −m′ ∈ M0
off−diag = MO. Since Moff−diag = Mdiag = 1√

2MO,
Problem 5.12 can then be reformulated as

Problem 5.13. Given m̂1 ∈MO, integer N , and m/
√

2 ∈Mm1
off−diag find m̂2 ∈ m+

√
2MO

such that
m̂2m̂2

∗ = 2ℓN − m̂1m̂1
∗ ∈ OK .

Solving Problem 5.13 for m̂2 then yields a solution to Problem 5.12: m2 = m̂2/
√

2.

5.4 General case
In this section, we extrapolate from the three preceding examples to outline a general
method for solving approximate synthesis properties, and describe the properties required
by gate sets to which this method applies.

5.4.1 Gate sets

We consider quaternion gate sets as defined by Kliuchnikov et al. in [Kli+15b]. Informally,
these are gate sets which are described by totally definite quaternion algebras.

Let K be a totally real number field and take totally positive elements a, b ∈ K. Define
L to be the extension L := K(

√
−a) and let i ∈ L be such that i2 = −a. There are 2d

distinct injective field homomorphisms embedding L into C, where d = [K : Q]. Fix
σ1, . . . , σd as any d homomorphisms from L that are pairwise distinct when restricted to
K.

A quaternion algebra (−a,−b
K ) := Q over the field K is an algebra of the form K +

Ki + Kj + Kk where i2 = −a, j2 = −b and ij = −ji = k. A totally definite quaternion
algebra has a, b > totally positive. An element in Q is written q = q0 + q1i + q2j + q3k,
q0, q1, q2, q3 ∈ K, with conjugate q̄ = q0 − q1i − q2j − q3k. The reduced norm of q is
nrd(q) = qq̄.

Let M2(L) be the set of 2 × 2 matrices with elements in L. Define the K-linear map
κ : Q→M2(L) by

κ(1) = I, κ(i) =
√
−aZ, κ(j) = −

√
−bY, κ(k) =

√
−abX, (54)
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where X,Y, Z are the Pauli matrices. Notice that κ defines an isomorphism of quaternion
algebras, with κ(k) = κ(i)κ(j). Concretely, we have a correspondence between elements
in Q and matrices in M2(L) of the form M =

(
q0+q1

√−a −q2
√
b+q3

√
−ab

q2
√
b+q3

√
−ab q0−q1

√−a

)
, where the

corresponding quaternion is q := q0 + q1i + q2j + q3k, such that κ(q) = M . Observe that
det(M) = nrd(q) = q0 − aq2

1 − bq2
2 + abq2

3. The set of matrices of this form corresponds to
SU(2) via the map

σ′(M) = 1√
σ1(det(M))

· σ1(M), (55)

where σ1 is the natural extension over matrices of the homomorphism from L into C. Let S
be a set of elements from K. Consider the gate set to be those matrices with determinant
in S.

For the V, Clifford+T and Clifford+
√

T bases, the corresponding fields and integer
rings are given in Table 6.

Table 6: Number field correspondences for the V, Clifford+T and Clifford+
√
T gate sets.

Gate set K L OK OL

V basis Q Q(i) Z Z[i]
Clifford+T Q(

√
2) Q(ζ8) Z[

√
2] Z[ζ8]

Clifford+
√

T Q(ζ16 + ζ−1
16 ) Q(ζ16) Z[ζ16 + ζ−1

16 ] Z[ζ16]

5.4.2 Quaternion maximal order

For a given gate set, K and L, there exists O, an order of M2(L), containing the preimages
of the gate set unitaries under σ′. We note here that while this order does not need to
be maximal, maximal orders have several properties which allow for efficient factorization
of elements [Kli+15b]. For a thorough background on quaternion orders, we direct the
reader to [Voi05].

The order O is constructed as follows. The gate set elements are mapped to matrices
in M2(L). Let LK be the OK-lattice obtained by taking an OK linear combination of the
elements of the ring generated by these matrices. Then, O can be taken as any order
containing this lattice. Note that, due to the multiplicative properties of the determinant,
elements in O with determinant equal to ℓ for some ℓ ∈ ⟨S⟩ will correspond to gate set
elements. Then ℓ = ∏

sNi
i for some set of elements si ∈ S. Let N := ∑

Ni, which gives the
length of a sequence of basis elements that produces the corresponding gate set element
(when the class number of the quaternion algebra is one). Observe that for the gate sets
we consider, we have S = ℓ and so det(M) = ℓN for some N ∈ Z≥. Clifford+

√
T is an

example of a gate set for which the corresponding quaternion algebra has class number
two. Recall that in Example 5.2, two distinct elements in O corresponded to the same gate
set element, each with a distinct N value. We look for minimal N , as this will correspond
to the shortest possible basis sequence. This will be the N for which the entries of M ∈ O
are integral and not all divisible by si ∈ S, for all i. Since the approximation method
outlined here iterates over increasing N , the sequence obtained will be optimal.
Remark 5.14. In addition, we look for orders O in which gates that are considered ‘low-
cost’ in the gate set behave as units. This forces the determinant of matrices corresponding
to low-cost gates to be 1, ensuring that N is a count of ‘expensive’ gates in a sequence. In
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essence, this makes the determinant a useful cost measure for approximation. For the V -
basis, these low-cost gates are the Pauli matrices; for Clifford+T and Clifford+

√
T these

are the Clifford unitaries.
The definitions for O and ℓ corresponding to the V, Clifford+T and Clifford+

√
T bases

are given in the Table 7.

Table 7: Maximal orders for V, Clifford+T and Clifford+
√
T gate sets.

Gate set ℓ O
V basis 5 OK · I +OK · iX +OK · iY +OK · iZ

Clifford+T 2 +
√

2 OK · I +OK · I+iX√
2 +OK · I+iY√

2 +OK · I+iZ+iX+iY
2

Clifford+
√

T 2 + 2 cos π8 OK · I +OK · I+iX√
2 +OK · I+iY√

2 +OK · I+iZ+iX+iY
2

5.4.3 Solving approximation problems

For fixed N ∈ N, finding a solution to any approximation problem over a gate set involves
finding a matrix

M =
(
m1 −m∗

2
m2 m∗

1

)
∈ O,

with additional constraints on m1 depending on the approximation problem, such that
det(m) = ℓN . Our approach to finding M can be summarized in two steps:

1. point enumeration in a target region to find m1 (Section 5.4.4), followed by
2. solving a relative norm equation to recover m2 (Section 5.4.5).

For the diagonal and fallback approximation problems, with and without mixing, we
look for elements M =

(
m1 −m∗

2
m2 m∗

1

)
of O, such that

σ1(m1)/
√
σ1(ℓN ) ∈ Rapprox ⊂ D1,

where Rapprox is the region defined by the problem. For the general unitary approximation
problem, m1 is required to satisfy

σ1(m1m
∗
1)/σ1(ℓN ) ∈ Iapprox ⊂ [0, 1],

where Iapprox is the real interval defined by the parameters of the problem. We observe
that for the relative norm equation

m2m
∗
2 = ℓN −m1m

∗
1.

to have a solution, it is necessary that, for all k, σk(ℓN −m1m∗
1) > 0. This means we only

need to consider those candidates m1 that satisfy either

σk(m1)/
√
σk(ℓN ) ∈ D1 or, equivalently, σk(m1m

∗
1)/σk(ℓN ) ∈ [0, 1]

for all k > 1.
From each pair (m1,m2) we can deduce a matrix M =

(
m1 −m∗

2
m2 m∗

1

)
. The unitary σ′(M)

is factorized over the desired gate set to obtain a solution to the approximation problem. If
no solution exists for the given N , set N := N + 1 and repeat the process. Thus, iterating
over N , initialized at 1, will give the solution corresponding to the shortest gate sequence.

44



5.4.4 Finding m1: an enumeration problem

The problem of finding candidates m1 ∈ L satisfying the conditions of an approximation
problem can be reduced to an integer point enumeration problem. To better understand
the set to which the main diagonal entries, m1, belong, we define the map h from L to Q
by

h(a0 + ia1) = a0 + a1i.
We see that κ(h(m)) sends an element from L to the diagonal matrix

(
m 0
0 m∗

)
∈M2(L).

Hence we are enumerating elements m1 ∈ L from the set

Mdiag = {m1 : ∃m2 ∈ L s.t. κ(h(m1)) + h(m2)j) ∈ O}.
We additionally define the set of diagonal matrices in O:

MO := {m ∈ L : κ(h(m)) ∈ O}.

Observe that enumerating m1 from Mdiag is equivalent to enumerating a0, a1 ∈ K from
the set

LO = {(a0, a1) : ∃a2, a3 ∈ K s.t. a0I + a1
√
−aZ − a2

√
−bY + a3

√
−abX ∈ O}.

We make use of the following lemma to find a Z-basis for Mdiag.
Lemma 5.15. LO is a full rank OK-lattice in K2.
Proof. Since O is closed under addition and scalar multiplication over OK , so is LO.
Consider an OK-linearly independent generating set G of LO and let g1, . . . , gr be the
subset of these that are K-linearly independent. Then r ≤ 2. We have I ∈ O, so (1, 0) ∈
LO. Suppose for a contradiction that LO contains no elements of the form (a0, a1), a1 ̸= 0
in LO. Let {ωi}i=1,...,4 be a basis for O, with corresponding elements in LO denoted by
(ωi,0, ωi,1). By assumption, ωi,1 = 0∀i. Since κ is an isomorphism of quaternion algebras,
we can write each basis element in the form ωi,0I − ωi,2

√
−bY + ωi,3

√
−abX. Then, we

can see that at least two of the basis elements must be K-linearly dependent. Hence, we
have a contradiction and so r = 2. So LO spans K2 as a K vector space and clearly
rank(LO) = 2d.

Hence, we can conclude that there exists a Z-basis for LO and so also for Mdiag, which
we denote {yi}, for i = 0, . . . , 2d− 1.

For the remainder of this section, let us consider orders of the form O =
4∑
i=1

OKωi,
with

ω1 = I, ω2 = I + iZ√
2

, ω3 = I + iY√
2

, ω4 = ω3ω2 = I + iX + iY + iZ

2 , (56)

as for the Clifford+T and Clifford+
√

T bases. In this case, we have

MO = OK + 1 + i√
2
OK ,

which allows us to establish Mdiag as a fractional MO ideal. Moreover, for the bases
considered in this paper, we have that Mdiag is also principal, so

Mdiag = 1
ξ
MO, ξ ∈ L. (57)

The definitions for MO and ξ corresponding to the V, Clifford+T and Clifford+
√

T
bases are given in the Table 8.
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Table 8: ξ,MO for V, Clifford+T and Clifford+
√
T gate sets.

Gate set ξ MO
V basis 1 OL

Clifford+T
√

2 OL
Clifford+

√
T
√

2 OK + 1+i√
2 OK

Case 1: Diagonal Approximation For diagonal approximation (with and without
fallback and mixing) the first normalized embedding σ1(m1)/σ1(ℓN ) falls in a two dimen-
sional region, Rapprox. Define the 2d× 2d matrix ΣO with rows:

Σ(2j)
O = (Re(σj(y0)), . . . ,Re(σj(y2d−1)))

Σ(2j+1)
O = (Im(σj(y0)), . . . , Im(σj(y2d−1)) .

So ΣO is the matrix with entries corresponding to the real and imaginary components
of the images of the li under each of the d homomorphisms. Let Λ be the diagonal matrix
with

(√
σ1(ℓN ),

√
σ1(ℓN ) . . . ,

√
σd(ℓN ),

√
σd(ℓN )

)
on the diagonal. Then the operation

ΛΣOz first embeds z into the Euclidean space corresponding to Mdiag, then normalizes
the result with respect to the norm ℓN . Finding m1 is now an integer point enumeration
problem:

Problem 5.16. Find z ∈ Z2d such that Λ−1ΣOz ∈ Rapprox ×Dd−1
1 .

Each solution z = (z0, . . . , z2d−1) yields a candidate for m1 by setting m1 = z0y0 +
· · ·+ z2d−1y2d−1.

Case 2: Magnitude Approximation For general unitary approximation the first
normalized embedding σ1(m1m∗

1)/σ1(ℓN ) belongs to the interval Iapprox and the remaining
d− 1 embeddings satisfy σk(m1m∗

1)/σk(ℓN ) ∈ [0, 1].
We are looking for values n = m1m∗

1 satisfying the above conditions, such that m1 ∈
Mdiag. Consider the set

{n : ∃m1 ∈Mdiag such that m1m
∗
1 = n}

and let Mnorm be the set generated multiplicatively by the above set. From Equation (57),
we see that

Mnorm ⊆
1
ξξ∗OK ,

a fractional OK ideal. For this reason we can enumerate points n̂ = ξξ∗n ∈ OK . Let
k0, . . . , kd−1 be an integral basis for K and define Σ′ as the d× d matrix with rows:

Σ′
j = (σj(k0), . . . , σj(kd−1)) .

Define Λ′ as the diagonal normalization matrix with
(
σ1(ξξ∗) · σ1(ℓN ), . . . , σd(ξξ∗) · σd(ℓN )

)
on the diagonal. Finding n̂ is now an integer point enumeration problem in a parallepiped:

Problem 5.17. Find z ∈ Zd such that Λ′−1Σ′z ∈ Iapprox × [0, 1]d−1.
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Each solution z = (z0, . . . , zd−1) yields a candidate for n̂ by setting n̂ = z0k0 + · · · +
zd−1kd−1. Recovery of m1 requires a solution to the norm equation

m̂1m̂1
∗ = n̂, m̂1 ∈MO.

Finally the candidate m1 is defined as m1 = m̂1/ξ.

5.4.5 Finding m2: solving a norm equation

Finding a candidate for m2 amounts to solving a norm equation, with the added constraint
that the pair (m1,m2) corresponds to a matrix in the order O. Given a candidate m1 ∈
Mdiag, we define the set containing valid candidates for m2 as

Mm1
off−diag = {m2 : κ(h(m1) + h(m2)j) ∈ O}.

To satisfy the determinant condition, we require

m2m
∗
2 = ℓN −m1m

∗
1, m2 ∈Mm1

off−diag. (58)

Any element m2 ∈Mm1
off−diag belongs to the larger set

Moff−diag = {m2 : ∃m1 s.t. κ(h(m1) + h(m2)j) ∈ O},

which, as shown for Mdiag, is a fractional MO ideal. In the following discussion, we show
that a solution for m2 can be recovered from a related norm equation, in which we solve
for elements in MO, under the assumption that Moff−diag is moreover a principal fractional
ideal. That is,

Moff−diag = 1
ξ′MO, ξ′ ∈ L.

Fix m ∈ Mm1
off−diag. For any other m′ ∈ Mm1

diag we have κ(h(m)j − h(m′)j) ∈ O.
Therefore, we write Mm1

off−diag = m+M0
off−diag, where M0

off−diag is the principal fractional
MO ideal M0

off−diag = {m′ : κ(h(m′)j) ∈ O}. We take

M0
off−diag = 1

χ
MO, χ ∈ L.

Note that a representativem is found by considering the quotient latticeMoff−diag/M
0
off−diag.

The definitions for ξ, ξ′ and χ corresponding to the V, Clifford+T and Clifford+
√

T bases
are given in the Table 9.

Table 9: Fractional ideal representatives for V, Clifford+T and Clifford+
√
T gate sets.

Gate set ξ ξ′ χ MO
V basis 1 1 1 OL

Clifford+T
√

2
√

2 1 OL
Clifford+

√
T
√

2
√

2 1 OK + 1+i√
2 OK

The norm equation in Equation (58) can now be reformulated to look for a solution in
MO.
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Problem 5.18. Given ẑ/ξ′ ∈Moff−diag,m1 ∈Mdiag, find z ∈MO such that∣∣∣∣ ẑξ′ + z

χ

∣∣∣∣2 = ℓN −m1m
∗
1.

A solution z yields a candidate for m2 by setting m2 = ẑ/ξ′ + z/χ. Since m1 = m̂1/ξ
for some m1 ∈MO, if ξ = ξ′ and χ = 1, then Problem 5.18 is simplified to:

Problem 5.19. Find z ∈MO such that |ẑ + ξz|2 = ξξ∗ℓN − m̂1m̂1
∗, where ẑ, m̂1 ∈MO.

Clearly the V, Clifford+T and Clifford+
√

T bases admit this simplified case. Of course,
solving the norm equation for the V basis is already straightforward, but is included here
for completeness.
Remark 5.20. By applying the variable substitution z′ = ẑ+ ξz, we see that Problem 5.18
is equivalent to solving ∣∣z′∣∣2 = r ∈ OK , z′ ∈ ẑ + ξMO, (59)

where r = ξξ∗ℓN − m̂1m̂1
∗. In other words, z′ must lie in the same quotient in MO/ξMO

as ẑ.
We discuss solving these norm equations in Section 8. In particular, for the special

case of fields with class number equal to 1, we suggest a simplified solution for Equation
(59).

5.5 Heuristic approximation cost scaling with accuracy
We first establish heuristic scaling of the power cost function with the area of the 2D or
1D regions related to the the six approximation problems considered in Section 4. All gate
sets we consider are related to integral quaternion with norm ℓN for some ℓ fixed by the
gate set and N being a power cost of the given approximating quaternion. Let Rε,q be
a 2D or 1D region with ε being diamond norm accuracy and q being success probability,
During the point enumeration step of our algorithms for 2D problems, we are looking for
integer points of dimension 2d in the bounded subset of R2d given by equation below:

(a0, . . . , a2d−1) ∈ ΛΣ−1
O (Rε,q ×D1 × . . . Dd−1)

Now, applying the Gaussian heuristic, we assume that there exist an integer point in the
subset of R2d when the volume of the subset is 1. Taking into account that det Λ =
Nrm(ℓ)N we get the following condition for the existence of integer points:

N log(Nrm(ℓ)) + log(Area(Rε,q)) + log(πd−1/ det(ΣO)) = 0

Define b = Nrm(ℓ), then the Gaussian heuristic implies power cost scaling:

N = − logb(Area(Rε,q)) + logb(det(ΣO)/πd−1)

The relation between power cost and area for 1D problems is similarly

N = − logb(Length(Iε)) +O(1).

Now we specialize above calculation to Clifford+T and Clifford+
√
T gate sets and spe-

cific approximation problems. Recalling that for Clifford+T and Clifford+
√
T logarithm

base b = 2 and using expression for the regions areas in Table 5, we derive heuristic power
cost scaling expression in the top half of Table 1. We note that for projective (fallback)
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rotation approximation N is logb(1/(1−q) ·1/ε)+O(1), and for magnitude approximation
N is logb(1/ε)+O(1). We expect that magnitude approximations are shorter by the addi-
tive constant logb(1/(1− q)), where 1− q is the fall-back step probability of the fall-back
protocol. Heuristically, we assume that increasing volume by a constant factor or log(1/ε)
factor ensures that we can find integer points for which the corresponding norm equations
are solvable. This does not affect constant in front of logb(1/ε).

In applications we are interested in two other cost metrics for our gate sequences:
non-Clifford gate count ( that we simply call gate count) and T-count, that is the number
of T states needed to executed given sequence. The gate count is a good proxy for how
fast we can execute the sequence, where each non-Clifford gate is executed using circuit
from Figure 33 in [Lit19]. The T-count is a good proxy for space-time volume needed
to execute the sequence on a fault-tolerant quantum computer, because the space-time
volume required is typically dominated by the space-time volume needed to distill T states.
For Clifford+T approximations these two other cost metrics are equal to the power cost.
It remains to estimate them for Clifford+

√
T approximations. We assume that number

of
√
T ,
√
T

3 gates denoted by N√
T in our sequences is the same as number of T gates.

This is justified by our numerical results. Recall that
√
T ,
√
T

3 contribute three to the
power cost and T contributes 2. For this reason we have N√

T = 0.2N and gate count
is 0.4N . To estimate T -count we assume that every

√
T and

√
T

3 gate can be execute
using four T states. This is because the circuit from Figure 33 in [Lit19]. consumes one√
T state and one T state. Producing one

√
T state requires 3 T states in the worst

case using catalysis protocol described in Figure 6a in [Bev+20]. We see that T-count
for Clifford+

√
T approximations heuristically scales the same way as power cost. Above

implies heuristic cost scaling expressions in Table 1.

6 Numerical results
We have implemented algorithms described in the paper in Magma. For the numerical
results we focus on four approximation protocols for diagonal unitaries (diagonal, mixed
diagonal, fallback and mixed fallback) and two gate sets (Clifford+T and Clifford+

√
T ).

We target rotations by random angles and by Fourier angles π/2k. The data-sets of angles
for which we computed solutions numerically are summarized in Table 10. We also provide
the circuits for all approximations we have found in supplemental material.

Table 10: Sets of angles for which we computed solutions numerically. We approximate diagonal
rotations using diagonal, mixed diagonal, fallback and mixed fallback protocols.

Gate set Cost Data sets and corresponding figures
function Random angles Figure Fourier angles Figure

Clifford+T T-count 1358 uniformly random angles Figure 2 π/2n

Figure 14from interval [0, 2π] n ∈ {3, . . . , 36}

Clifford+
√
T

Power 1221 uniformly random angles Figure 15a π/2n Figure 16a
Gate count from interval [0, 2π] Figure 15b n ∈ {3, . . . , 45} Figure 16b

T-count Figure 15c Figure 16c

Numerical results for random angles agree with the heuristic cost scaling derived in Sec-
tion 5.5 as we can see from Table 1 and from Figures 2 and 15. Results for Fourier angles
are a bit more complex. For many choices of angle and target accuracy, the Identity is a
sufficient approximation. This is evident in the wide gap between minimum and maximum
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Figure 14: Cost of approximating a set of Fourier angles rotations (see Table 10) with Clifford+T gates
using four approximation protocols. We fix a set of approximation accuracy values. For each value in
the set we compute mean cost over all target angles. Shaded regions indicate range of costs from min
to max over all angles for given accuracy value. In all reported fallback protocols the probability of the
fallback step 1− q is at most 0.01.
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cost illustrated by the shaded regions of Figure 14 and Figure 16. These low-cost Identity
approximations have the effect of pulling down the overall mean cost as compared to ran-
dom angles. However, once the Identity is no longer a viable option at high accuracy, the
cost scaling is roughly the same as that of random angles.

There is more variation in gate count and T-count when approximating using the
Clifford+

√
T gate set than when approximating using Clifford+T , even for random rota-

tions (Figure 2 and Figure 15). This is because our algorithm finds optimal solutions to
the sub-problems only with respect to denominator power cost function. For Clifford+T
gate set, the power cost function coincides with T-count and non-Clifford gate count. For
Clifford+

√
T gate set, the power cost function can be related to T-count and non-Clifford

gate count using an additional assumption that the number of
√
T ,
√
T

3 gates is the se-
quence roughly the same as the number of T gates. For this reason, we see that the
variations in power cost function in Figure 2 and Figure 15a are similar. However, there
is more variations in T-count and non-Clifford gate count in Figure 15c and Figure 15a.

7 Integer point enumeration problems
In Section 5, we described a general method for solving approximate synthesis problems on
quaternion gate sets, with three examples from commonly used gate sets. In this section,
we focus on the first step in that method: integer point enumeration. Where relevant, we
re-use the notations introduced in previous sections.

Recall that the conditions on m1, as defined in Section 5, define a target region in which
we want to enumerate integer vectors. Section 7.1 outlines an algorithm for integer point
enumeration in convex bodies of a particular form and shows how this can be applied
to the target regions prescribed by approximate synthesis. In the case of magnitude
approximation, the target region is a parallelotope. Section 7.2 gives an alternative method
in that case, making use of the number-theoretic structure arising from the quaternion
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Figure 15: Cost of approximating a set of random rotations (see Table 10) with Clifford+
√
T gates

using four approximation protocols. We fix a set of approximation accuracy values. For each value in
the set we compute mean cost over all target angles. Vertical bars show the cost standard deviation
for given accuracy value. Shaded regions indicate range of costs from min to max over all angles for
given accuracy value. In all reported fallback protocols the probability of the fallback step 1 − q is at
most 0.01. The linear fit results are in Table 1.

(a) Scaling of denominator power with approximation accuracy. Denominator power of
√

T and T is 3 and 2.
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(b) Scaling of gate count with approximation accuracy.
√

T gates and T gates contribute 1 to the gate count.
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(c) Scaling of T-count with approximation accuracy. T-count of
√

T gates is four.
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Figure 16: Cost of approximating a set of Fourier angles rotations (see Table 10) with Clifford+
√
T

gates using four approximation protocols. We fix a set of approximation accuracy values. For each value
in the set we compute mean cost over all target angles. Shaded regions indicate range of costs from
min to max over all angles for given accuracy value. In all reported fallback protocols the probability
of the fallback step 1− q is at most 0.01.

(a) Scaling of denominator power with approximation accuracy. Denominator power of
√

T and T is 3 and 2.
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(b) Scaling of gate count with approximation accuracy.
√

T gates and T gates contribute 1 to the gate count.
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(c) Scaling of T-count with approximation accuracy. T-count of
√

T gates is four.
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gate sets.

7.1 General point enumeration
In this section we describe an approach to solving integer point enumeration problems in a
subset of convex bodies, and we apply this method to the regions arising from approximate
synthesis. The algorithm is from Lenstra [Len83], and it applies to problems with the
following general form.

Problem 7.1 (Integer point enumeration in a convex body). Let R be a bounded convex
body of positive volume satisfying R = {x ∈ Rd : Ax ≤ b}, where A is an invertible d× d
matrix and b is a d-dimensional column vector. Find all x ∈ R ∩ Zd.

The inequality in Problem 7.1 denotes an element-wise comparison between two vec-
tors.
Remark 7.2 (Target regions defined by approximate synthesis problems). The target re-
gions defined by the approximation problems are not necessarily of the form in Problem 7.1.
For instance, the target region defined by Proposition 4.9, illustrated in Figure 8, is not
convex. In these cases, we can take the convex hull of R and apply Lenstra’s algorithm,
discarding any solutions not in R.

For the remainder of this section, we assume that R is of the form required by Prob-
lem 7.1. In theory, we could find maximum and minimum bounds for R in each dimension,
thus defining a d-dimensional box (hyperrectangle) CR such that R ⊂ CR. A solution to
Problem 7.1 is then found by enumerating all integer points in the box and checking each
point to see if it lies in R. In practice, this strategy is less than optimal, as there may be
numerous points in the box, but the set R might contain no integer points. For an exam-
ple, see Figure 17a. Lenstra’s algorithm circumvents this problem by using a constructive
version of Khinchin’s Flatness Theorem described below.

To state the Khinchin’s Flatness Theorem we define the width of a convex body. For
a non-empty convex body R, the width of R along a vector r is defined as wr(R) =
max
x∈R
{rTx} −min

x∈R
{rTx}. The width of R is w(R) := min

r∈Zd,r ̸=0
{wr(R)}, the vector rmin(R)

where the minimum is achieved is the flat direction of R. The Flatness Theorem (Theo-
rem 7.3) guarantees that the solution to Problem 7.1 is non-empty if w(R) is above some
constant ω(d). Banaszczyk proved that ω(d) = O(d) [Ban95].

Theorem 7.3 (Khinchin’s Flatness Theorem, attributed to [Khi48]). Let R ∈ Rd be a full-
dimensional non-empty convex body. Either R contains an integer point, or w(R) ≤ ω(d),
where ω(d) is a constant depending on the dimension only.

Above theorem shows that in the case of no integer points in R, convex body R must
have small width. Suppose now that the flat direction is known rmin(R) and we width is
small. Next we show how rmin(R) is used to find an integer in R.

Integer point enumeration in a d-dimensional convex body R to several instances of
the integer point enumeration in a (d− 1)-dimensional convex bodies. It is convenient to
represent Zd as disjoint union of d− 1 dimensional lattices in Rd

Zd =
⋃
k∈Z
{z : zT rmin(R′) = k, z ∈ Zd}

with each lattice Lk = {z : zT rmin(R′) = k, z ∈ Zd} contained in the hyperplane Hk =
{x ∈ Rd : rmin(R′)Tx = k}. The proposition below bounds the number of such hyperplanes
intersecting R.
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Proposition 7.4. Let R ∈ Rd be a full-dimensional non-empty convex body. The number
of hyperplanes of the form Hk = {x ∈ Rd : rTx = k}, k ∈ Z intersecting R is bounded by
wr(R) + 1.

Using the flat direction of R, we have reduced finding an integer point in d-dimensional
convex body R to finding an integer point in at most w(R) + 1 (d−1)-dimensional convex
bodies R ∩Hk. Using this approach the algorithm for finding an integer point in convex
body R (or determining that R has no integer points) terminates in polynomial time when
d is fixed. It remains to discuss an algorithm for finding the flat direction of R.

We discuss an efficient approach finding an approximation to the flat direction of R
instead of the flat direction of R. More precisely, we will compute r from Zd such that ratio
wr(R)/w(R) is not too big. Such r can be used instead of rmin(R) for the reduction to
(d−1)-dimensional integer point enumeration problems discussed above. Let us transform
R so that it is roughly spherical in shape, via an invertible d× d matrix τ . Each point y
in τR ∩ τZd corresponds to a point x ∈ R ∩Z by x = τ−1y. More precisely, we can find τ
such that τR satisfies

B(p, δ) ⊂ τR ⊂ B(p,∆) (60)

for balls with center point p and radii δ and ∆, such that the ratio ∆
δ is bounded by a

constant dependent only on d, c1(d); Lenstra takes c1(d) = 2d3/2. See Figure 18 for an
illustration. For the regions considered in this work it is easy to find τ with a better ratio
∆/δ. Using above we see that R contains an ellipsoid R′ = τ−1B(p, δ), for which width
can be calculated more efficiently:

w(R′) = w(τ−1B(0, δ)) = min
r∈Zd,r ̸=0

2δ · max
∥x∥≤1

rT τ−1x = 2δ · min
r∈Zd,r ̸=0

∥∥∥(τ−1)T r
∥∥∥

In other words, finding the flat direction r′
min of τ−1B(p, δ) is equivalent to finding the

shortest vector of lattice (τ−1)TZd which is the dual lattice of τZd. Then applying Theo-
rem 7.3 to R′ determines whether an integer point in R, if it exists, lies in R′ or the width
of R′ is bounded by ω(d). In the latter case, using Equation (60), we see that w(R) is
bounded by ∆/δ ·w(R′) ≤ c1(d)ω(d), that is a constant dependent on the dimension only.
Lenstra’s algorithm (Algorithm 1) uses approximation to the shortest vector of (τ−1)TZd.
More precisely, let b1, . . . , bd being an LLL-reduced basis of lattice τZd, and let b∗

1, . . . , b
∗
d

be Gram-Schmidt orthogonalization of b1, . . . , bd, then vector b∗
d/∥b∗

d∥2 belongs to the dual
lattice (τ−1)TZd and is an approximation to the shortest vector of the dual lattice.

For fixed dimension d, Lenstra’s algorithm (Algorithm 1) runs in polynomial time in
the length of the input [Len83]. This algorithm can be modified to enumerate integer
points in R and require polynomial time per point. In practice, we use quadratic con-
straints (x − p)TQ(x − p) ≤ 1 for point p and symmetric matrix Q in Problem 7.1 in
addition to the linear constraints. The approach in this section can be modified to han-
dle quadratic constraints. In this case, in Algorithm 1, kmin, kmax are found by solving
quadratic optimization problems as opposed to using linear programming.

7.2 Point enumeration in a parallelotope
In this section, we will show how to exploit the number-theoretic structure present in
the integer ring OK for the instances of point enumeration relating to the magnitude
approximation problems. These have a special shape: as described in Section 5, point
enumeration occurs in a d-dimensional box I × [0, 1]d−1 where d = [K : Q]. Specifically,
we are interested in the following problem.

54



(a) Parallelogram R with no integer points and bound-
ing box CR with many integer points. Vector rmin(R)
is the flat direction of the parallelogram.

(b) The hyperplanes {x ∈ R : rT x = k} for k ∈ Z
intersecting R.

Figure 17: Integer point enumeration in convex bodies and the flat direction.

Input : A n× d real-valued matrix A and a d-dimensional column vector b
defining the convex body R := {x ∈ Rd : Ax ≤ b}.

Output: A subset X ⊂ {x : x ∈ R ∩ Zd}
1 X ← ∅;
2 Compute τ such that τR is “roughly spherical” with center p as in Equation (60);
3 L ← τZd, with LLL reduced basis b1, . . . , bd such that |b1| ≤ · · · ≤ |bd|;
4 b∗

1, . . . , b
∗
d is a Gram Schmidt Orthogonalised basis b1, . . . , bd ;

5 rmin ← coordinates of b∗
d/|b∗

d|2 in basis (τ−1)T , an approximation to rmin(R) ;

6 kmin ←
⌈
min
y∈R
{(rmin)T y}

⌉
, using linear programming;

7 kmax ←
⌊
max
y∈R
{(rmin)T y}

⌋
, using linear programming;

8 Let T be invertible integer matrix such that τT is matrix with columns b1, . . . , bd,
let Ã = AT ;

9 for kmin ≤ k ≤ kmax do
10 x̃d ← k;
11 A′ ← Ã[1:d−1], the n× (d− 1) matrix consisting of the first d− 1 columns of Ã;
12 b′ ← b− Ã[d]k, where Ã[d] denotes the dth column of Ã;
13 Run Algorithm 1 on inputs A′ and b′ to obtain

X ′ ⊂ {x̃ := (x̃1, . . . , x̃d−1) ∈ Zd−1 : A′x′ ≤ b′};
14 X ← X ∪ T{(x̃1, . . . , x̃d) : (x̃0, . . . , x̃d−1) ∈ X ′};
15 end
16 Output X;

Algorithm 1: Integer point enumeration in a bounded, positive-volume convex body
satisfying R = {x ∈ Rd : Ax ≤ b}.

Problem 7.5 (Box Enumeration Problem). Let K be a totally real number field of degree
d and let OK be its ring of integers. Given real numbers {gj , hj | gj < hj , j = 1, . . . , d},
find n in OK contained in the box, that is n such that σj (n) ∈ [gj , hj ] or determine that
no such n exists.

We rely on the same point enumeration approach as in the previous section, however
in this special case it is easier to predict the number of integer points in the box. In-
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Figure 18: The concentric balls B(p,∆) and B(p, δ), centered at p with radii ∆ and δ, respectively,
such that B(p, δ) ⊂ τR ⊂ B(p,∆) and ∆/δ ≤ c1(d).

terestingly the number of elements n from OK in the box is proportional to the volume
of the box ∏j(hj − gj). This observation was first made in [Sel15] and later generalized
in [Kli+15b]. The lower-bound on the number of integer points is summarized by the
following proposition.

Proposition 7.6. Let K be a totally real number field, there exists a constant V0 dependent
only on K such that every box enumeration problem (Problem 7.5) with box volume at
least V0 has at least one solution.

A corollary of the above proposition, is that any box contains at least ⌊∏(hj − gj)/V0⌋
elements of OK . In the rest of this section we sketch the proof of the proposition. The proof
proceeds in two steps. First we observe that if the box contains a certain parallelotope P
centered at zero shifted by any vector t, then it must contain an element of OK . Second we
show that when the volume of the box is at least V0, then the point enumeration problem
is equivalent to point enumeration in another box [g′

1, h
′
1]× . . .× [g′

d, h
′
d] such that this box

contains the parallelotope P translated by the center of the box.
Recall that the ring of integers OK corresponds a d-dimensional lattice L in Rd. Let

ki be an integral basis for OK and σi be embedding of K into R, the lattice basis is given
by

bj = (σ1(kj), . . . , σd(kj))T , for j = 1, . . . , d

and the corresponding basis matrix B has columns bj . Recall that the parallelotope

C(B) = {Bx : xk ∈ [−1/2, 1/2)}

translated by lattice points from L defines partition of Rd, that is for any point x in Rd,
there is a unique lattice point n, such that x ∈ n+ C(B). Equivalently, there is always a
lattice point in x− C(B). For this reason, if a box contains P = −C(B), it must contain
at least one lattice point. It is easy to find such a point by computing B−1x and rounding
all the coordinates to the nearest integer. For the box to contain the shifted parallelotope
P = −C(B) the following constraints should hold:

hj − gj ≥ max
x∈C(B)

xj − min
x∈C(B)

xj for all j = 1, . . . , d

This completes the first step of the proof.
For the second step of the proof we use units and the unit group of OK . Let u be a

unit of OK , that is u−1 is also in OK . First note that z from OK is contained in the box
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[g1, h1]× . . .× [gd, hd], if and only if uz is contained in the transformed box (σ1(u)[g1, h1])×
. . .× (σd(u)[gd, hd]). Integers uz belong to the box with dimensions |σj(u)|(hj − gj). Note
that the overall volume of the box is the same because ∏j |σj(u)| = 1.

The next step is to show that if the box has sufficiently big volume, we can always find
a unit u, such that the transformed box contains shifted copy of C(B), that is:

|σj(u)|(hj − gj) ≥ max
x∈C(B)

xj − min
x∈C(B)

xj for all j = 1, . . . , d (61)

For this we use the unit group of OK . Recall that according to Dirichlet’s Unit Group
theorem, any unit of OK can be written as:

u = ±um1
1 . . . u

md−1
m1 , for mj ∈ Z

Substituting this expression for u in terms of uk above into Equation (61) and taking log
of both sides of the inequality gives us:

d−1∑
i=1

mi log |σj(ui)|+ log(hj − gj) ≥ log( max
x∈C(B)

xj − min
x∈C(B)

xj) for all j = 1, . . . , d (62)

Let us discuss the geometric interpretation of the above inequality. Vectors

b′
i = (log |σ1(ui)|, . . . , log |σd(ui)|)T , for i = 1, . . . , d− 1

define a d− 1-dimensional lattice L′ in Rd with basis matrix B′ (known a the unit lattice
of OK), contained in sub-space x1 + . . . + xd = 0. For the inequality to be true, the
intersection between the shifted lattice

(log(h1 − g1), . . . , log(h1 − g1))T + L′

and the direct product of half-open intervals

R = [log( max
x∈C(B)

x1 − min
x∈C(B)

x1),+∞)× . . .× [log( max
x∈C(B)

xd − min
x∈C(B)

xd),+∞)

must be non-empty. Note that the shifted lattice is contained in the subspace x1+. . .+xd =
log∏j(hj−gj) which is determined by the box volume V = ∏

j(hj−gj). To ensure that the
inequalities in Equation (62) have a solution, it is sufficient to ensure that the intersection
of R and the subspace x1 + . . . + xd = log V contains a shifted parallelotope t + C(B′)
for some shift vector t. The bigger the volume V = ∏

j(hj − gj), the bigger intersection
between R and subspace x1 + . . . + xd = log V . In other words, there exists V0, such for
all V ≥ V0 intersection between R and subspace x1 + . . .+ xd = log V contains t+ C(B′)
for some shift vector t. This completes the proof.

In the above proof, the value V0 depends on the choice of integral basis of OK and
fundamental units u1, . . . , ud−1. Using reduced bases for OK and the unit lattice can
improve V0. Further improvements can be achieve by using different fundamental domains
for the lattices. One can replace C(B) with C(B∗), where B∗ is the matrix corresponding
to Gram-Schmidt orthogonalisation of basis b1, . . . , bd. In this case rounding coordinates
of B−1x is replaced by the Nearest-Plane algorithm. For further improvement, one can
replace C(B) with lattice’s Voronoi cell and rounding with solving the Closest Vector
Problem. Using an approach similar to the one described above one can also show the
following:

Proposition 7.7. Let K be a totally real number field, there exists a constant V ′
0 dependent

only on K such that every box enumeration problem (Problem 7.5) with box volume at
most V ′

0 has at most one solution.
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8 Relative norm equations
As explained in Section 5, each solution to point enumeration gives rise to a relative
norm equation, which is solved to complete a solution to some approximation problem.
In this section, we provide a general approach for solving such relative norm equations.
Specifically, we are interested in solving the following problem.

Problem 8.1. Let K be a totally real number field with extension L = K(i), such that
i2 = −1. Let OK and OL be the respective integer rings. Given r from OK , compute m
from OL such that mm∗ = r, or determine that no such m exists.

Note that for this problem to have a solution, it is necessary (but not sufficient) that
r is totally positive in OK i.e. σk(r) > 0 for all homomorphisms from K into R [Coh93].
From now on we assume this is the case.

The algorithm for solving norm equations given here (Algorithm 2) takes advantage
of a number of properties specific to the examples of L and K that we consider. In
particular, we look at fields L and K which are Galois fields, and whose rings of integers
are principle ideal domains. For more general gate sets, Algorithm 7.5.15 of Cohen [Coh12]
gives a method for solving relative norm equations, covering both Galois and non-Galois
extensions. We use the method from [KY15] and justify that for the fields we consider
a solution to a relative norm equation can be found in polynomial time given factoring
oracle. Examples of fields K and L of interest to us are provided in Table 6 (Section 5).
Our approach to solve Problem 8.1 uses common properties of these fields, which are
captured in the following definition.

Definition 8.2 (Common properties of relevant fields). Let i be such that i2 = −1. We
define K and L = K(i) as fields having the following properties:

1. L/K is a cyclic Galois extension,
2. OK and OL are principal ideal domains,
3. [O×

L : WO×
K ] = 1 or 2, where W is the group of roots of unity in L,

4. OL is Euclidean with respect to the field norm of L (OL is norm-Euclidean),
5. The generators of the unit group of OL are known,
6. Given u a totally positive unit in OK , there exists a unit w ∈ OL such that ww∗ = u.

The fields which we consider in Section 5, (see Table 6), are cyclotomic fields, and
satisfy Definition 8.2 [Was97]. For the interested reader, Lemmermeyer provides a survey
of cyclotomic fields known to be norm-Euclidean in [Lem95].

8.1 Solution overview
The correctness of Algorithm 2 is proved in Proposition 8.3. Moreover, Proposition 8.3
shows that when a solution to the relative norm equation problem (Problem 8.1) exists,
we can write it as

m = w
∏
j: ηj

inert

η
ej/2
j

∏
j: ηj split/
ramified

ξ
ej

j , where r =
∏

uη
ej

j

where w is a unit of OL, ξj are generators of prime ideals in OL and ηj are primes in OK
and u is a unit in OK . We will describe how to determine the existence of a solution and
how to compute one when it exists.

Algorithm 2 summarizes the method for solving relative norm equations in OK . First,
we compute the prime factorization of the absolute norm R = N(r) ∈ Z. Suppose R =
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∏
k p

vk
k . Each prime pk is factored into prime OL ideals p

(k)
i , for which we compute the

ideal generators ξ(k)
i such that ξ(k)

i OL = p
(k)
i . The ξ(k)

i have corresponding primes η(k)
i in

OK . Through trial division of r by each prime η(k)
i ∈ OK , we compute a representation

of r as a product of primes in OK , r = u
∏

jη
ej

j (up to multiplication by a unit u). If
ej is even for all relatively inert ηj , the relative norm equation is solvable (Lemma 8.5).
Supposing a solution m exists, we compute w, a unit of OL, such that ww∗ = u then write
m in the form above.

Input : r in OK
Output: m in OL such that mm∗ = r, or No solutions.

1 Compute R← N(r) ∈ Z;
2 Compute prime factorization R = ∏

k p
vk
k ;

3 For each pk, apply Algorithm 3 to find all prime OL ideals pi such that
pkOL ⊂ pi, corresponding ideal generators ξi and primes in OK , ηi.;

4 Find integers {ei} and u, a unit of OK , such that r = u
∏
j η

ei
i ;

5 if all ei even for all relatively inert ηi then
6 Compute w ∈ OL such that ww∗ = u;
7 Output solution m = w

∏
i: ηi
inert

η
ei/2
i

∏
i: ηi split/
ramified

ξei
i ;

8 else
9 Output No solution.

10 end
Algorithm 2: Algorithm for solving relative norm equations.

Input : p, prime
Output: The set {(ηi, ξi, pi)}, where p = ∏

pi, ξiOL = pi and ηi ∈ OK prime above
p.

1 Factor p into prime OL ideals pi;
2 Compute ideal generators ξi such that ξiOL = pi;
3 if there exists v, a unit in O×

L/O
×
K , such that vξi prime in OK then

4 Set ηi := vξi;
5 else
6 Set ηi := ξiξ

∗
i ;

7 end
8 Output (ηi, ξi, pi) for each i.

Algorithm 3: Subroutine of Algorithm 2 for computing primes above p in OK .

Proposition 8.3. Algorithm 2 returns, in polynomial time, a solution to Problem 8.1, if
one exists, and returns No solution otherwise.

Remark 8.4. Algorithm 2 implicitly gives a description of all solutions, if more than one
is needed. If m2 = w

∏
i: ηi
inert

η
ri/2
i

∏
i: ηi split/
ramified

ξei
i is a solution, then so is

w
∏
i: ηi
inert

η
ri/2
i

∏
i: ηi split/
ramified

(ξei−e
i (ξ∗

i )e)

for each e between 0 and ei.
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8.2 Subroutines of Algorithm 2
We now look at the subroutines of Algorithm 2 in more detail and prove Proposition 8.3.

Step 1: Computing R = N(r) Representing r in integer coordinates with respect to
an integral basis of OK gives a closed form multivariate polynomial expression for the
absolute norm function.

Step 2: Computing the prime factorization of R = N(r) Recall that in the ap-
plication to approximate synthesis, the possible values for R = N(r) are bounded above
by ℓN . Using the Prime Number Theorem, we heuristically expect R to be prime with
probability approximately 1/ log(ℓN ). Primality testing can be done with any polynomial
time algorithm, such as Miller-Rabin or AKS. For composite R, variants of Miller-Rabin
can be used to return factors under some conditions, for example when R is coprime to a
Miller-Rabin witness.

If a candidate value for m1 results in an R that is inefficient to factorize, it can
be discarded, although one should note that this may result in a non-optimal unitary
approximation. We certainly expect R to be easier to factorize than RSA integers, in
general, recalling the relation between N and area given in Section 5.5.

Step 3: Computing a set of primes in OK dividing r For each prime factor pk of R,
Algorithm 3 is used to factorise pk into a product of prime ideals pi, compute corresponding
ideal generators ξi, and, ultimately, find primes in OK , ηi, which divide r.

A detailed description of Algorithm 3 is given in Section 8.3.

Step 4: Representing r as a product of primes in OK Algorithm 3 produces the set
{ηi, ξi, pi} for each prime factor pk of R. We have N(pi) = pfi

k , where fi = [OL/pi : Z/pk]
(Thm. 4.8.5, [Coh93]). Trial division of r by each ηi will determine the ei’s, using the
exponents vk in the prime factorization of R to determine when all prime ideals above
each pk are covered. The representation of r as a product of primes in OK is then u∏i η

ei
i ,

where u is a unit in OK .

Step 5: Determining the existence of a solution Step 5 in the algorithm determines
whether a solution to the relative norm equation exists. The existence criterion is captured
in the following Lemma.

Lemma 8.5. Given r ∈ OK , where r = u
∏
ηei
i with ηi prime in OK and u a unit in OK ,

the relative norm equation m2m∗
2 = r,m2 ∈ OL is solvable if and only if ei is even, for all

relatively inert ηi [Kli+15b].

Clearly, Step 5 ensures that Algorithm 2 correctly returns No solution if no solution
exists for input r.

Step 6: Finding a unit w The existence of w, a unit in OL, such that ww∗ = u is
guaranteed by Definition 8.2. Let us describe how to compute w in Step 6. We can take
advantage of the fact that we are in the unit group of OL with the theorem below.

Theorem 8.6 (Dirichlet’s Unit Theorem, 1846). Let K be a number field with r1 real ho-
momorphisms and 2r2 pairs of conjugate homomorphisms. Let r = r1 + r2−1. Each order
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O of K contains multiplicatively independent units u1, . . . , ur of infinite order such that
every unit in O can be written explicitly in the form

ωkuk1
1 · · ·u

kr
r ,

where ω is a root of unity in O.

By Theorem 8.6, w can be written as ωkuk1
1 . . . u

kd−1
d−1 for some k, k1, . . . , kd−1 ∈ Z. It

follows that u = ww∗ = (ωω∗)k(u1u∗
1)k1 . . . (ud−1u

∗
d−1)kd−1 . Since the unit group genera-

tors are known, by Definition 8.2, the following lemma asserts that we can generate the
entire group of totally positive units of OK .

Lemma 8.7. Let d be the degree of K. Let u1, . . . , ud−1 be infinite order units of OL, the
ring of integers of L. Then the multiplicative group generated by u1u∗

1, . . . , ud−1u
∗
d−1 is

equal to the group of totally positive units of OK .

Proof. Clearly, uiu∗
i are totally positive units of OK .

Let u be some totally positive unit of OK not equal to uiu
∗
i for all i. By Defini-

tion 8.2, there exists a unit w ∈ OL such that u = ww∗. Then, by Dirichlet we have
w = ωkuk1

1 . . . u
kd−1
d , with ki ∈ Z and ω a root of unity. Clearly, u is a product of integer

powers of u1u∗
1, . . . , ud−1u

∗
d−1.

This representation of u as a product of unit group generators motivates the reduction
of finding w to an instance of finding an integer vector in the lattice induced by the unit
group O×

L . Let the lattice be denoted LS , generated by basis vectors

(log σ1(uju∗
j ), . . . , log σd(uju∗

j )), j = 1, . . . , d− 1.

Let v be the vector (log σ1(u), . . . , log σd(u))T .
We can find an integer vector (x1, . . . xd−1) such that

u = (u1u
∗
1)x1 · · · (ud−1u

∗
d−1)xd−1

by solving

A(x1, . . . , xd−1)T = v,

where A is the d×(d−1) matrix whose rows correspond to the basis vectors of LS . Setting
w = ux1

1 · · ·u
xd−1
d−1 completes Step 6.

Step 7: Computing a solution m to the relative norm equation problem Setting

m = w
∏
j: ηi
inert

η
ei/2
i

∏
i: ηi split/
ramified

(ξi)ei

yields
mm∗ = ww∗ ∏

i: ηi
inert

ηei
i

∏
i: ηi split/
ramified

(ξiξ∗
i )ei = u

∏
ηei
i = r, (63)

as required.
Equation (63) shows that the output of Algorithm 2 is a solution to Problem 8.1. Since

each subroutine of the algorithm runs in polynomial time, Algorithm 2 runs in polynomial
time. This proves Proposition 8.3.
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8.3 Subroutines of Algorithm 3
The subroutine, Algorithm 3, called at Step 3 of Algorithm 2 describes a process for lifting
primes pk to prime ideals in OL and finding corresponding primes in OK .

Step 1: Factorizing primes into prime ideals By Theorem 8.8 and Theorem 14.14
of [VG13] there exists a polynomial time algorithm to factor each pk into ideals pi. The
following theorem provides a reduction of factoring rational primes p into prime ideals to
factoring a polynomial mod p.

Theorem 8.8 (Cohen, Thm.4.8.13 [Coh93]). Let L = Q(θ), where θ is an algebraic integer
with minimal polynomial T (X). Let f = [OL : Z[θ]] and let p be a prime not dividing f .
Suppose

T (X) =
∑

Ti(X)ei mod p.

Then, the prime decomposition of pOL is given by

pOL =
∏

pei
i ,

where pi = pOL + Ti(θ)OL.

When L is a cyclotomic field, L = Q(ζn) for some n where ζn is a primitive nth root
of unity and OL = Z[ζn] [IR90]. Hence, f = [OL : Z[ζn]] = 1 and there is no prime p such
that p | f . So pi = pkOL + αiOL, for each prime in the prime factorization of R, where
αi ∈ OL. Factoring T (X), the minimal polynomial of ζn, over the finite field Fp can be
done in polynomial time in the degree of T (X) and log(p) (Thm. 14.14, [VG13]). This
completes Step 1 of the algorithm.

Step 2: Computing ideal generators SinceOL is a principal ideal domain, computing
the generator ξi of a prime ideal, as in Step 2, is an instance of the Principal Ideal Problem.
Recall that OL is norm-Euclidean, so the generator of pkOL + αiOL is computed using
the Euclidean algorithm. Set ξi = GCD(pk, αi) where GCD(a, b) ∈ OL is the greatest
common divisor computed by the Euclidean algorithm, using the absolute norm. Then,
since L is Galois, the generators of all prime ideals above pk can be recovered using Galois
automorphisms of L, as the Galois group acts transitively on prime ideals pi.

Step 3: Finding η, prime in OK For the computation at Step 3, recall that the unit
group O×

K of OK is a finite index subgroup of the unit group of O×
L . Our aim is to find a

prime factorization of p ∈ OK , up to multiplication by a unit. To that end, the following
lemma is used to find primes ηi in OK corresponding to certain prime ideal generators ξi.

Lemma 8.9. Let ξ ∈ OL be the generator of a prime ideal. If there exists v a unit from the
finite quotient O×

L/O
×
K such that vξ ∈ OK then vξ is relatively inert in OL.

Proof. Let v be such a unit from the finite quotient O×
L/O

×
K and suppose vξ not relatively

inert in OL. Then there exist a, b ∈ OL such that vξ = ab. Then ξ = v−1(vξ) = v−1ab, a
contradiction.

Each generator ξi is multiplied by a representative v of each element in the quotient
O×
L/O

×
K . If vξi ∈ OK , Lemma 8.9 asserts that ηi := vξi is prime in OK . By Property

(3) of Definition 8.2, iterating through each element in the quotient to find a valid v is
efficient. If this process fails, ηi is set to ξiξ∗

i . Then ηi is prime in OK and relatively split
or ramified in OL.
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8.4 A shortcut property for solving the norm equation
Recall that in the general solution outline of Section 5.4, the norm equation problem was
simplified to the following problem.
Problem 8.10. Given, ẑ in MO, find z′ ∈ ẑ + ξMO such that∣∣z′∣∣2 = r ∈ OK ,

where r = ξξ∗ℓN − m̂1m̂1
∗.

We consider fields with class number equal to 1, and demonstrate a ‘shortcut’ for
solving this problem. The following lemma identifies a property of fields K,L and ideals
I sufficient to guarantee this simplification.
Lemma 8.11. Let I be an integral ideal of OL fixed by conjugation, so x ∈ I =⇒ x∗ ∈ I.
Let U be the group of torsion units of OL modulo I. If

∀q ∈ OL/I, ∃u ∈ U such that q∗ = uq

then

∀z ∈ OL such that |z|2 = r ∈ OK , ∃u′ such that
∣∣u′z

∣∣2 = r and u′z − ẑ ∈ I.

Proof. Suppose z′ is a solution to the norm equation with quotient constraint,∣∣z′∣∣2 = r, z′ ∈ ẑ + I, ẑ ∈ OL. (64)

Then z′ is also a solution to the general norm equation∣∣z′∣∣2 = r, z′ ∈ OL (65)

and hence can be written as z′ = uz2
0z
e1
1 (z∗

1)n1−e1 · · · zem
m (z∗

m)nm−em for integers ei, ni,
where u is a torsion unit of OL, z0OL is a product of relatively inert prime ideals, and the
zi are such that ziOL is a prime OL ideal and ziz∗

iOK is a prime OK ideal. We can similarly
write z as wz2

0z
c1
1 (z∗

1)n1−c1 · · · zcm
m (z∗

m)nm−cm , for integers ni, ci, where w is a torsion unit
of OL.

Now consider a ring homomorphism γ defined by γ(z) = z + I. By assumption on
OL/I, there exist xi ∈ U such that xiγ(zi)∗ = γ(zi). In other words, there exists a torsion
unit x′

i such that z∗
i + I = x′

izi + I, using that I is fixed by conjugation. Observe that
γ(z′) = γ(ẑ) since z′ is a solution to Equation (64). However, we also have

γ(z′) = γ(u) · γ(z0)γ(z1)n1γ((x′
1)n1−e1) . . . γ(zm)nmγ((x′

m)nm−em)
γ(z) = γ(w) · γ(z0)γ(z1)n1γ((x′

1)n1−c1) . . . γ(z1)nmγ((x′
m)nm−cm)

(66)

Based on the above we set u′ = uw−1(x′
1)c1−e1 . . . (x′

m)cm−em and see that u′z is such that
|u′z|2 = r and γ(u′z) = γ(z′) = γ(ẑ), as required.

In essence, for any solution z to Equation (65), there exists a torsion unit such that
u′z is a solution to Equation (64). We call this property the ‘Shortcut Property’. There
exist ideals in which the shortcut property holds for K,L corresponding to the Clifford+T
and Clifford+

√
T bases.

Let I be an integral ideal of OL fixed by conjugation such that I ⊆ ξMO ⊆ OL. Then,
ξMO is equal to the finite disjoint union ξMO = ⊔

k(zk+I). Then, Lemma 8.11 shows that
a solution to Problem 8.10 can be found by solving the general norm equation |z|2 = r,
z ∈ OL, then checking whether u′z − (ẑ + zk) ∈ I for some zk and unit u. This requires
only finitely many checks. Finally, a solution u′z yields a candidate for m2 by setting
m2 = u′z/ξ.
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that idea of approximating X rotations up to Z rotations will be fruitful beyond provided
examples.

g₁ g₂ gₙexp(iθX) exp(iθ'X)exp(iφ₁Z) exp(iφ₂Z)→ =

Magnitude
approximation

|θ-θ'| ≤ ε
under-rotation: 0<θ-θ' ≤ ε
over-rotation: -ε < θ-θ' ≤ 0

accuracy ε

The main idea is that when approximating X rotation within a quantum circuit, extra
Z exponents can be absorbed into surrounding gates. Similarly, if we are approximating
Z rotations, extra X exponents can be absorbed into surrounding gates.

g₁ g₂ gₙexp(iθZ) exp(iθ'Z)exp(iφ₁X) exp(iφ₂X)→ =

Magnitude
approximation

Conjugating by H exchanges X and Z, H⋅H=I

|θ-θ'| ≤ ε
under-rotation: 0<θ-θ' ≤ ε
over-rotation: -ε < θ-θ' ≤ 0

accuracy ε

It is easy to exchange X and Z in our circuits by using Hadamard gates and following
circuit identities:

H

H

H

H

exp(iθX)

exp(iθX)

exp(iθZ)

exp(iθZ)

=

=

For the above to hold we require that the gate set is fixed by Hadamard conjugation,
that is for any gate g from the gate set, HgH is also in the gate set. Luckily Clifford+T ,
Clifford+

√
T and V basis all have this property. The use of the magnitude approximation

for approximating SU(2) unitaries discussed in Section 4.1 is summarized using circuit
diagrams as follows:

U exp(iθX)exp(iφZ) exp(iωZ) →=

Magnitude
approximation
accuracy ε

exp(iθ'X)exp(iφ₁Z)exp(-iφ₁Z)exp(iφZ) exp(iφ₂Z) exp(-iφ₂Z) exp(iωZ) =

|θ-θ'| ≤ ε

exp(iθ'X)exp(iφ₁Z) exp(i(ω-φ₂)Z)exp(i(φ-φ₁)Z) exp(iφ₂Z) =

|θ-θ'| ≤ ε

g₁ g₂ gₙ exp(i(ω-φ₂)Z)exp(i(φ-φ₁)Z)=

Approximating SU(2) requires solving one magnitude approximation and two diagonal
approximation problems. Similarly we improve the preparation of an arbitrary one qubit
state.

exp(iθX) exp(iωZ) →=
Magnitude

approximation
accuracy ε

|ψ⟩ |0⟩

exp(iθ'X)exp(iφ₁Z) exp(iφ₂Z) exp(-iφ₂Z) exp(iωZ) =

|θ-θ'| ≤ ε

|0⟩

exp(iθ'X) exp(i(ω-φ₂)Z)

|θ-θ'| ≤ ε

|0⟩

Above we use the fact that |0⟩ is an eigenstate of any Z rotation. Approximating
qubit state requires solving one magnitude approximation and one diagonal approximation
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problem.
Finally, we show that magnitude approximation can be used to find shorter approx-

imations of two qubit unitaries. We use a rotation and CNOT optimal circuit from
arxiv:quant-ph/0308033.

→=
Magnitude

approximation
accuracy εexp(iω₁Z) exp(iω₃Z)

U₁
U₁

U₂

U₃

U₄

exp(iω₂X)

=
exp(iω₁Z) exp(iω'₃Z)

U₁

U₂

U₃

U₄

exp(iω'₂X)

|ω₂-ω'₂| ≤ ε

|ω'₃-ω₃| ≤ ε

exp(iφ₁Z) exp(-iφ₂Z)exp(-iφ₁Z) exp(iφ₂Z)

exp(iθ₁X) exp(iθ₂X)exp(-iθ₁X) exp(-iθ₂X)

==
exp(iω₁Z) exp(iω'₃Z)

U₁

U₂

U₃

U₄

exp(iω'₂X)exp(iφ₁Z) exp(-iφ₂Z)exp(-iφ₁Z) exp(iφ₂Z)

exp(iθ₁X) exp(iθ₂X)exp(-iθ₁X) exp(-iθ₂X)

==
exp(iω₁Z) exp(iω'₃Z)

V₁

V₂

V₃

V₄

exp(iω'₂X)exp(iφ₁Z) exp(iφ₂Z)

exp(iθ₁X) exp(iθ₂X)

==
exp(iω₁Z)

V₁

V₂

V₃

V₄

g₁ g₂ gₙ

h₁ h₂ hₘ

Above we used the following circuit identities:

exp(iθX) exp(iθX)
=

exp(iθZ) exp(iθZ)
=

and targets

which follow from representing CNOT matrix as:

CNOT = |0⟩⟨0| ⊗ I + |1⟩⟨1| ⊗X = ((I + Z)⊗ I + (I − Z)⊗X)/2

We then apply the result for approximating arbitrary qubit unitaries to V1, V2, V3, V4.
Approximating SU(4) requires solving six magnitude approximation and nine diagonal
approximation problems.

Mixing of under-rotated and over-rotated magnitude approximations applies in all of
the above cases similarly to the general SU(2) case considered in Section 4.6. Our improve-
ments to approximating general SU(2), SU(4) unitaries and to qubit state preparation are
summarized in Table 2, along with comparison to the previous state of the art.

B Properties of the diamond norm
We use the diamond norm as the accuracy metric for all approximation problem defini-
tions. Let us recall why we can replace various parts of a quantum algorithm with their
approximations and still get useful results. The diamond norm is the key mathematical
tool for understanding this. The result of running any quantum algorithm is a sample
from a probability distribution. Let us call this distribution the answer distribution. We
then process the answer distribution to get the final answer. This processing of the answer
distribution is robust, that is if we are given a sample from a distribution that is within
total variational distance ε from the answer distribution we can still recover the final an-
swer. The value ε is different for different quantum algorithms. Every quantum algorithm
corresponds to a quantum channel. Suppose that the diamond norm distance between the
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channels corresponding to the ideal quantum algorithm and its approximation is ε. Then,
the total variational distance between the ideal algorithm’s answer distribution and the
answer distribution produced by the approximation is also ε. The proof of this fact follows
from the definition of the diamond norm that is discussed below.

The diamond norm also has two key properties that let us estimate the distance be-
tween two algorithms, given the diamond norm distances between their parts. The first
property is the chain rule for the composition of channels, that is for channels Φ1, Φ2, Ψ1,
Ψ2 we have

∥Φ1Ψ1 − Φ2Φ2∥⋄ ≤ ∥Φ1 − Φ2∥⋄ + ∥Ψ1 −Ψ2∥⋄
That is if we replaced N parts of a quantum algorithm with their ε approximations, the
distance between the quantum algorithm and its approximation is at most N · ε. The
second property is stability with respect to the tensor product. When we write a quantum
algorithm as a composition of channels Φ1 . . .ΦN each acting on n-qubits, it is frequently
the case that each Φk acts non-trivially on one qubit, that is

Φk = Φ′
k ⊗ I where I is the identity channel on n− 1 qubits.

When we replace Φ′
k with its approximation Ψ′

k we can argue that Ψ′
k ⊗ I is close to Φk

by using the stability with respect to the tensor product:∥∥Φ′
k ⊗ I −Ψ′

k ⊗ I
∥∥⋄ =

∥∥(Φ′
k −Ψ′

k)⊗ I
∥∥⋄ =

∥∥Φ′
k −Ψ′

k

∥∥⋄

For an explanation of this and many other useful properties of the diamond norm we refer
the reader to Chapter 3.3.2 of [Wat18]. For completeness we provide the basic definition
and other important properties of the diamond norm below.

Let Cd×d be the linear space over C of d by d matrices with entries in C. For an
arbitrary element of Cd×d the Schatten one norm (also known as trace norm) is defined
as ∥A∥1 = Tr

√
A†A. For an arbitrary linear transformation Φ from Cd×d into Cd×d, the

induced one norm is defined as

∥Φ∥1 = max
{
∥Φ(X)∥1 : X ∈ Cd×d, ∥X∥1 ≤ 1

}
. (67)

The diamond norm (also known as the completely-bounded trace norm) is a “stable”
version of the induced one norm

∥Φ∥⋄ = ∥Φ⊗ Id∥1, (68)

where Id is the identity map from Cd×d into Cd×d. We call diamond norm stable, because
in general ∥Φ∥1 ≤ ∥Φ⊗ Ik∥1. There are examples where the inequality is strict. However,
for any k ≥ d we have equality ∥Φ⊗ Ik∥1 = ∥Φ⊗ Id∥1.

Direct calculation of the diamond norm is tedious, in general. However, there are two
cases useful for this paper when there is a simple way to calculate the diamond distance.
The first case is the diamond distance between two channels U and V induced by unitaries
U and V . Below is a re-statement of Theorem 26 in [JKP09]:

Theorem B.1 (Diamond distance between unitary channels). For any two unitary operators
U, V , the diamond norm of the difference of the unitary channels U , V induced by U, V is
equal to the diameter of the smallest disc (not necessarily centered at the origin) containing
all the eigenvalues of U †V .

We use above result when approximating unitaries by unitaries. The second case is
the diamond distance between two Pauli channels. Below we restate the result Section
V.A in [MGE12] and definition of a Pauli channel:
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Theorem B.2 (Diamond norm distance between Pauli channels). Suppose E1, E2 are n-qubit
Pauli channels, that is

E1(ρ) =
∑

P∈{I,X,Y,Z}⊗n

qPPρP
†, E2(ρ) =

∑
P∈{I,X,Y,Z}⊗n

rPPρP
†,

then ∥E1 − E2∥⋄ = ∑
P∈{I,X,Y,Z}⊗n |qP − rP |.

We use above result when approximating unitaries by probabilistic mixtures of uni-
taries. To take advantage of the above property we frequently use the unitary invariance
of the diamond norm.

Proposition B.3 (Unitary invariance of the diamond norm). Let Φ be channel and U ,U†

be unitary channels induced by unitaries U ,U †, then the following holds:

∥Φ− U∥⋄ =
∥∥∥U†Φ− I

∥∥∥⋄ =
∥∥∥ΦU† − I

∥∥∥⋄

Proof. The first equality follows from the unitary left and right invariance of the Schatten
one norm ( also know as trace norm ). That is for any matrix A we have ∥AU∥1 =
∥UA∥1 = ∥A∥1. For any density matrix ρ we have∥∥∥(Φ⊗ I)(ρ)− (U ⊗ I)ρ(U † ⊗ I)

∥∥∥1 =
∥∥∥(U † ⊗ I)(Φ⊗ I)(ρ)(U ⊗ I)− ρ

∥∥∥1,

which show the first equality by the definition of the diamond norm. The second equality
follows from the fact that taking minimum over all matrices in Equation (67) with trace
norm at most one is the same as taking minimum over all matrices (U †⊗ I)X(U ⊗ I) with
trace norm at most one.

When approximating unitary U with probabilistic mixtures of unitaries described by a
channel Φ, we typically find that U†Φ is a Pauli channel. For qubit unitaries the following
corollaries of Theorem B.1 are useful:

Corollary B.4 (Diamond distance between qubit diagonal unitaries). For any real numbers
ϕ1, ϕ2, the diamond norm distance between channels Zϕ1, Zϕ2 induced by unitaries eiϕ1Z ,
eiϕ2Z is

∥Zϕ1 −Zϕ2∥⋄ = 2| sin(ϕ1 − ϕ2)| ≤ 2|ϕ1 − ϕ2|.

Proof. Use Theorem B.1 and note that eigenvalues of eiϕ1Ze−iϕ2Z are e±iδ where δ =
ϕ1 − ϕ2. The diameter of the disc enclosing both eigenvalues is |eiδ − e−iδ| = 2| sin(δ)|.
Finally we use inequality | sin(δ)| ≤ |δ|.

There is a closed form expression for diamond norm distance when approximating
diagonal qubit unitary by any qubit unitary:

Corollary B.5 (Diamond distance between qubit diagonal and general qubit unitaries). For
any real numbers ϕ and special qubit unitary U =

(
u −v∗

v u∗

)
, the diamond norm distance

between channels Zϕ, U induced by unitaries eiϕZ , U is

∥Zϕ − U∥⋄ = 2
√

1− (Re(ue−iϕ))2 ≤ 2
√

2− 2|Re(ue−iϕ)|
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Proof. Use Theorem B.1 and let e±iδ be eigenvalues of Ue−iϕZ . The diameter of the disc
enclosing both eigenvalues is |eiδ−e−iδ| = 2| sin(δ)|. Recall that eiδ+e−iδ = Tr(Ue−iϕZ) =
2Re(ue−iϕ). That is 2 cos(δ) = 2Re(ue−iϕ). Now we use

| sin(δ)| =
√

1− cos2(δ) =
√

1− (Re(ue−iϕ))2
.

To show the remaining inequality, write ε = 1−|Re(ue−iϕ)|. Note that ε is always positive
and: √

1− (Re(ue−iϕ))2 =
√

1− (1− ε)2 =
√

2ε− ε2 ≤
√

2ε

Note that the inequality is tight when ε goes to zero.

Finally we note that for qubit unitaries the spectral norm is related to the diamond
norm distance between the corresponding channels.

Corollary B.6 (Diamond distance between qubit unitaries). For an U, V from SU(2) the
diamond distance between the unitary channels U , V induced by U, V

∥U − V∥⋄ ≤ 2 min(∥U − V ∥, ∥U + V ∥)

Proof. There exist unitary V0 such that V = V0eiϕZV
†

0 . By using unitary invariance
of the diamond norm and spectral norm, it is sufficient to show inequality for U ′ =
V †

0 UV0 =
(
u −v∗

v u∗

)
and diagonal unitary eiϕZ . Let e±iδ be eigenvalues of U ′e−iϕZ , then

the spectral distance between U ′ and eiϕZ is equal to max{|e±iδ − 1|} =
√

2− 2 cos(δ).
Similar to the argument in Corollary B.5, cos(δ) = Re(ue−iϕ) and therefore

∥∥∥U ′ ± eiϕZ
∥∥∥ =√

2± 2Re(ue−iϕ). Finally we use Corollary B.5 and note that√
2− 2|Re(ue−iϕ)| = 2 min(∥U − V ∥, ∥U + V ∥).

Note that bound in the above corollary is tight when ∥U ± V ∥ goes to zero.

C Exact synthesis
This section covers the details of exact synthesis algorithms for the three example gate
sets considered in Section 5: V basis, Clifford+T and Clifford+

√
T . Given a gate set G

and a matrix U from a certain set U uniquely determined by G, the goal of exact synthesis
is to produce a sequence g1, . . . , gn of gates from G such that U is equal to the product
of those gates, U = g1 . . . gn. The set U is closed under left and right multiplication by
elements of g.

The algorithm is similar for each gate set. Roughly, given a matrix U
1. select a gate g from the gate set such that g†U has a lower cost than U ,
2. set U ← g†M
3. repeat until cost of U is zero.

The gate sequence is recovered by collecting the gate g selected at each iteration. Intu-
itively, the algorithm works by picking off each gate of the product g1 . . . gn one at a time.
Multiplication by g† cancels the left most gate in M .

Importantly, it is possible to efficiently select a gate g so that the cost decreases
monotonically. When the cost is zero, this measns the remaining gate is a Clifford gate.
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Algorithms for exact synthesis has been proposed previously by [BGS13a] for the V
basis and by [KMM13b; For+15a] for Clifford+T and Clifford+

√
T . We present the

algorithms here for completeness. We provide a modified version of the algorithm with
several optimizations for computational performance.

We begin with the simplest case, the V basis, and then address the progressively more
complicated Clifford+T and Clifford+

√
T gate sets.

C.1 V basis
Recall from Section 5.1 the six V basis matrices V±X , V±Y , V±Z and order

O := Z · I + Z · iX + Z · iY + Z · iZ. (69)

This order contains the V basis matrices each scaled by
√

5. For notational convenience we
use Vx =

√
5V+X , Vy =

√
5V+Y and Vz =

√
5V+Z to refer to the scaled V basis matrices.

Note that V−P = V †
+P for P ∈ {X,Y, Z} and VPV

†
P = Det(VP )I = 5I.

Define MV as the function that, according to (69), maps integers a, b, c, d to a matrix
in the natural way:

MV (a, b, c, d) := aI + ibX + icY + idZ. (70)
Any matrix MV (a, b, c, d) with determinant 5n can be decomposed (exactly) into a length-
n sequence of (scaled) V gates [BGS13a; Kli+15b]. Note that Det(MV (a, b, c, d)) = 1 if
and only if MV (a, b, c, d) is a Pauli matrix.

Theorem C.1 (V basis exact decomposition). Let a, b, c, d ∈ Z such that Det(MV (a, b, c, d)) =
5n for integer n ≥ 1, and such that at least one of a, b, c, d is not divisible by 5. Then
there exists a sequence V1, V2, . . . , Vn, Vk ∈ {Vx, Vy, Vz, V †

x , V
†
y , V

†
z } and Pauli matrix V0

such that
MV (a, b, c, d) = V0

n∏
k=1

Vk. (71)

The requirement that one of a, b, c, d is not divisible by 5 avoids artificially scaled
inputs (e.g., 5I). Scalars can be removed by simply dividing out the factors of 5. The
proof follows by induction on the following Lemma.

Lemma C.2 (V basis factorization). Let a, b, c, d ∈ Z such that Det(MV (a, b, c, d)) = 5n
for integer n ≥ 1, and such that at least one of a, b, c, d is not divisible by 5. Then there
exists V ∈ {Vx, Vy, Vz, V †

x , V
†
y , V

†
z } and a′, b′, c′, d′ ∈ Z such that

MV (a, b, c, d) = VMV (a′, b′, c′, d′), (72)

and Det(MV (a′, b′, c′, d′)) = 5n−1.

In other words, the matrix MV (a, b, c, d) can be factored into two parts: a V matrix
and another matrix of the form MV . Multiplication on the left by V † yields

V †MV (a, b, c, d) = Det(V )MV (a′, b′, c′, d′) = MV (5a′, 5b′, 5c′, 5d′). (73)

and therefore

Det(MV (a′, b′, c′, d′)) = Det(V †MV (a′, b′, c′, d′)/5) = Det(MV (a, b, c, d))/5 = 5n−1. (74)

If we define the entrywise modulus

MV (a, b, c, d) mod 5 := MV (amod 5, bmod 5, cmod 5, dmod 5), (75)
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then
V †MV (a, b, c, d) mod 5 = V †(MV (a, b, c, d) mod 5) mod 5, (76)

by linearity. Equation 73 then implies that

V †(MV (a, b, c, d) mod 5) mod 5 = MV (0, 0, 0, 0). (77)

Solutions for V therefore depend only on values of a, b, c, d modulo 5. The proof proceeds
by exhaustive numeric calculation over all tuples a, b, c, d mod 5, (a, b, c, d) ̸= (0, 0, 0, 0),
such that Det(MV (a, b, c, d)) = 0 mod 5.

Exhausting over all tuples a, b, c, d mod 5 produces a 12-bit indexed table that can be
used to lookup an appropriate V for any MV (a, b, c, d) with determinant 5n. This lookup
can be used to construct an efficient algorithm for exact synthesis.

Input: Elements a, b, c, d from Z such that Det(MV (a, b, c, d)) = 5n for integer n ≥ 0
Output: Sequence of matrices in {Vx, Vy, Vz, V †

x , V
†
y , V

†
z } and a Pauli gate

gates← empty list;
while Det(MV (a, b, c, d)) = 0 mod 5 do

V ← LookupV (amod 5, bmod 5, cmod 5, dmod 5);
MV (a, b, c, d)← V †MV (a, b, c, d)/Det(V );
prepend V to gates;

end
return gates, MV (a, b, c, d)

Algorithm 4: V basis exact synthesis.

The algorithm ”picks off” each V gate sequentially. At each step, the leading factor
of V is removed from MV (a, b, c, d) by multiplying on the left by V †. The resulting tuple
a′′, b′′, c′′, d′′ is then divided by 5 yielding a new MV (a′, b′, c′, d′) with determinant 5n−1.
The output is the sequence of picked-off V gates, in reverse order.

C.2 Clifford + T

Recall from Section 5.2 the T matrices TP := 1√
2+

√
2

(
I + I−iP√

2

)
for P ∈ {X,Y, Z} and

corresponding quaternion order

O = Z[
√

2] · I + Z[
√

2] · I + iX√
2

+ Z[
√

2] · I + iY√
2

+ Z[
√

2] · I + iX + iY + iZ

2 . (78)

Z[
√

2] = {a+ b
√

2 : a, b ∈ Z} (79)

This order contains the T matrices each scaled by
√

2 +
√

2. For notational convenience

we use Tx =
(√

2 +
√

2
)
TX , Ty =

(√
2 +
√

2
)
TY , and Tz =

(√
2 +
√

2
)
TZ to refer to

the scaled T matrices. Note that TpT †
p = Det(Tp)I = (2 +

√
2)I for p = x, y, z.

Define MT as a function that, according to (78), maps elements a, b, c, d of Z[
√

2] to a
matrix:

MT (a, b, c, d) := a · I + b · I + iX√
2

+ c · I + iY√
2

+ d · I + iX + iY + iZ

2 . (80)

Any matrix MT (a, b, c, d) with determinant (2+
√

2)n can be decomposed into a length-
n sequence of T gates [Kli+15b]. We omit the formal theorem because the situation
is analogous to that of Theorem C.1. Note that Det(MT (a, b, c, d)) = 1 if and only if
MT (a, b, c, d) is a Clifford unitary. For reference, we provide a standard T factorization.
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Lemma C.3 (Clifford+T factorization). Let a, b, c, d ∈ Z[
√

2] such that Det(MT (a, b, c, d)) =
(2 +

√
2)n for integer n ≥ 1, and at least one of a, b, c, d is not divisible by 2 +

√
2. Then

there exists g ∈ {Tx, Ty, Tz} and a′, b′, c′, d′ ∈ Z[
√

2] such that

MT (a, b, c, d) = gMT (a′, b′, c′, d′). (81)

and Det(MT (a′, b′, c′, d′)) = (2 +
√

2)n−1.

The proof of this Lemma is analogous to that of Lemma C.2, except that we exhaust
over tuples a, b, c, d modulo 2+

√
2 instead of tuples modulo 5. More precisely, we consider

elements of Z[
√

2] modulo prime ideal (2 +
√

2)Z[
√

2] =
√

2Z[
√

2]. Considering values
modulo 2 +

√
2 is the same as considering values modulo

√
2. Every element of Z[

√
2] is

of the from
√

2z or
√

2z + 1 for some z from Z[
√

2], that is there are two possible values
modulo

√
2Z[
√

2].
The Clifford+T exact synthesis algorithm is shown below. The table LookupT (a, b, c, d)

Input: Elements a, b, c, d from Z[
√

2] such that Det(M(a, b, c, d)) = ℓn for
ℓ = 2 +

√
2, n ∈ Z, n ≥ 0

Output: Sequence of matrices in {Tx, Ty, Tz} and a Clifford unitary.
gates← empty list;
while Det(MT (a, b, c, d)) = 0modℓ do

g ← LookupT (a mod ℓ, b mod ℓ, c mod ℓ, d mod ℓ);
MT (a, b, c, d)← g†MT (a, b, c, d)/Det(g);
prepend g to gates;

end
return gates, MT (a, b, c, d)

Algorithm 5: Clifford+T exact synthesis.

is pre-calculated by enumerating over all tuples a, b, c, d modulo 2 +
√

2, in analogy to the
V basis case. There are only 24 different options to consider in this case. Once factorizaton
is complete, the remaning matrix that determinant one and therefore is a Clifford unitary.

C.3 Clifford +
√

T

Recall from Section 5.3 the
√
T
k matrices

√
T
k

Z = 1√
2 + 2 cos πk8

(
1 + e−iπk/8 0

0 1 + eiπk/8

)
=
I · (1 + cos πk8 )− iZ · sin πk

8√
2 + 2 cos πk8

For
√
T
k
X ,
√
T
k
Y we replace Z by X,Y in the equation above.

The corresponding quaternion order is

O = Z[2 cos π8 ] ·I+Z[2 cos π8 ] · I + iX√
2

+Z[2 cos π8 ] · I + iY√
2

+Z[2 cos π8 ] · I + iX + iY + iZ

2 .

(82)
Z[2 cos π8 ] = {a+ b · 2 cos π8 + c

√
2 + d · 2 cos 3π

8 : a, b, c, d ∈ Z} (83)

This order contains the
√
TP , TP ,

√
T

3
P matrices when rescaled appropriately. We define

such rescaled versions below:
√
T p = ℓ(I · (1 + cos π8 )− iP · cos 3π

8 ), ℓ = (2 + 2 cos π8 )
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√
T

3
p = u1ℓ(I · (1 + cos 3π

8 )− iP · cos π8 ), u1 = 1− 2 cos 3π
8 −

√
2

Tp = u2(I · (1 + cos π4 )− iP · cos π4 ), u2 = 1 + 2 cos π8 − 2 cos 3π
8

With the above rescaling we have
√
T p(
√
T p)† = Det(

√
T

3
p) · I = ℓ3 · I

√
T

3
p(
√
T

3
p)† = Det(

√
T

3
p) · I = ℓ3 · I

Tp(Tp)† = Det(Tp) · I = ℓ2 · I

Define M√
T as a function that, according to (82), maps elements a, b, c, d of Z[2 cos π8 ]

to a matrix:

M√
T (a, b, c, d) := a · I + b · I + iX√

2
+ c · I + iY√

2
+ d · I + iX + iY + IZ

2 . (84)

Any matrix M√
T (a, b, c, d) with determinant ℓn = (2+2 cos(π/8))n can be decomposed

into a sequence of
√
T gates [For+15b; Kli+15b]. Unlike the V and T gate sets, the length

of the sequence cannot be deduced exactly from the integer power n.
We again omit a formal decomposition theorem, which would be analogous to Theo-

rem C.1. The remainder of this section describes
√
T factorization algorithm.

Lemma C.4 (Clifford +
√
T factorization). Let a, b, c, d ∈ Z[2 cos π8 ] such that Det(M√

T (a, b, c, d)) =
ℓn for integer n ≥ 3, and at least one of a, b, c, d is not divisible by ℓ. Then there exists
g ∈ {T k/2

p : p ∈ {x, y, z}, k ∈ {1, 2, 3}} and a′, b′, c′, d′ ∈ Z[2 cos π8 ] such that

g†M√
T (a, b, c, d) = Det(g)M√

T (a′, b′, c′, d′). (85)

and Det(M√
T (a′, b′, c′, d′)) = ℓn−k where Det(g) = ℓk

One can check via brute-force search that the only matrices with determinants 1, ℓ, ℓ2
are Clifford gates and a Tp times a Clifford gate correspondingly.

The asymmetry between determinants for Tp and T
1/2
p and T

3/2
p means that the gate

sequence length cannot be calculated from n alone. Given a sequence with N1 elements
T

1/2
p , N2 elements Tp and N3 elements T 3/2

p the total power n must be 3N1 + 2N2 + 3N1.
Like the Clifford+T case, the table Lookup√

T (a, b, c, d) is pre-calculated by enumerat-
ing over all tuples a, b, c, d modulo ℓ3. Note, that every element of Z[cos π8 ] can be written
as a0 + a1ℓ + a2ℓ2 + zℓ3 for ak ∈ {0, 1} and z from Z[cos π8 ]. For this reason, there are
only 23·4 = 4096 options to consider when building the lookup table. Using lookup table
reduces the number of matrix multiplications needed in the exact synthesis algorithm by
factor of nine.

D Additional solutions for unitary and fallback mixing
Additional solutions for unitary mixing
In Section 4.4 we discussed a mixing strategy in which the approximation error ε was
evenly divided between an ”under rotation”

U1 =
(
r1ei(θ+δ1) v∗

1
v1 r1e−i(θ+δ1)

)
(86)
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Input: Elements a, b, c, d from Z[2 cos π8 ] such that Det(M√
T (a, b, c, d)) = ℓn for

ℓ = 2 + 2 cos π8 , n ∈ Z, n ≥ 0
Output: Sequence of matrices in {T 1/2

x , T
1/2
y , T

1/2
z , Tx, Ty, Tz, T

3/2
x , T

3/2
y , T

3/2
z } and

a Clifford unitary
gates← empty list;
while Det(M√

T (a, b, c, d)) mod ℓ3 = 0 do
g ← Lookup√

T (a mod ℓ3, b mod ℓ3, c mod ℓ3, d mod ℓ3);
M√

T (a, b, c, d)← g†M√
T (a, b, c, d)/Det(g);

prepend g to gates;
end
Rescale M√

T (a, b, c, d) so it has determinant (2 +
√

2)n for n = 0, 1;
Apply Clifford+T synthesis to M√

T (a, b, c, d);
return gates, M√

T (a, b, c, d)
Algorithm 6: Clifford +

√
T exact synthesis.

and ”over rotation”
U2 =

(
r2ei(θ+δ2) v∗

2
v2 r1e−i(θ+δ2)

)
. (87)

In this section, we discuss a strategy that might lead to lower expected and worst case
gate cost.

The inefficiency in partitioning ε ahead of time is that it precludes solutions in which
the approximation accuracy of U1 and U2 are significantly different. If, for example, U1
is a close approximation to eiθZ then we would like to consider low-cost solutions for U2
that are correspondingly loose.

Recall, that according to Theorem 4.11 we randomly choose {S,Z} twirls of U1, U2
with probability p, 1− p where

p = r2
2 sin(2δ2)

r2
2 sin(2δ2)− r2

1 sin(2δ1) .

and then the diamond norm distance is given by

||pTU1 + (1− p)TU2 −Zθ||⋄ = 2
(
p(1− r2

1 cos2(δ1)) + (1− p)(1− r2
2 cos2(δ2))

)
≤ ε

Suppose that we have already found a very cheap under-rotation and r1, δ1 are fixed. For
example, when target angle θ is close to zero but

D⋄(eiθZ , I) = 2| sin(θ)| > ε

the identity gate is a very cheap under-rotated approximation, however it is not sufficiently
close to eiθZ such that identity gate is a solution to the diagonal approximation problem.
Next we derive the 2D region of all possible values of r2ei(θ+δ2), such that the diamond
norm distance is bounded by ε. We focus on the rotated region for values r2eiδ2

Let us assume that δ1 > −π/2, δ2 < π/2 and introduce the following notation:

x1 = r1 cos(δ1), y1 = −r1 sin(δ1), x = r2 cos(δ2), y = r2 sin(δ2)

By definition x1, y1 are non-negative and the following constraints on x, y hold:

x > 0, y ≥ 0, x2 + y2 ≤ 1
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Figure 19: Curves bounding 2D region for the top-left entry u of over-rotated approximating unitary,
when under-rotated approximating unitary is fixed. All curves must be rotated by angle θ around the
origin (0, 0) for target rotation angle θ; x1 = r1 cos(δ1), where r1e

i(δ1+θ) is top-left entry of the under-
rotated approximating unitary. The curves intersection point has coordinates (

√
1− ε/2, 0).

Using this notation probabilities p, 1− p become:

p = xy/(xy + x1y1), 1− p = x1y1/(xy + x1y1)

And the diamond norm condition becomes

xy · (1− x2
1) + x1y1 · (1− x2) ≤ ε(xy + x1y1)/2

Next we collect coefficients in front of x2 on the right and in front of xy on the left:

xy · (1− ε/2− x2
1) ≤ x2 · (x1y1) + (x1y1)(ε/2− 1)

Because x is positive we get:

y · (1− ε/2− x2
1) ≤ x · (x1y1) + 1

x
· (x1y1)(ε/2− 1). (88)

Note that when x1 =
√

1− ε/2, above conditions becomes x ≥
√

1− ε/2. This is
exactly the case of evenly distributed errors between under and over rotations. When
x1 >

√
1− ε/2 the under-rotation is looser than evenly-distributed and over-rotation

needs to be more accurate. When x1 <
√

1− ε/2 under-rotation is more accurate than
evenly-distributed and over-rotation can be looser. In the latter two cases the 2D region
of possible values of the top-left entry is bounded by line y = 0, circle x2 + y2 and the
hyperbola given by (88). The hyperbola crosses line y = 0 at x =

√
1− ε/2. In all cases

we can use our general approach to find sequences with top-left entry in the 2D region.
See Figure 19.

Additional solutions for fallback mixing
Similar analysis applies to Section 4.5. We again consider under-rotated approximation
fixed and use notation from the previous subsection. Recall, that according to Theo-
rem 4.16 we mix under-rotated and over-rotated approximations with the same probabili-
ties as in unitary mixing case. However, the expression for the diamond norm distance is
slightly different:

∥∥∥pr2
1 (Zθ+δ1 −Zθ) + (1− p)r2

2 (Zθ+δ2 −Zθ)
∥∥∥⋄ = 2

(
pr2

1 sin2(δ1) + (1− p)r2
2 sin2(δ2)

)
≤ ε
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Using the notation from the previous subsection we get

xy · y2
1 + y2 · x1y1 ≤ ε(xy + x1y1)/2

Collecting coefficients near xy on the left and coefficients near y2 on the right we get:

xy · (y2
1 − ε/2) ≤ −y2 · x1y1 + εx1y1/2

Using the fact that y is positive and dividing both sides by y we get inequality:

x · (y2
1 − ε/2) ≤ −y · x1y1 + 1

y
· εx1y1/2. (89)

Similarly to the previous subsection, the 2D region for complex values r2eiδ2 is bounded
by a unit circle, line x = 0 and the hyperbola (89).

The condition y1 =
√
ε/2 corresponds to equally distributing errors. In this case we

have y ≤
√
ε/2. Note that this condition is different from the slightly weaker condition

that we use in Section 4.5. One can modify proofs in Section 4.5 to use condition y ≤
√
ε/2

instead.

E Diamond difference of a twirled mixture
In this section we prove Lemma 4.13 and Theorem 4.11 which provide expressions for the
accuracy of twirled mixtures. We begin by finding a convenient form for the SZ twirl of
a qubit unitary. The following Proposition states that the twirl

TU (ρ) = 1
4

∑
σ∈{I,Z,S,S†}

(
σUσ†

)
ρ
(
σU †σ†

)
(90)

of U is a Pauli channel, except for two terms: ρZ and Zρ.

Proposition E.1 (SZ twirling of a qubit unitary). Given a qubit unitary

U =
(
reiθ −v∗

v re−iθ

)
, (91)

the twirl of U over {S,Z} can be expressed as

TU (ρ) = Pr,θ(ρ)− ir2 sin(2θ)
2 (ρZ − Zρ) (92)

where Pauli channel Pr,θ is defined by

Pr,θ(ρ) = r2 cos2(θ)ρ+ 1− r2

2 (XρX + Y ρY ) + r2 sin2(θ)ZρZ. (93)

Proof (sketch). Recall that any qubit unitary can be written as:

U = t · I + x · iX + y · iY + z · iZ (94)

where
t = Re(reiθ) = r cos(θ),
x = Im(v),
y = −Re(v),
z = Im(reiθ) = r sin(θ).

(95)
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Using SXS† = Y , SY S† = −X and SZS† = Z we have

ZUZ = t · I − x · iX − y · iY + z · iZ (96)
SUS† = t · I − y · iX + x · iY + z · iZ (97)
S†US = t · I + y · iX − x · iY + z · iZ (98)

Any qubit channel can be written in term of its process matrix χ as:

Φ(ρ) =
∑

P,Q∈{I,X,Y,Z}
χP,QPρQ. (99)

The proof then proceeds by deriving the process matrix with respect to t, x, y, z for each
of the four terms of Equation (90) and taking the sum. The resulting sum contains some
x2 + y2 terms which can be rewritten as

x2 + y2 = 1− t2 − z2 = 1− r2 (100)

in order to remove the dependence on v.

We now proceed with proving Lemma 4.13, that the mixture pTU1 + (1− p)TU2 yields
a Pauli channel error. The main idea is to show that mixing U1, U2 eliminates the terms
ρZ and Zρ from Equation (92).

Proof of Lemma 4.13. By substituting Z−θ(ρ) = e−iZθρeiθZ for ρ in Equation (33), prov-
ing Lemma 4.13 is equivalent to proving

pTU1(Z−θ(ρ)) + (1− p)TU2(Z−θ(ρ)) = E(ρ). (101)

Define rotated versions of U1 and U2,

V1 := U1e
−iθZ , V2 := U2e

−iθZ . (102)

Then the twirl of V1 is equivalent to e−iθ followed by the twirl of U1,

TV1(ρ) = 1
4

∑
W∈{I,Z,S,S†}

WV1ρV
†

1 W
†

= 1
4

∑
W∈{I,Z,S,S†}

WU1(e−iθZρeiθZ)U †
1W

†

= TU1(Z−θ(ρ)).

(103)

Similarly for V2,
TV2(ρ) = TU2(Z−θ(ρ)). (104)

We therefore seek to show that

pTV1(ρ) + (1− p)TV2(ρ) = E(ρ) = pPr1,δ1 + (1− p)Pr2,δ2 . (105)

First, expand V1

V1 = U1e
−iθZ =

(
r1eiδ1 −eiθv∗

1
e−iθv1 r1e−iδ1

)
(106)

Next substitute into (92) to obtain

TV1(ρ) = Pr1,δ1(ρ)− ir2
1 sin(2δ1)

2 (ρZ − Zρ). (107)
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A similar result is obtained for TV2 ,

TV2(ρ) = Pr2,δ2(ρ)− ir2
2 sin(2δ2)

2 (ρZ − Zρ). (108)

In order to obtain (105) the ρZ and Zρ terms of pTV1 + (1− p)TV2 must cancel. Define
αk = r2

k sin(2δk). Then indeed

p
ir2

1 sin(2δ1)
2 + (1− p) ir

2
2 sin(2δ2)

2 = α2
α2 − α1

· iα1
2 +

(
1− α2

α2 − α1

)
iα2
2

= α2
α2 − α1

· iα1
2 −

α1
α2 − α1

· iα2
2

= iα2α1
2(α2 − α1) −

iα1α2
2(α2 − α1)

= 0.

(109)

Finally, note that 0 < p < 1 since r2
1 sin(2δ1) < 0 < r2

2 sin(2δ2) due to constraints on
δ1, δ2.

We are now ready to prove Theorem 4.11 that

||pTU1 + (1− p)TU2 −Zθ||⋄ = 2
(
1− pr2

1 cos2(δ1)− (1− p)r2
2 cos2(δ2)

)
. (110)

Proof of Theorem 4.11. First note that

e−iθU1 =
(

r1eiδ1 eiθv∗
1

e−iθv1 r1e−iδ1

)
, (111)

e−iθU2 =
(

r2eiδ2 eiθv∗
1

e−iθv1 r2e−iδ2

)
. (112)

By Lemma 4.13 we have

pTe−iθU1(ρ) + (1− p)Te−iθU2(ρ) = E(Z0(ρ)) = E(ρ). (113)

Also note that Zθ(TU (ρ)) = TeiθZU (ρ) since eiθZ commutes with S and Z. Therefore by
unitary invariance of the diamond norm

||pTU1 + (1− p)TU2 − eiθZ ||⋄ = ||pZ−θ(TU1) + (1− p)Z−θ(TU2)− I||⋄
= ||pTe−iθU1 + (1− p)Te−iθU2 − I||⋄
= ||E − I||⋄.

(114)

The quantity E − I is a Pauli channel. The diamond norm of a Pauli channel is given by
the sum of the absolute values of the terms in the process matrix (see Theorem 4.14). We
have

||E − I||⋄ = |pr2
1 cos2(δ1) + (1− p)r2

2 cos2(δ2)− 1|
+ 2|p(1− r2

1)/2 + (1− p)(1− r2
2)/2|

+ |pr2
1 sin2(δ1) + (1− p)r2

2 sin2(δ2)|.
(115)

The right hand side can then be simplified to 2(1− pr2
1 cos2(δ1)− (1− p)r2

2 cos2(δ2)).
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F Diamond distance of a fallback mixture
In this section we prove the bound of Theorem 4.16 on the diamond difference between
a mixture of fallback protocols and a target diagonal unitary. The main idea is to coerce
the mixture of projective rotations into the form required by Theorem 4.11. The bound
then follows by simple substitution.

Proof of Theorem 4.16. The mixture of the two fallback channels F1 and F2 is given by

pF1(ρ) + p′F2(ρ) = pq1Zθ1(ρ) + pq′
1B1(ρ) + p′q2Zθ2(ρ) + p′q′

2B2(ρ), (116)

where we have used p′ = 1 − p and similarly for q′
1, q

′
2. Using the triangle inequality we

obtain
||pF1 + p′F2 −Zθ||⋄ ≤ ||pq1Zθ1 + p′q2Zθ2 − (pq1 + p′q2)Zθ||⋄

+ pq′
1||B1 −Zθ||⋄

+ p′q′
2||Bθ′

2
−Zθ||⋄.

(117)

The second and third terms match those of Equation (41). We now examine the first term

||pq1Zθ1 + p′q2Zθ2 − (pq1 + p′q2)Zθ||⋄ = (pq1 + p′q2)||sZθ1 + (1− s)Zθ2 −Zθ||⋄ (118)

where
s = pq1/(pq1 + p′q2) = sin(2δ2)

sin(2δ2)− sin(2δ1) . (119)

Now, since Zθ = TeiθZ and by Theorem 4.11 we have

||sZθ+δ1 + (1− s)Zθ+δ2 −Zθ||⋄ = ||sTR(θ+δ1) + (1− s)TR(θ+δ2) −Zθ||⋄
= 2(1− s cos2(δ1)− (1− s)(cos2(δ2))
= 2(s sin2(δ1)− (1− s)(sin2(δ2)).

(120)

Finally, substituting back into Equation (118) we obtain

||pq1Zθ1 + p′q2Zθ2 − (pq1 + p′q2)Zθ||⋄ = (pq1 + p′q2) · 2(s sin2(δ1)− (1− s)(sin2(δ2))

= 2
(
pq1 sin2(δ1) + (1− p)q2 sin2(δ2)

)
.

(121)
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