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Abstract

End-to-end encryption (E2EE) is both vitally important to security
and privacy online, yet currently under-defined. In this note, we map in-
tuitive notions of end-to-end encryption to existing notions of encryption.
In particular, we introduce the notion of endness as an notion which end-
to-end systems must achieve in addition to traditional security notions as-
sociated with encryption, and provide formalizations to capture practical
requirements. We demonstrate how the notion of encryption plus endness
relates to a variety of case studies that either meet normative security
understanding of E2EE or are considered normative failures. Finally, we
extend these observations to authentication, and real-world authenticated
channel use variants, including authenticated encryption with associated
data and message franking.

1 Introduction

End-to-end encryption (E2EE) is a common mechanism employed to ensure the
security of user-to-user communication protocols such as in secure messaging.
Standard definitions exist for the types of underlying security properties often
expected of E2EE architectures, such as confidentiality, integrity, authenticity,
and forward secrecy. Yet, while there is a general intuition of what E2EE does
not describe, there is a lack of clarity in the broader notion and what constitutes
E2EE is currently not well-defined.

In this note, we examine how existing notions of encryption map onto estab-
lished expectations of end-to-end encrypted protocols. We choose authenticated
encryption with associated data (AEAD) as the primitive under consideration
due to widespread usage; however, it is an exemplar only and a more basic form
of just encryption can be considered as well. The reasoning for juxtaposing
authenticity and confidentiality guarantees will become clearer later.

We demonstrate that while the notion of an AEAD scheme captures the
requirements of encryption and data authenticity, existing AEAD definitions
do not sufficiently capture the notions associated with what constitutes a valid
endpoint. Consequently, we take a step towards formalizing additional require-
ments for securely encrypting with respect to the “ends” in end-to-end encryp-
tion. We apply this framing to case studies of both proposed and existing secure
communication protocols.



2 Preliminaries

Let X represent the security parameter in unary representation. x < y denotes
the assignment of the value of y to x, and <~ S denotes sampling an element x
from the non-empty set S uniformly at random, and we write 2 <> A() to denote
the variable x as the random output of A() (likewise for random sampling).

We employ code-based games to define notions of security. Expsz‘ic 4 denotes
the experiment Exp associated with the security guarantee sec. The experiment
is considered over inputs of some scheme Y. and an adversary A that is playing
against 2.

3 Encryption with Undefined Ends

The broader notion of symmetric encryption and its associated security guar-
antees is well understood in cryptography [3]. Beyond the basic core notion
of confidentiality, a wide range of sub-variations and security notions exist.
For example, encryption can be defined with respect to Indistinguishability un-
der Chosen Plaintext (IND-CPA), Indistinguishability under Chosen Ciphertext
(IND-CCA), and Authenticated with Associated Data (AEAD). Associated data
can be included to ensure analysis is closer to realistic protocols operation, as
protocols often expose metadata that leaks information about the message con-
tents, such as time, data, sender, and recipient. This variance among encryption
guarantees already points to a first hurdle in providing a precise definition for
E2EE.

In what follows, we build upon the notion of AEAD, but any other encryption
notion could similarly be employed. We now present the definition of AEAD
and its security notion for reference later, building upon prior definitions in the
literature [22, 20, 12, 4].

Definition 3.1. An AEAD scheme is a tuple of algorithms ¥ = (KeyGen,
Encrypt, Decrypt), defined as follows:

o KeyGen(\;r) — k: A deterministic algorithm that accepts a security pa-
rameter A and optional random coins v € R from a sample space R. Out-
puts a secret key k from the keyspace K.

e Encrypt(k,ad,m) % c: A potentially probabilistic algorithm that accepts
as input a key k € K, associated data ad € AD, and a message m € M.
It outputs a ciphertext c € C.

e Decrypt(k,ad,c) — L/m: A deterministic algorithm that accepts as input
a key k € K, associated data ad € AD, and a ciphertext ¢ € C, and
outputs either the plaintext message m € M or a failure message L.

An AEAD scheme X is correct if for every k € K, ad € AD and m € M,

Pr[ Decrypt(k, ad, Encrypt(k,ad,m)) =m | =1.



Security. While stronger notions exist [22, 4, 20], we say that an AEAD
scheme is secure following a simplified experiment that does not account for
nonces, statefulness, or a hierarchy of authentication guarantees. The security
experiment can be seen in Figure 1
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Figure 1: Authenticated Encryption with Associated Data experiment that
defines the advantage of an adversary A against an AEAD scheme ¥ =
(KeyGen, Encrypt, Decrypt) with respect to a security parameter A\. The goal
to the adversary is to distinguish a challenge ciphertext that is the encryption
of one out of two messages chosen by the adversary, with the additional adver-
sarial capability to decrypt, where contextual but unencrypted data ad is also
provided.

An AEAD scheme ¥ is secure if the following advantage function is negligible
AdvE (N) = [Pr{Expsia=: () = 1] — PrlExpsiaso(A) = 1| -

Encryption with Undefined Ends. Per basic terminology, an AEAD scheme
should be more than sufficient to completely define what constitutes end-to-end
encryption. Namely, an AEAD guarantees confidentiality such that a third
party cannot read the data, and provides further benefits of data authenticity.
Furthermore it provides authenticity for associated data, i.e, data that might
be sent in the clear but which also require strong security guarantees, such as
message headers. A system that is deemed to be end-to-end secure nominally
appears to indicate that encryption alone is sufficient, and so an argument under



current definitions could even be made the AEAD alone yields E2EE. However,
subtleties arise with this framing.

Among the more implicit assumptions of E2EE is the authenticity of data.
This guarantee applies not only to the manipulation protection of data from
its source, but the addition and replacement of data as well. Suppose that an
attacker, by system design, was allowed to replace any user’s message with one of
its own choosing. If the receiver processes that message under the assumption
that their intended communication partner sent it then we have an intuitive
break in the notion of “end-to-end”. The first step in patching such a gap is to
add data authenticity to the confidentiality implied by E2EE — hence AEAD.
However, the second step is more subtle: how can that the receiver be assured
that the message really came from the “end” in question?

Ends. While an AEAD provides sufficient framing to define the composition of
the confidentiality, integrity, and authenticity security properties often required
for the primitive mechanism in E2EE, AEAD lacks one critical notion — that of
how to define endpoints. In absence of well-defined “ends”, authentication could
be called into question, let alone confidentiality. For example, if an adversary
can, by system design, modify or read information between the point of user
data entry and the point at which a secure channel starts, then this would
intuitively break E2EE in the commonly accepted sense.

In short, the issue in applying AEAD as a definitional primitive for E2EE
is that it simply assumes that the higher-level application has already negoti-
ated the correct endpoint, which in possession of the encryption/decryption key.
This can be seen in Figure 1, where the security experiment assumes that keys
have already been established between correct “ends” of the channel, and that
the adversary is restricted to winning against the channel environment. In other
words, once a suitable endpoint mechanism has been defined and entity authen-
tication is enforced, there the E2EE security is reduced to the AEAD security
of the channel. Thus, there is the natural component-wise characterization of
E2EE as exemplified in the name, i.e., “Encryption + Ends”.

Given this consideration, formalization for endpoints is needed to coherently
model end-to-end encryption. We take a closer look now at heuristic cases that
lack E2EE per well-accepted norms, and illustrate how they can be characterized
by a poor definition of ends.

3.1 Heuristic Failures

We now take a closer look at several examples and examine how these relate
to intuitive notions of end-to-end encryption. Notably, these examples do not
meet intuitive notions of E2EE, despite not violating any security requirements
of encryption schemes (e.g., AEAD from Figure 1).

Example 3.1. GCHQ Ghost User Proposal. The Government Commu-
nications Headquarters (GCHQ) Ghost User proposal [15] is as follows: upon



request by law enforcement, service providers will silently add a law enforcement
participant to the requested conversation, without notifying the existing partic-
ipants that an additional user has been added. The added “ghost user” will be
undetectable by the existing members of the conversation, but will silently have
read access to the content of the messages, similarly to a real user'. As such, the
protocol does not violate the underlying cryptographic encryption primitive, but
instead simply requires suppression of any notification at the application layer
that an additional user has been added to the conversation. While the com-
municating parties are aware of each other as “ends” to the channel, they are
unaware of the ghost user “end”.

The GCHQ Ghost User proposal does not match widely held intuitive notions
of end-to-end encryption [7, 23, 13]. We will later formalize this intuition,
but simply note here that at the core of the wviolation is a matter of system
transparency and user awareness. The GCHQ ghost user proposal requires some
components of the system to remain secret, namely the logic of when a ghost
user is added to a conversation, violating Kerckhoffs’s principal. Further, users
do not explicitly agree to reveal their communication history to the ghost user,
which represents a potentially unbounded set of unknown identities.

Example 3.2. TLS and Zoom. Before Zoom introduced its current protocol
for end-to-end encryption [2], Zoom server’s maintained cryptographic keys used
to encrypt communication between users [16]. While the company claimed at
that time to offer E2EE, Zoom later clarified that there was in fact a discrepancy
in their use of the term “end-to-end” [8]. In short, Zoom’s use of end-to-end
encryption simply implied that encryption was performed between two endpoints
of any type, but did not clarify which endpoints. Because client communication
was encrypted to a “Zoom connector” (a Zoom client operating in the Zoom
cloud), encryption was performed between users and servers in Zoom’s cloud
using either TLS for TCP connections or AES (with a key negotiated over TLS)
for UDP connections [14]. In short, encryption was not between Zoom users
directly. Hence, the identity that the sender encrypted their messages to (the
public key of Zoom’s servers), did not match the identity of the intended receiver
of those messages (another Zoom user).

When considering an AEAD in isolation, Zoom’s prior claims of end-to-end
encryption appear to hold. In fact, without clarification of endpoints, the con-
cept of encrypting between any two parties aligns to the security experiment for
AEAD, or indeed that of IND-CPA and IND-CCA - all experiments that model
encryption and decryption between two generic, unspecified ends. However, in-
tuitively, Zoom’s claims of E2EE in this context were false — even though a user’s
communication was encrypted, a third-party entity (Zoom’s servers) other than
the end-user conversation participants themselves could access user-level com-
munication. In other words, there exists a discrepancy in the equivalency of
which entities were allowed access. An end-user would naturally assume that
none other than the other end-user(s) at the application-layer would be able to

INote nothing prevents the ghost user from posting messages, but such an action would of
course alert all other users in the group to their presence.



access the data, under E2EE of such an application. There is thus an equiva-
lency set for approved (or assumed) application-layer users, that Zoom servers
would not naturally be within.

Example 3.3. Auto-Forwarding Plaintext Without User Consent. As
one example of a system that performs auto-forwarding of plaintext without user
consent, we examine a proposed mechanism by Apple to detect Child Sexual
Abuse Material (CSAM) in photos uploaded to iCloud in a privacy-preserving
manner. The specific system designed by Apple employs blinded hashes of images
and Private Set Intersection (PSI) to determine if an image matched against a
centralized database [1].

When viewed with the lens of end-to-end encryption as a closed loop (in
other words, when the sender and receiver are the same entity), Apple’s CSAM
detection mechanism raised similar concerns as the GCHQ ghost user proposal.
Although iCloud was not claimed to be an E2EFE system, the auto-forwarding
feature prompted many to quickly point out that this change — if used in the
context of an E2EE system — breaks a normative notion of E2EE [6, 18]. This
argument is due to the fact that an entity other than the sender or receiver
learns the contents of a user’s encrypted data if it matches content within a
centralized database, without the knowledge or explicit approval of the sender or
receiver. As such, this intuitive violation is important to consider when defining
the expected characteristics of E2EFE.

At the core of these examples and the controversies surrounding them is a
clarity of definition for E2EE. Each use case could describe a validly functioning
system in its own right. However, they incited debate because the variants
broke some normative expectation of what E2EE entails, despite E2EE claims
or simply expectation thereof. For some of these, there is a compounding factor
in the concern for normalizing such non-E2EE system functionality even where
reasonable user expectations would assume it. To this end, we take a closer
look at modeling E2EE and requisite aspects of clarity for a system making
such claims.

4 Modeling Endness

We now take a step towards formalizing the notion of appropriate ends in end-
to-end encrypted protocols and systems, which is beyond the standard notion
of a plain encryption scheme. Unlike standard notions of encryption, we require
that protocols and systems claiming “endness’ must be explicit about what
endpoints are within any particular application, and how users can verify that
they are in fact engaging with the appropriate endpoint.

Towards this end, we now define a set of three requirements that must be met
for a system to be classified as end-to-end encryption, where scheme security
may entail encryption.

1. Encryption. The standard notion of encryption and a specified corre-
sponding security guarantee is preserved, e.g., as in Section 3. Encryption



goals for a system may extend to AEAD security, IND-CCA, IND-CPA,
etc. As the strength of the E2EE security of the system varies over such
a selection, an explicit specification is required.

2. Equivalence Relation. Given the space of all communicating identities
&, the system has an explicitly defined “equivalence relation”, in terms
of network topology. Namely, the equivalency relation and £ form a se-
toid. The equivalence relation is defined relative to a system, versus as
a mathematical relation. Generally, an equivalence relation will apply
to “identities” within the same network layer, e.g. application-layer user
identities, or link-layer identities.

3. Endness. A set of end identities ¥ C £ must be explicitly committed to
by each participant and can be verified with respect to some pre-defined
verification process (e.g., root of trust or out-of-band authentication). We
formalize this requirement in Figure 2.

We now give more intuition for the second and third requirements.

Equivalence Relations The use of equivalence relation is to avoid ambiguity;
while some definitions of E2EE focus explicitly on application-layer communi-
cation, others argue that transport layer protocols can also offer E2EE [19, 11].
We do not explicitly enforce the topology layer in use, but rather require that it
is specified. Furthermore, since endpoint identities are implementation-specific,
it is a requirement for systems claiming end-to-endness to explicitly define any
irregular assumptions.

As an example, an equivalence relation might be related to user profiles
within a messaging application. Another example would be identities associated
lower in the stack. If an identity is at the link layer, e.g., a proxy at a router,
then all other identities must be likewise (e.g. a “user” is represented by all
proxies under their control having similar data access). In that case, E2EE
is only assumed router-to-router, and any higher layer components may have
access to data that the sender did not intend. Thus, the relative quality of E2EE
is not only predicated on the encryption type employed but also the distance
between that end and the user, in terms of network layers.

Endness We consider a break in end-to-endness if there is an identity among
the communication partners of a user the that is not explicitly committed to.
Namely, a sender ¢ commits to a set of identities F and, if a receiver is not
part of that set then there is a break in endness. For example, if Alice sends
a message to Bob’s mobile phone and the system automatically forwards that
to another user Carol, without either Alice explicitly committing to Carol as a
trusted identity. This constitutes a break in end-to-endness from Alice’s view.
By further restricting the equivalence relation defined above to parties able to
read messages sent by an identity ¢, we can observe an equivalence class [i] and
say that endness is broken if E # [].



Equivalence Relations, Encryption, and Endness in Practice We now
demonstrate how our notion of end-to-end encryption captures the heuristic
failures reviewed in Section 3.1.

Example 4.1. GCHQ Ghost User. The GCHQ Ghost User case is a break
of endness, in that messages are forwarded to an identity in an broader identity
set E' which is distinct from the identity set E committed to by the user. The
user commits to a set of total users E that have access to the conversation,
whereas the actual access set is E' = E U {GhostUser}.

Example 4.2. Zoom and TLS. The earlier case of Zoom demonstrates a
break in both the committed identity set as well as a mismatch in the equivalence
relation. ‘Higher layer’ Zoom identities specifically imply Zoom clients from
the user view, given the wvideo chat room functionality of Zoom, and thus a
claim of E2EFE was interpreted as client-to-client. Thus, when the Zoom server
acted as an additional entity in the conversation there was a break in endness
(E' = E U {ZoomServer}) from the view of users. If, on the other hand, Zoom
had claimed merely transport layer security and specified the equivalence relation
between the set of ends including the a specific server identity (or identities),
then there would arguably be less contention on misinformation regarding that
design’s security.

Separately, the issue of specific server identities also links to the question of
access in terms of server location. For example, Zoom has provided some control
over the specific data center regions used for data in transit [10]. Thus, while
the servers were not specified as “ends” in terms of data access, it does hint at
the transparency possible in identifying, e.g., a ZoomServer.

Example 4.3. Auto-Forwarding Plaintext Without User Consent. In
the auto-forwarding case we again see a break in endness, that the system au-
tomatically provides the content to a identity outside of the committed user set,
E. If the user, A, is assured by their service provider that they have sole access
to their data (i.e., the user commits to E = {A} at time of encryption) and
the data is auto-forwarded, either in plaintext or with keys provided to the third
party, then there is an immediate break in the set of ends. In this case we see
a clear distinction between an end user action of copying data and sending to
another party versus a system auto-forwarding by design; namely that it is the
set of committed “ends” that have choice and final determination over whether
forwarding may take place or mot. If an end identity is trusted, then there is
a trust transitivity to their decision to relay information, whereas the broader
system is not trusted with the information by default (hence why a system claims
to provide E2EFE in the first place).

One could ask whether this auto-forwarding case could be considered in the
form of a service provider advertising E2EE with end set E = {User,
ServiceProvider}, and therefore satisfying our definition of end-to-endness. The
answer is no. A service provider is not a single entity in the sense of a user
identity, but rather a conceptual representation of what could potentially be an
unbounded set. Information access under the identity ServiceProvider is pro-
vided to an unspecified set of other system administrators, i.e., “ends”, whose



identities the original user did not commit to. Thus, it is not specified who ez-
actly has access to the information, as ServiceProvider in this case is actually
representative of a set of identities unknown to the user. The case of Zoom-
Server data center regions for data in transit, noted at the end of FExample 4.1,
illustrates some degree of clarification on a ServiceProvider identity (i.e., a po-
tential minimum transparency on the ServiceProvider “end” location).

Example 4.4. Naive End Sets. Consider a naive end set example, where
an application claiming E2EE based solely on IPSec simply adds every router
identity on the wire to E. This does not provide a loophole in our definition,
since the final ends of the chain of routers have not committed to the full set.
Indeed, commitment is pairwise between routers, so each channel only commits
to E such that |E| = 2. The system is designed to auto-forward the data from
one router to the next, outside of the commitment set.

4.1 Encryption Plus Endness

By now the reader may recognize that identity “ends” are normally specified
during a protocol run, for example that two sides present certificates attesting
to the owners thereof, and that this mutual authentication then feeds into the
trust of the channel encryption. Thus, while part of E2EE is in the wider
system specification and not within the bounds of cryptographic modeling, we
can capture a portion of it.

Thus, we now present a modification to the notion of AEAD as follows,
where ends (and the commitment to them) are modeled as additions to the core
scheme. To capture the concept of the protocol link where ends integrate with
the channel security, we simply model commitment to the end set and a commit
verify functionality. This end-to-end adaption can also be applied to standard
encryption, or other schemes.

We utilize the notion of a set of ends as E = {(, pk;)}, where {(i, pk;)} is a
(claimed) set of identity, public key pairs, as well as the notion of a commitment
set ¢ to K. The commitment can then be verified at an appropriate time.

For example, F might be public keys presented during a TLS handshake, and
¢ would correspond to certificates issued by trusted certificate authorities; for
TLS, the respective receivers verify the commitment (certificate verify) during
the handshake to confirm the validity of E before proceeding. Then only the
identities in E should have access to the encrypted data. Another example
includes the Signal protocol, where E represents the identity of users in the
system and claimed public keys. In Signal, users apply the trust-on-first-use
paradigm, so there is no immediate confirmation of the identity set. Instead,
at a time of the user’s choosing, the user will generate e.g., a numeric sequence
or QR code c over the identities and public keys for comparison with the other
user. Thus the verification of the commitment (e.g., comparison of identities
and QR codes) occurs later than the handshake phase.

Definition 4.1. An end-to-end AEAD scheme ¥ is a tuple of algorithms
Y = (Commit, CommitVfy, KeyGen, Encrypt, Decrypt) and end-set E = {(i, pk;) }



defined as follows:

o Commit(E) — c: A possibly probabilistic algorithm. Accepts as input a
set of identities E C & from the space of all identities £ and outputs a
commitment c that is an authentication commitment value for E.

o CommitVfy(E,c) — b: A deterministic algorithm. Accepts as input an
identity set E C € and a commitment to an identity set c and outputs a

bit b € {0,1}.

o KeyGen(\, E;r) — k: A deterministic algorithm that accepts a security
parameter X\, an identity set E € £, and optional random coins r € R
from a sample space R

o Encrypt(k,ad,m) -5 c: A potentially probabilistic algorithm that accepts
as input a key k € K, associated data ad € AD, and a message m € M.
It outputs a ciphertext c € C. and outputs a ciphertext c € C.

e Decrypt(k,ad,c) — L/m: A deterministic algorithm that accepts as input
a key k € K, associated data ad € AD, and a ciphertext ¢ € C, and
outputs either the plaintext message m € M or a failure message L.

For correctness, in addition to the notion of correctness for an AEAD as in
Definition 3.1, we require that

2. CommitVfy(E,c) =1 iff
c + X.Commit(E) .

Remark 4.1. Note that the correctness requirement implies not only that verifi-
cation is correct for a committed set, but also that the set E input to CommitVfy
matches the same identity set input originally into Commit. The latter appears
to be a natural and obvious implication, but it actually points to a system choice,
not a cryptographic one. Namely, the local set E of assumed communication
partners cannot be naively assigned per e.g., certificates shared in a protocol.
The identities in E should be clearly specified, i.e., the identities that the system
claims have access to the plaintext that is input into Encrypt and output from
Decrypt. This may imply application-layer clients, but is not restricted to them.

As demonstrated in Figure 1, AEAD assumes that the key & that is input into
Y. Encrypt and Y. Decrypt is authentic and known only by the correct parties.
For security for an end-to-end AEAD scheme 3, we remove this assumption,
requiring system accountability on key access. We describe this security notion
more formally in Figure 2 and say that a scheme is secure with respect to “end-
to-endness” if this security experiment holds. For completeness, we present the
modified AEAD notion in Appendix B, that runs on the modified key provided
by this experiment.

Remark 4.2. The Endness experiment shown in Figure 2 is intentionally com-
posable with other security experiments of type experiment, allowing for adapta-
tion to e.g., IND-CPA security.
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Figure 2: Endness Experiment
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We now review several additional examples, to provide intuition about how
this definition of end-to-endness is employed in practice.

Example 4.5. Signal Linked Devices with Per-User Identity Keys.
Signal’s Sesame protocol [17] represents a user as a single UserRecord, which
are indexed by a UserID. Each UserRecord contains a set of DeviceRecords,
which are indexed by DevicelID. When Alice sends a message to Bob, Alice en-
crypts the message to each of Bob’s devices represented in his UserRecord. Bob
adds a new device by updating his UserRecord with an additional DeviceRecord.

Informally, Signal’s Sesame protocol is end-to-end encrypted in our defini-
tion because the Signal application representing each user commits to a set of
UserRecords containing the identities and devices for other known and trusted
users. When framed in the context of Definition 4.1, the identity set E is com-
posed of both Alice and Bob’s UserRecords. ¥.Commit generates a QR code with
respect to this identity set. 3.CommitVfy is performed out of band by both Alice
and Bob, who manually confirm if their QR codes match (with the expectation
of the other’s identity in E). ¥.CommitVfy outputs 1 if Alice and Bob confirm
the match, otherwise, it outputs 0.

Example 4.6. Mutual TLS (mTLS). While TLS is generally used in a set-
ting where only the client is required to authenticate the server [21], Mutual
TLS (mTLS) refers to a variant of the TLS protocol where both parties mutu-
ally authenticate to one another, by presenting and verifying each others’ TLS
certificates. FExample 3.2 noted that an encrypted channel by itself does not con-
stitute an E2FEE system. However, a TLS connection between endpoints that
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are within the same equivalence class, as well as a clear commitment to and
verification of the set of ends, could in fact constitute an E2EE system in our
definition.

Employing the framing of Definition 4.1, E contains the set of public keys for
all users that are allowed access. This might be two parties exchanging messages,
or multiple parties. Performing .. Commit requires all parties to interact with a
certificate authority; the input is E (a set of public keys representing identities)
and the output c is a set of certificates issued by that certificate authority with
respect to those public keys. X.CommitVfy accepts the set of public keys as F,
in this case presented during the protocol handshake, and the set of certificates
as ¢, and verifies that E is valid with respect to c. The ensuing TLS Record
Layer protocol that would be assessed on e.g., AEAD security is then run off of
the session key derived over E and other protocol randomness (i.e., capturing
the TLS Handshake). Thus we see a natural framing of endness in terms of the
participants acting during a protocol run for establishment of a secure channel.

Remark 4.3. Note that Definition 4.1 explicitly relies on asymmetric cryptog-
raphy and primarily precludes claimed E2EE protocols that rely on symmetric
cryptography for authentication. If an identity is not paired with a public key
then it is not possible for an end device to commit to the unique entity. One
consequence of this requirement is that we capture protocols that employ mes-
sage forwarding to identities not in E, as outside of the bounds we consider to
be E2EE.

Thus, a protocol using a key distribution center (KDC), such as in Ker-
beros [24], would not fall under our definition of E2EE. In the case of manual
key distribution between users, e.g., if Alice and Bob manually transfer a sym-
metric key out-of-band, all three of the first functions — Commit, CommitVfy,
KeyGen — can occur during that manual key transfer.

This may raise the question regarding distinction between these cases; how-
ever note that in the symmetric key distribution case Commit and CommitVfy
cannot occur since it is not possible for identities to verify that the KDC has
only provided the keying material to the intended partners.

5 E2EE vs. E2EA

In terminology, end-to-end encryption applies to the guarantee of endness for
confidentiality only. However, many modern messaging applications extend to
AEAD in order to ensure data authenticity as well. AEAD merges confidential-
ity and authenticity guarantees; yet our note on endness thus far has focused
on endness for confidentiality only. This raises a question: how does end-to-end
authentication (E2EA) relate to E2EE in practice?

The most natural correspondence between E2EE to E2EA is through use
of AEAD as a dual paradigm in the sense of specific encryption modes such
as AES-GCM or ChaCha20-Poly1305. Wickr, for example, applies the former
[9]. However, authentication can also be achieved through message authenti-
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cation codes (MACs), digital signatures, and authenticated encryption variants
through a layering of primitives (e.g., encrypt-then-MAC or signcryption [27]).

In a comparison of endness for AEAD, MACs, and digital signatures, we
make the following observations:

e In the definition of security of AEAD presented in Definition 1, key gen-
eration for both encryption and authenticity occurs simultaneously and
therefore share the same ’ends’. This implies that endness is equally de-
fined across the combination of confidentiality and authenticity. If E2EE
is well-defined according to our notion, then E2EA is also.

e MACs share the symmetric property of AEAD, implying that
auto-forwarding to other “ends” outside of some set is infeasible while
maintaining the authenticity property. However, unlike AEAD, the end
set for authenticity (E4) and the end set for confidentiality (E¢) may or
may not be identical, leading to potential irregular cases, e.g., F¢ C E 4.
In such a case, those ends that are able to verify authenticity of a message
— and potentially prove attribution — could constitute a larger set than
those able to read the message. In a case of auto-forwarding, this could
imply that a third party can attribute a message to Alice after it is de-
crypted. Naturally, such attribution depends on algorithm layer ordering.
For example, encrypt-and-MAC and MAC-then-encrypt would be more
susceptible to this than encrypt-then-MAC for the case described.

e Digital signatures present an interesting case in secure messaging as they
lack “ends” in verification. Any party in possession of the public-key can
verify the signature, so it is not even possible to pre-specify the end set
FE 4. For example, suppose that an application uses a sign-then-encrypt
paradigm; even if the ends for encryption F are well-defined, there is
no guarantee for the sender than only those ends in E¢ can attribute the
message. In fact, the signed message can be forwarded or shared, with
corresponding attribution to the original sender. Thus FE 4, at time of
commitment by the sender is such that |E4| = co. (Note that this applies
to standard digital signatures — deniable authentication variants [25, 26)
may have a different committing set.)

Even though an application can temporarily restrict access to the public
key infrastructure, such a temporary solution is by no means a long-term
guarantee for endness. For example, the iMessage supports digital signa-
tures on messages for authentication; while the public keys of any given
user are not publicly listed, Alice has no guarantee about the saticity of
the authentication receiver end set, or of new users gaining access to that
attribution.

In some messaging applications, the above differentiation has been used for
creative security goals and new primitives as we will look at next.

Example 5.1. Message Franking. “Message Franking” [5] is a technique
to provide cryptographic assurance to a voluntary user reporting of other users’
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private messages. Specifically, if Alice sends Bob a message, her message is
confidential but also authenticated. If Bob wishes to report Alice’s message to
the service provider as offensive, he can do so in a way that reveals the message
contents to the service provider in a way that demonstrates that the message
was indeed sent by Alice. However, without Bob taking this step, the contents of
Alice’s conversation with Bob is otherwise unattainable by the service provider.
Technically, a user reports another user’s message to the service provider by
by sending the plaintext message, along with a franking tag that is generated
by the sender before the message is sent. Note that while message franking
allows Bob to prove to the service provider that Alice sent a specific message
to Bob, it preserves third-party deniability. The service provider can verify that
the message was sent by Alice, but a third party cannot.

Message franking intuitively meets our definition of end-to-end encryption,
because users wvoluntarily reveal specific messages sent to them to the service
provider. Thus messages are not auto-forwarded but rather the action is explic-
itly chosen by an “end”. Outside of such a choice, a service provider cannot
otherwise learn the contents of an encrypted conversation or other messages that
the user chooses not to reveal.

Employing the framing of Definition /.1 in the context of Facebook message
franking, performing ¥.Commit commits a user to their identity public key asso-
ciated with a particular device, which is then registered with the service provider.
Performing ¥.CommitVfy entails inspecting another user’s identity public key
and verifying (out of band) with that user that it is indeed authentic.

Message franking, however, utilizes a larger authentication end set E 4, than
confidentiality end set Ec, namely Ec C E 4, since the ends that can verify
authenticity of a message include more entities (namely the ServiceProvider)
than those able to decrypt. Furthermore, as in Example 4.3 for auto-forwarding
to an unspecified ServiceProvider, the exact end identities associated with E 4
could be better specified. Hence we see message franking as a case of E2EE
without well-defined E2EA.

6 Conclusion

As with all messaging applications, the features and trade-offs therein differ
by use-case goals. Consequently, we neither commend nor condemn any one
combination of goals. Rather we define an application achieving any variant of
end-to-endness as one that is A) clear and B) honest in its 1) description of the
ends-set to users and 2) potential changes in the end sets over time. We lay out
three core components in specifying E2EE, to avoid ambiguity, assumptions,
and potential user mistrust. In essence, such transparency can take the form of
e.g., E2E-{IND-CPA}-‘Application Clients'—{Alice, Bob}.

In a broader case, an application using message franking should precisely and
clearly define E¢ and E 4 during normal operation as well as the precise changes
to F 4 if a message is ‘franked’. Likewise, in cases where a plaintext message is
digitally signed in a system purporting end-to-endness, then it should be stated
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that the authentication end set F 4 is unbounded, and not that verification and
attribution is limited to the system.
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Definition A.1. An encryption scheme is a tuple of algorithms ¥ = (KeyGen,
Encrypt, Decrypt), defined as follows:

o KeyGen(X\;r) — k: A deterministic algorithm that accepts a security pa-
rameter A and optional random coins v € R from a sample space R. Out-
puts a secret key k <~ K from the keyspace K.

o Encrypt(k,m) = c: A probabilistic algorithm that accepts as input a key
k € K and a message m € M. It outputs a ciphertext c € C'.

e Decrypt(k,c) — L/m: A deterministic algorithm that accepts as input a
key k and a ciphertezt c, and outputs either the plaintext message m € M
or a failure message L.

An encryption scheme ¥ is correct if for every k € K and m € M,

Pr[ Decrypt(k, Encrypt(k,m)) =m ] =1.

Expizn)djpa()\) Encrypt(mg, m1)
1: b {0,1} 1: co « Z.Encrypt(k, mo)
2: 1< R c1 < 3. Encrypt(k, m1)

3: k< . KeyGen(\;r)
4- b/ « AEncrypt(-p)()

5: returnb =b

if (co=1)V(ci=1)
return |

else return ¢

D Ut s W N

return L

Figure 3: Indistinguishability under Chosen-Plaintext Attack (IND-CPA) ex-
periment that defines the advantage of an adversary A against an encryption
scheme ¥ = (KeyGen, Encrypt, Decrypt) with respect to a security parameter
A. The goal to the adversary is to distinguish a challenge ciphertext that is the
encryption of one out of two messages chosen by the adversary.

An encryption scheme ¥ is IND-CPA-secure if the following advantage func-
tion is negligible

AdVELP? () = |Pr[Expa P (A) = 1] — 1/2] .

An encryption scheme ¥ is IND-CCA-secure if the following advantage func-
tion is negligible

AdvEA(N) = |Pr[ExpBie*(\) = 1] — 1/2] .
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Expigfifca()\) Encrypt(mg, mq)
1: b<{0,1} 1: co < X.Encrypt(k, mo)
2: 1< R 2: ¢ < X.Encrypt(k,my)
3: k<& 3. KeyGen(\;r) 3: if (co=1L)V(aa=1)
4: C+0 4: return L
500 b« APty 5: else
6: returnb’ = 6: C« CUu{a}
7 return c
8: return L
Decrypt(c)
1: m <« X.Decrypt(k,c)
2: if ¢¢ C then returnm
3: return L

Figure 4: Indistinguishability under Chosen-Ciphertext Attack (IND-CCA) ex-
periment that defines the advantage of an adversary A against an encryption
scheme ¥ = (KeyGen, Encrypt, Decrypt) with respect to a security parameter
A. The goal to the adversary is to distinguish a challenge ciphertext that is
the encryption of one out of two messages chosen by the adversary, with the
additional adversarial capability to decrypt.

B End-to-End AEAD Experiment

For an end-to-end AEAD, we now show the modified AEAD experiment in
Figure 5 with respect to the Endness security experiment in Figure 2, for com-
pleteness.
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Exp%%,? N Encrypt(ad, mo,mq)
1: b<{0,1} 1: co < X.Encrypt(k,ad, mo)
2: C+ 0 2: c¢1 < X.Encrypt(k,ad, m)
3. b AEncrypt(-,A,A),Decrypt(-f)() 3: if (C() _ J_) v (01 _ J_)
4: return?d =0b 4: then return |

5: else C + CU{(ad,cp)}

6 : return ¢

7: return L

Decrypt(ad, c)

1: if b=0return L
m < 3. Decrypt(k, ad, c)
if (ad,c) ¢ C then return m

return |

B~ W N

Figure 5: Modification to Authenticated Encryption with Associated Data ex-
periment that defines the advantage of an adversary A against an AEAD scheme
>} with respect to a security parameter A\, while run together with the end-to-
endness experiment in Figure 2. This modification is introduced by the endness
experiment in Figure 2, which requires that an identity set E additionally be
employed as a parameter into KeyGen. Hence, the key k is given as a parameter
into the AEAD experiment.

20



	Introduction
	Preliminaries
	Encryption with Undefined Ends
	Heuristic Failures

	Modeling Endness
	Encryption Plus Endness

	E2EE vs. E2EA
	Conclusion
	Other Encryption Experiments
	End-to-End AEAD Experiment

