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Homomorphic encryption is one of the most secure solutions for processing sensitive information in untrusted environments, and
there have been many recent advances towards its efficient implementation for the evaluation of linear functions and approximated
arithmetic. However, the practical performance when evaluating arbitrary (nonlinear) functions is still a major challenge for HE
schemes. The TFHE scheme [Chillotti et al., 2016] is the current state-of-the-art for the evaluation of arbitrary functions, and, in this
work, we focus on improving its performance. We divide this paper into two parts. First, we review and implement the main techniques
to improve performance or error behavior in TFHE proposed so far. For many, this is the first practical implementation. Then, we
introduce novel improvements to several of them and new approaches to implement some commonly used procedures. We also show
which proposals can be suitably combined to achieve better results. We provide a single library containing all the reviewed techniques
as well as our original contributions. Our implementation is up to 1.2 times faster than previous ones with a similar optimization level,
and our novel techniques provide speedups of up to 2.83 times on algorithms such as the Full-Domain Functional Bootstrap (FDFB).
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1 INTRODUCTION

The idea of performing computation over encrypted data was a long-chased goal in the Cryptography community. The
concept was first defined in 1978 [35], but for decades proposed solutions only achieved partial homomorphism. In
2009, Gentry [22] presented the first Fully Homomorphic Encryption (FHE) scheme, based on ideal lattices, enabling
arbitrary computation through the evaluation of logic gates. Efficiency was a problem from the start, but Gentry’s work
also established a blueprint later used to build more efficient FHE schemes based on the Learning With Errors (LWE)
problem [34] and its variants [7, 8]. Many of these follow-up works presented significant improvements efficiency-wise,
but the literature generally evolved around the needs of specific uses cases, leaving behind, in terms of performance,
capabilities such as the evaluation of arbitrary (nonlinear) functions.

Currently, one of the most efficient solutions for homomorphic evaluation is the CKKS cryptosystem [11], which
was proposed aiming specifically at the homomorphic evaluation of neural network algorithms, a major use case for
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FHE. These algorithms require a high throughput of linear arithmetic operations and are capable of correctly operating
even with relatively large imprecisions [5]. Considering that, CKKS offers a very efficient homomorphic evaluation of
approximate arithmetic in a SIMD-like manner. Its efficiency, however, restricts functionality, as the scheme needs to
rely on arithmetic approximations for nonlinear functions. The cost of evaluating such approximations might grow
exponentially with the desired precision [30], and trusting the arithmetic robustness of the overlying application is not
always possible. In this way, the scheme requires extensive modifications for some applications and is unfit for many
of them. For example, it is currently not possible to achieve state-of-the-art accuracy levels on deep neural networks
without employing unrealistically large parameters [30].

Schemes implementing exact computing, on the other hand, usually represent applications as compositions of very
basic logic components, such as binary logic gates, finite automata, and lookup tables. Translating an application to
such components is a straightforward process and works broadly. However, large applications require a great number
of logic components, and evaluating each may take significant amounts of time. The TFHE cryptosystem [14] is the
current state-of-the-art for arbitrary exact (non-approximate) homomorphic evaluation. It was originally designed to
evaluate binary logic gates, but newer versions also enable evaluating multi-bit gates [3] and lookup tables [15].

1.1 Contributions

There were several recent proposals for improving TFHE, but most of them are built upon various different implemen-
tations of the scheme, making it hard to address and evaluate their impact on the cryptosystem. Many also remained
purely theoretical contributions, with no practical implementation until now. Considering this, our first goal in this
work is to unify all these proposals in a single highly-optimized library. In this way, we can not only measure their
impact considering the use of modern implementation techniques and algorithms but also evaluate how combinations
of optimizations affect performance. Our library, MOSFHET (Optimized Software for FHE over the Torus) [26], is
fully portable and self-contained with optional optimizations for the Intel AVX2, FMA, and AVX-512 Instruction Set
Extensions (ISEs). We designed it specifically for enabling the efficient prototyping of improvements to TFHE. In this
first part, we implement the core functionalities of TFHE and the following techniques.

• The Functional [5] or Programmable [15] Bootstrap and its improved version [16].
• The Circuit Bootstrap [13] and its optimizations [16].
• The multi-value bootstrap [9, 16] and its optimizations [25].
• The Key Switching [12] and its optimizations [10].
• The BlindRotate Unfolding [40] and its optimizations [6].
• The Full TRGSW bootstrap [23].
• Three different approaches [16, 29, 38] for evaluating the Full-Domain Functional Bootstrap (FDFB).
• Public Key compression using randomness seed [14].
• BFV-like multiplication [16].

From these, we highlight that this work is the first to implement the Evaluation Key Compression for TFHE and
to experimentally compare multiple approaches for the full-domain functional bootstrap. We should also note that
techniques such as the multi-value bootstrap [9] and the Full TRGSW bootstrap are only available on unmaintained
implementations of TFHE. For other techniques, we compare our results with other publicly available libraries, such as
TFHEpp [31, 32], Concrete [39], and PALISADE [1].
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When implementing these techniques, we found several opportunities for improvements on them as well as for
combining them to yield better performance or error growth behavior. We also developed new methods to implement
some commonly used procedures. As result, we present the following contributions:

• We introduce a new method to implement the Full-Domain Functional Bootstrap (FDFB) that is up to 2.83 times
(AVX-512 version) faster than previous approaches while being the first to maintain the same output error
variance as the regular (half-domain) Functional Bootstrap.
• We exploit key compression techniques so far used mostly for memory or storage optimizations to achieve
speedups of up to 1.44 times on the execution time of core procedures, such as the Key Switching Algorithm.
• We generalize the BlindRotate Unfolding (as suggested in [6]) and show that it does not achieve the expected
gains on large parameters.
• We found that previous works [9, 25] on the multi-value bootstrap fail to consider a corner case when estimating
the output noise variance for some array decompositions. Moreover, we show how to reduce noise variance on
this corner case with a negligible impact on performance.
• We implement basic polynomial arithmetic multiplication procedures that are significantly slower than the
negacyclic FFT convolution, but that enable the implementation of techniques requiring precision higher than 53
bits (the hardware limit for floating-point representation). We also accelerate the negacyclic FFT convolution
itself by implementating a version of the SPQLIOS FFT library [21] using AVX-512 instructions. This optimization
provides up to 1.5 times speedup over the original (FMA-optimized) SPQLIOS.

The remainder of this text is organized as follows: Section 2 introduces the basic notation and concepts of TFHE;
Section 3 presents the techniques implemented in our library and the improvements upon them; Section 4 presents the
experimental results; finally, Section 5 concludes the paper.

2 FULLY HOMOMORPHIC ENCRYPTION OVER THE TORUS (TFHE)

TFHE [12–14] is a fully homomorphic encryption scheme based on the Learning With Errors (LWE) problem [34] and its
ring variant [7]. In this section, we describe its algebraic structures as well as its basic functioning for homomorphically
evaluating linear arithmetic and arbitrary functions. We use superscript to denote the number of elements in a vector
and subscript to denote modulus. In this way, S𝑛𝑞 is the set of vectors with 𝑛 elements, each of them in some set Smodulo
𝑞. We denote a set of polynomials over the variable 𝑋 with coefficients in S by S[𝑋 ]. For power-of-two cyclotomic
polynomials, we describe their modulo by the degree, therefore S𝑞 [𝑋 ]𝑛𝑁 (or S′𝑁 [𝑋 ]𝑛 for S′ = S𝑞 ) is the set of vectors
with 𝑛 elements, where each element is a polynomial over the variable 𝑋 with modulus Φ2𝑁 (𝑋 ) = 𝑋𝑁 − 1 with each
coefficient belonging to the set S modulo 𝑞. Additionally, ⟨𝑎, 𝑏⟩ denotes the inner product between vectors 𝑎 and 𝑏, and
⌈𝑙⌋𝑡 denotes the rounding of a number 𝑙 to the closest multiple of 𝑡 . If omitted, 𝑡 = 1. Hereafter, we start by describing
the LWE variant used in TFHE, whereM is some ℜ-module.

Definition 2.1 (Binary-Secret Scale-invariant LWE, from TFHE [14]). Let an LWE sample be a pair (𝑎, 𝑏) ∈ M𝑛+1, where
𝑎 is uniformly sampled fromM𝑛 , 𝑏 = ⟨𝑎, 𝑠⟩ + 𝑒 ∈ M, and 𝑛 ≥ 1 ∈ Z. The binary secret key 𝑠 is sampled from a uniform
distribution over some 𝔅𝑛 and the error 𝑒 is sampled from a Gaussian distribution overM with mean 0 and standard
deviation 𝜎 . Given a polynomial bounded number of LWE samples using the same 𝑠 , we define two versions of the
LWE problem:

• Search problem: Find 𝑠 .
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• Decision problem:Distinguishwith non-negligible advantage the LWE samples from vectors uniformly sampled
fromM𝑛+1.

Encryption scheme. The basic idea behind an LWE-based cryptosystem is to encrypt messages by adding them to
the 𝑏 component of the LWE sample since it is indistinguishable from a vector sampled from the uniform distribution
(LWE decision problem). TFHE works with scalar and polynomials messages and encrypts them, respectively, in TLWE
and TRLWE samples. They are both as described in Definition 2.1, differing by the definition ofM and 𝔅:

• For TLWE samples,M is the real torus T = R/Z, which is the set of real numbers modulo 1, and the secret key 𝑠
is sampled from B𝑛 , which is the set of 𝑛-sized arrays with elements in the binary set B = {0, 1}. To encrypt
a message, we map it to T and add to the 𝑏 component of a fresh TLWE sample. We denote the set of TLWE
samples encrypting the message𝑚 ∈ T with key 𝑠 ∈ B𝑛 and parameters 𝑘 = (𝑛, 𝜎) by 𝑐 ∈ TLWE𝑠,𝑘 (m). We omit
the parameters whenever the key is enough to specify them. For decrypting, we first use the secret key 𝑠 to
calculate the phase of a sample 𝑝ℎ𝑎𝑠𝑒 (𝑐) = 𝑏 − ⟨𝑎, 𝑠⟩, which is the message plus the Gaussian error. At this point,
we can either consider the phase as an approximated result or we can discretize the torus and round the phase to
remove the error and get the exact message𝑚 = ⌈𝑝ℎ𝑎𝑠𝑒 (𝑐)⌋𝑡 , where 𝑡 is a discretization parameter.
• For TRLWE samples,M is T𝑁 [𝑋 ], which is the set of polynomials modulo the 2𝑁 -th cyclotomic polynomial
(𝑋𝑁 − 1) with coefficients in the real torus T. The secret key 𝑠 is sampled from B𝑁 [𝑋 ]𝑛 , which is the set of
𝑛-sized arrays of polynomials modulo the 2𝑁 -th cyclotomic polynomial (𝑋𝑁 − 1) with coefficients in binary
set B = {0, 1}. Encryption and decryption are similar as described for TLWE samples. We denote the set of
TRLWE samples encrypting the message𝑚 ∈ T𝑁 [𝑋 ] with key 𝑠 ∈ B𝑁 [𝑋 ]𝑛 and parameters 𝑘 = (𝑛, 𝑁, 𝜎) by
TRLWE𝑠,𝑘 (m). Again, we omit the parameters whenever the key is enough to specify them.

Implementation-wise, TFHE represents torus elements as integers in Z2𝑝 using the map T
∼−→ Z2𝑝 given by 𝑥 ↦→ 𝑥 ·2𝑝 ,

where 𝑝 is the bit precision used in the implementation.

Evaluating Arithmetic. T(R)LWE samples are in an ℜ-module. Therefore, we have well-defined additions between
samples and multiplications with other rings. In both cases, operations are pair-wise: Let 𝑐𝑖 = (𝑎𝑖 , 𝑏𝑖 ) ∈ T(R)LWE(𝑚𝑖 )
for 𝑖 ∈ {0, 1} be two T(R)LWE samples encrypting messages𝑚𝑖 . The sum of them is given by 𝑐𝑠𝑢𝑚 = (𝑎0 +𝑎1, 𝑏0 +𝑏1) ∈
T(R)LWE𝑠 (𝑚1 +𝑚2) while 𝑐𝑠𝑐𝑎𝑙𝑒 = (𝑎0 · 𝑧, 𝑏0 · 𝑧) ∈ T(R)LWE𝑠 (𝑚1 ∗ 𝑧) encrypts the scaling by 𝑧 ∈ ℜ, where ℜ is a ring
(typically, Z or Z𝑁 [𝑋 ]).

T(R)LWE samples also support external products by TRGSW samples, which are sets of ℓ𝑛 TRLWE samples. They
are rarely used to encrypt messages but are necessary for creating evaluation keys, which are self-encryptions of the
TLWE and TRLWE secret keys (the cryptosystem assumes circular security) necessary for providing fully homomorphic
evaluation. Contrary to the T(R)LWE samples, the set of TRGSW samples is a ring and supports both additions and
multiplications. We can also perform an external product between T(R)LWE and TRGSW samples. We denote the
set of TRGSW samples encrypting the message𝑚 ∈ Z𝑁 [𝑋 ] with key 𝑠 ∈ B𝑁 [𝑋 ]𝑛 and parameters 𝑘 = (𝑛, 𝑁, 𝜎, ℓ)
by TRGSW𝑠,𝑘 (m). For the most part of this paper, we can consider TRGSW encryption and decryption as black-box
algorithms.

As we scale, add, or multiply samples, the Gaussian error in the component𝑏 increases. For being a fully homomorphic
encryption scheme, and therefore allowing for the evaluation of an unbound number of consecutive operations, we need
to have tools for controlling the error growth. The bootstrap procedure, as first defined by Gentry [22], is a technique
that allows resetting the error to a default value established by the parameter set.
Manuscript submitted to ACM
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2.1 Bootstrapping

In TFHE, the bootstrap can be used not only for resetting the error but also to implement arbitrary (nonlinear) functions.
In its first version, TFHE’s bootstrap was capable of evaluating any logic gates with two-bit inputs. For implementing it,
it defines three main building blocks, which we describe in this section.

2.1.1 Public and Private Key Switching. The idea behind a key-switching algorithm is the homomorphic evaluation of
the phase of a ciphertext. Let 𝑐 = (𝑎, 𝑏) ∈ T(R)LWE𝑠,𝑘 (𝑚) be a T(R)LWE sample encrypting𝑚, the keyswitch algorithm
uses an encryption of the secret key 𝑠 , defined as KS𝑖 ∈ T(R)LWE𝑠′,𝑘′ (𝑠𝑖 ), to calculate the 𝑝ℎ𝑎𝑠𝑒 (𝑐) = 𝑏 − ⟨𝑎,KS⟩. The
result of this operation is 𝑐 ′ ∈ T(R)LWE𝑠′,𝑘′ (𝑚), allowing us, therefore, to switch keys and parameters. This process
also allows the evaluation of linear morphisms, i.e., any function 𝑓 for which 𝑝ℎ𝑎𝑠𝑒 (𝑓 (𝑐)) = 𝑓 (𝑝ℎ𝑎𝑠𝑒 (𝑐)). We should
note that, by this definition, 𝑓 can be a linear combination of several T(R)LWE samples, which allows us, for example,
to pack TLWE samples in TRLWE samples, a process called Packing Key Switching. Algorithm 1 shows the Public Key
Switching algorithm from TFHE. We should note that 𝑎𝑖 is decomposed before being multiplied by the encryption of 𝑠
(line 4) so that the error variance growth, which would be quadratic on the value of 𝑎𝑖 , is now significantly reduced.

Algorithm 1: Public Functional Key Switching (PublicKeySwitch) [14]

Input :𝑝 TLWE samples 𝑐 (𝑧) = (𝑎 (𝑧) , 𝑏 (𝑧) ) ∈ TLWE𝑠 (`𝑧), 𝑧 ∈ [[1, 𝑝]]
Input :a public R-Lipschitz linear function 𝑓 : T𝑇 ↦→ T𝑁 [𝑋 ]
Input :a precision parameter 𝑡 ∈ Z
Input :a Key Switching key KS𝑖, 𝑗 ∈ T(R)LWEs′ (

𝑠𝑖
2𝑗 ), for 𝑖 ∈ [[1, 𝑛]] and 𝑗 ∈ [[1, 𝑡]]

Output :a T(R)LWE sample 𝑐 ′ ∈ T(R)LWE𝑠′ (𝑓 (`𝑧)), for 𝑧 ∈ [[1, 𝑝]]
1 for 𝑖 ∈ [[1, 𝑛]] do
2 𝑎𝑖 ← 𝑓 (𝑎 (1)

𝑖
, 𝑎
(2)
𝑖
, ..., 𝑎

(𝑝)
𝑖
)

3 Let 𝑎𝑖 = ⌈𝑎𝑖 ⌋ 1
2𝑡

be the closest multiple of 1
2𝑡 to 𝑎𝑖

4 Decompose each 𝑎𝑖 =
∑𝑡

𝑗=1 𝑎𝑖, 𝑗 · 2−𝑗 , where 𝑎𝑖, 𝑗 ∈ B𝑁 [𝑋 ]
5 Return (0, 𝑓 (𝑏 (1)

𝑖
, 𝑏
(2)
𝑖
, ..., 𝑏

(𝑝)
𝑖
)) −∑𝑛

𝑖=1
∑𝑡

𝑗=1 𝑎𝑖, 𝑗 · KS𝑖, 𝑗

The private version of the function bootstrap is quite similar to the public one, differing by the fact that the function 𝑓
is embedded in the key switching key, i.e., 𝐾𝑆𝐾 ∈ T(R)LWE𝑠′,𝑘′ (𝑓 (𝑠)). This version is especially useful when 𝑓 depends
on secret information, such as the key, as occurs in Section 3.7. Algorithm 2 shows the private key switching from
TFHE.

2.1.2 Blind Rotate. Given a TLWE sample 𝑐 = (𝑎, 𝑏) ∈ TLWE𝑠 (𝑚) and a TRLWE sample 𝑡 ∈ TRLWE𝑠′ (𝑣), the
BlindRotate procedure computes 𝑡 ′ = TRLWE𝑠′ (𝑡𝑣 · 𝑋 ⌈𝑝ℎ𝑎𝑠𝑒 (𝑐)2𝑁 ⌋ ). Since this multiplication occurs modulo the
2𝑁 -th cyclotomic polynomial, the operation works as a negacyclic rotation of the polynomial 𝑡 ∈ T𝑁 [𝑋 ] by an amount
defined by the phase of 𝑐 (thus, a blind rotation). It is important to note that the phase contains the Gaussian error and
it is scaled by 2𝑁 . In addition to that, the rounding of each element of 𝑎 also introduces an error.

2.1.3 Sample Extract. Given a TRLWE sample 𝑐 ∈ TRLWE𝑠 (𝑝 =
∑𝑁−1
𝑖=0 𝑚𝑖𝑋

𝑖 ), it extracts a TLWE sample encrypting a
coefficient from the polynomial 𝑝 , i.e., SampleExtract𝑗 (𝑐) ∈ 𝑇𝐿𝑊𝐸𝑠′ (𝑚 𝑗 ), where 𝑠 ′ is the TLWE interpretation of 𝑠 .

2.1.4 Gate Bootstrapping. Using the previously defined building blocks, we can now define the gate bootstrap algorithm,
shown in Algorithm 4. We can summarize the idea behind this algorithm in three steps:
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Algorithm 2: Private Functional Key Switching (PrivateKeySwitch) [14]
Input :𝑝 TLWE samples 𝑐𝑘 = (𝑎𝑘 , 𝑏𝑘 ) ∈ TLWE𝑠 (`𝑘 ), 𝑘 ∈ [[1, 𝑝]]
Input :a precision parameter 𝑡 ∈ Z
Input :a Key Switching key KS𝑖, 𝑗,𝑘 ∈ T(R)LWE𝑠′ (

𝑓𝑘 (𝑠)𝑖
2𝑗 ), for 𝑖 ∈ [[1, 𝑛]], and KS𝑛+1, 𝑗,𝑘 ∈ T(R)LWE𝑠′ (

𝑓 (−1)
2𝑗 ),

for 𝑗 ∈ [[1, 𝑡]] and 𝑘 ∈ [[1, 𝑝]], where 𝑓𝑘 are linear morphisms
Output :a T(R)LWE sample 𝑐𝑜𝑢𝑡 ∈ T(R)LWE𝑠′ (𝑓 (`𝑘 )), for 𝑘 ∈ [[1, 𝑝]]

1 for 𝑘 ∈ [[1, 𝑝]] do
2 for 𝑖 ∈ [[1, 𝑛]] do
3 Let 𝑎𝑘,𝑖 = ⌈𝑎𝑘,𝑖 ⌋ 1

2𝑡
be the closest multiple of 1

2𝑡 to 𝑎𝑘,𝑖
4 Decompose each 𝑎𝑘,𝑖 =

∑𝑡
𝑗=1 𝑎𝑘,𝑖, 𝑗 · 2−𝑗 , where 𝑎𝑘,𝑖, 𝑗 ∈ B𝑁 [𝑋 ]

5 Return −∑𝑝

𝑘=1
∑𝑛+1
𝑖=1

∑𝑡
𝑗=1 𝑎𝑘,𝑖, 𝑗 · KS𝑘,𝑖, 𝑗

Algorithm 3: BlindRotate Algorithm [14]
Input :a sample 𝑐 = (𝑎1, ..., 𝑎𝑛, 𝑏) ∈ TLWE𝑠 (𝑚)
Input :a sample 𝑡𝑣 ∈ TRLWE𝑆 (𝑚)
Input :a list of samples 𝐶𝑖 ∈ TRGSW𝑆 (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Output :a TRLWE sample of 𝑐 ′ ∈ TRLWE𝑆 (𝑋 ⌈𝑝ℎ𝑎𝑠𝑒 (𝑐)2𝑁 ⌋ · 𝑡𝑣)

1 ACC← 𝑋−⌈𝑏2𝑁 ⌋ · 𝑡𝑣
2 for 𝑖 = 1 to 𝑝 do
3 ACC← CMUX(𝐶𝑖 , 𝑋 ⌈𝑎𝑖2𝑁 ⌋ · ACC,ACC)
4 return ACC

1 Procedure CMUX(C, A, B)
2 return 𝐶 · (𝐵 −𝐴) + 𝐵

(1) Set the accumulator vector, ACC, to be
∑𝑁
𝑖=0

1
4𝑋

𝑖 ∈ T𝑁 [𝑋 ]
(2) Use BlindRotate to calculate ACC ·𝑋−𝜙 (𝑐)2𝑁 mod Φ2𝑁

(3) Use SampleExtract to extract the constant term of rotated ACC.

In this logic gate version of TFHE, all messages should have values in the set { −14 ,
+1
4 }. However, the accumulation

of errors and the arithmetic part of the logic gate implementation cause these values to change. The gate bootstrapping
essentially rounds them back to the expected values. To exemplify, a NAND logic gate would be implemented as
NAND(𝑎, 𝑏) = GateBootstrap((0, 58 ) − 𝑎 − 𝑏).

3 STATE-OF-THE-ART ON TFHE AND IMPROVEMENTS

In this section, we describe the main proposals presented so far for improving core algorithms or functionalities of
TFHE. We also present our own novel ideas and methods. We should note that we do not include proposals made for
other cryptosystems. Although many could be adapted from schemes such as FHEW [18], GSW [23], or even CKKS [11],
we had to limit our efforts at some point. We also do not consider optimizations for building applications or high-level
functions with TFHE, as these are usually more specialized use cases.

3.1 The Functional Bootstrap

First defined by Boura et al. [5] in 2019, the idea of a functional bootstrap is to evaluate a function within the bootstrap
procedure either in addition to or instead of resetting the error. For TFHE, the functional bootstrap is a generalization
Manuscript submitted to ACM
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Algorithm 4: GateBootstrap algorithm [14]
Input :a TLWE sample 𝑐 = (𝑎, 𝑏) ∈ TLWE𝑠 (𝑚)
Input :a constant ` ∈ T
Input :a bootstrapping key BK𝑖 ∈ TRGSWS (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Output :𝑐 ′ ∈ 𝑇𝐿𝑊𝐸S (𝑚′ · `), where S ∈ B𝑁 is a vector (TLWE) interpretation of S ∈ B𝑁 [𝑋 ] and

𝑚′ =

{
1, if𝑚 < 0.5
−1, otherwise

1 𝑏 ← ⌈2𝑁𝑏⌋ and 𝑎𝑖 ← ⌈2𝑁𝑎𝑖 ⌋ ∈ Z2𝑁 for each 𝑖 ∈ [[1, 𝑛]]
2 𝑣 ← (1, 𝑋, 𝑋 2, ..., 𝑋𝑁−1) · ` ∈ T𝑁 [𝑋 ]
3 ACC← BlindRotate((0, 𝑣), (𝑎1, ..., 𝑎𝑛, 𝑏), (BK1, ...,BK𝑛))
4 return SampleExtract0 (ACC)

of the gate bootstrapping for arbitrary functions discretized in Lookup Tables (LUTs). This notion, we should note, is
not new to TFHE and was first introduced with the FHEW cryptosystem [18, 33]. Algorithm 5 shows the functional
bootstrap of TFHE.

Algorithm 5: FunctionalBootstrap algorithm [5, 15, 25]
Input :a TLWE sample 𝑐 = (𝑎, 𝑏) ∈ TLWE𝑠 ( 𝑚2𝐵 ), for𝑚 ∈ 𝑍𝐵
Input :an integer LUT 𝐿 = [𝑙0, 𝑙1, ..., 𝑙𝐵−1] ∈ Z𝐵𝐵
Input :a bootstrapping key BK𝑖 ∈ TRGSWS (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Output :𝑐 ′ ∈ TLWES ( 𝐿 [𝑚]2𝐵 ), where S ∈ B

𝑁 is a vector (TLWE) interpretation of S ∈ B𝑁 [𝑋 ]
1 𝑏 ← ⌈2𝑁𝑏⌋ and 𝑎𝑖 ← ⌈2𝑁𝑎𝑖 ⌋ ∈ Z2𝑁 for each 𝑖 ∈ [[1, 𝑛]]
2 𝑡𝑣 ← ∑𝑁−1

𝑖=0
1
2𝐵 · 𝑙 ⌊ 𝑖𝐵

𝑁
⌋𝑋

𝑖 ∈ T𝑁 [𝑋 ]
3 ACC← BlindRotate((0, 𝑡𝑣), (𝑎1, ..., 𝑎𝑛, 𝑏 + 1

4𝐵 ), (BK1, ...,BK𝑛))
4 return SampleExtract0 (ACC)

The first step for evaluating the arbitrary function is to discretize its domain, evaluate it in all discretized points, and
store the results in a lookup table (LUT). The LUT, then, needs to be encoded as a polynomial (line 2). Equation 1 details
this process. The Base 𝐵 is a discretization parameter.

𝐿 = [𝑙1 = 𝑓 (1), 𝑙2 = 𝑓 (2), ..., 𝑙𝐵 = 𝑓 (𝐵)] ↦→
𝑁 /𝐵−1∑
𝑖=0

𝑙1
2𝐵
𝑋 𝑖 +

2𝑁 /𝐵−1∑
𝑖=𝑁 /𝐵

𝑙2
2𝐵
𝑋 𝑖 + ... +

𝑁−1∑
𝑖=(𝐵−1)𝑁 /𝐵

𝑙𝐵

2𝐵
𝑋 𝑖 (1)

Likewise, messages also need to be encoded in a way that they map to integers, which can be achieved by discretizing
the torus. At this step, two parameters can define the discretization: numeric base (𝐵) or precision. The first refers to
the numeric base in which messages are decomposed when working with messages encrypted in several samples. The
second is the number of bits in each TLWE sample or in each coefficient of the polynomials in TRLWE samples that
are considered part of the message. Typically, 𝐵𝑎𝑠𝑒 = 2𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛−1, due to the negacyclic property, or 𝐵𝑎𝑠𝑒 = 2𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ,
when working with full-domain functional bootstraps (Section 3.5).

The negacyclic property. The table lookup is performed by using the BlindRotate to multiply the test vector by
𝑋−𝜙 (𝑐)2𝑁 . This multiplication occurs modulo the 2𝑁 -th cyclotomic polynomial and, therefore, presents a negacyclic
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property, i.e., let 𝑝 be a polynomial, 𝑝 · 𝑋𝑁 = −𝑝 . This property restricts the use of the functional bootstrap to anti-
symmetric functions, i.e., functions 𝑓 such that 𝑓 (𝑥 + 𝑁 ) = −𝑓 (𝑥). For arbitrary functions, we avoid the negacyclic
property by using only the first half of the torus to encode messages.

Evaluating encrypted LUTs and private functions. Algorithm 5 receives a LUT represented as an array of integers in
Z𝐵
𝐵
, but it could receive directly the test vector (𝑡𝑣) polynomial (calculated in line 2) or even a TRLWE sample encrypting

𝑡𝑣 . This last case is especially useful for evaluating private functions, but the error variance of the encrypted LUT is
added to the output error variance of the algorithm. This version can also be used to evaluate multi-variable functions,
as we can use the Packing Key Switch to create LUTs from function inputs [25]. In this case, the output error variance
is always greater than at least one of the function inputs, limiting the bootstrap’s error-reducing capabilities.

3.2 The Improved Programmable Bootstrap

The programmable bootstrap, proposed in 2020 by Chillotti et al. [15], is essentially the same technique as the functional
bootstrap but defined using a discretized notation of TFHE. Nonetheless, a subsequent improved version of this
technique [16], proposed in 2021, introduced new parameters that allow for slicing and selecting just part of the input to
evaluate the function over. Let 𝑐 = (𝑎, 𝑏) ∈ TLWE( 𝑚2𝐵 ) be a TLWE sample encrypting𝑚 and let �̃� be the binary vector
representation of𝑚, i.e.𝑚 =

∑ ⌊log2𝑚⌋
𝑖=0 2𝑖�̃�. The improved version of the Programmable Bootstrap allows to evaluate

𝑓 (∑𝑗−𝑖
𝑘=0 2

𝑘�̃�𝑘+𝑖 ), for any 𝑖 ≤ 𝑗 ∈ [[0, ⌊log2𝑚⌋]]. In this way, it makes it possible to decompose messages and bootstrap
decomposed digits separately. This feature can be leveraged by methods that work over decomposed messages for
enabling the evaluation of large lookup tables representing functions with high precision. We further discuss them in
Section 3.6.

Algorithm 6 describes the improved version of the programmable bootstrap using the functional bootstrap of TFHE.

Algorithm 6: Improved Programmable Bootstrap (PBS) [16]
Input :a TLWE sample 𝑐 = (𝑎, 𝑏) ∈ TLWE𝑠 ( 𝑚2𝐵 ), for𝑚 ∈ 𝑍𝐵
Input :an integer LUT 𝐿 = [𝑙0, 𝑙1, ..., 𝑙𝐵−1] ∈ Z𝐵𝐵
Input :message slicing parameters ^ and \
Input :a bootstrapping key BK𝑖 ∈ TRGSWS (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Output :𝑐 ′′ ∈ TLWES ( 𝐿 [𝑚]2𝐵 ), where S ∈ B

𝑁 is a vector (TLWE) interpretation of S ∈ B𝑁 [𝑋 ]
1 𝑏 ′ ← ⌊𝑏 · 2^⌉ 1

2\
∈ T

2 𝑎′
𝑖
← ⌊𝑎𝑖 · 2^⌉ 1

2\
∈ T for each 𝑖 ∈ [[1, 𝑛]]

3 Let 𝑐 ′ = (𝑎′, 𝑏) ∈ TLWE𝑠 (⌊ 𝑚2𝐵 · 2
^⌉ 1

2\
)

4 return FunctionalBootstrap(𝑐 ′, 𝐿, 𝐵𝐾)

3.3 The Multi-Value Functional Bootstrap (MVFB)

Evaluating several different functions over the same input is a necessity not only for high-level applications but even
for core procedures of the cryptosystem, such as the Circuit Bootstrap (Section 3.7) and the Tree-Based Functional
Bootstrap (Section 3.6). The multi-value functional bootstrap is a technique that allows these evaluations to occur at a
much smaller cost than executing several (single-value) functional bootstraps. The most straightforward solution for
implementing the multi-value bootstrap would be using the BlindRotate to calculate just 𝑐 ′ ∈ TRLWE(𝑋 ⌈𝑝ℎ𝑎𝑠𝑒 (𝑐)2𝑁 ⌋ )
Manuscript submitted to ACM
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and, then, multiplying it by each LUT (encoded in polynomials). In 2019, Carpov et al. [9] proposed a better method
based on decomposing the polynomials that encoded the LUTs to achieve a better error output. Algorithm 7 describes it.

Algorithm 7:Multi-Value Functional Bootstrap algorithm (MVFB) [9]
Input :a TLWE sample 𝑐 = (𝑎 = [𝑎1, 𝑎2, ..., 𝑎𝑛], 𝑏) ∈ TLWE𝑠 ( 𝑚2𝑁 ),𝑚 ∈ Z2𝑁
Input :a scale factor 𝜏
Input :𝑞 LUTs encoded in polynomials 𝑇𝑉𝐹𝑖 ∈ Z𝑁 [𝑋 ], for 𝑖 ∈ [[1, 𝑞]]
Input :a bootstrapping key BK𝑖 ∈ TRGSWS (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Output :An array of TLWE samples 𝑐 ′

𝑖
∈ TLWES ( 𝐹𝑖 (𝑚)2𝑁 ) for 𝑖 = 1, ..., 𝑞, where S ∈ B𝑁 is a vector interpretation

of S ∈ B𝑁 [𝑋 ]
1 𝑏 ← ⌊2𝑁𝑏⌉, 𝑎𝑖 ← ⌊2𝑁𝑎𝑖 ⌉ ∈ Z2𝑁 for each 𝑖 ∈ [[1, 𝑛]]
2 𝑣 ← 1

2
∑𝑁−1
𝑖=0 𝑋 𝑖 · 1

2𝑁 · 𝜏 ∈ T𝑁 [𝑋 ]
3 ACC← BlindRotate((0, 𝑣), (𝑎1, ..., 𝑎𝑛, 𝑏), (BK1, ...,BK𝑛))
4 𝑐 ′

𝑖
= SampleExtract0(

𝑇𝑉𝐹𝑖

𝑣 · ACC), for each 𝑖 ∈ [[1, 𝑞]]
5 return 𝑐 ′

This method is a significant improvement over the straightforward version, but it still introduces significantly more
errors than the single-value counterpart. Carpov et al. [9] estimates the error output variance of their multi-value
bootstrap as given by Equation 2, where 𝜎𝐹𝐵 is the output error variance of the (single-value) functional bootstrap.

𝑉𝑎𝑟 (𝐸𝑟𝑟 (𝑐)) ≤ 𝑠 (𝑞 − 1)2𝜎𝐹𝐵 (2)

In 2021, Guimarães et al. [25] improved the method by introducing a base composition with linear error growth,
based on the scaling algorithm described in Algorithm 8. Equation 3 shows the final output error variance. Both
works, however, start from the assumption that the square norm of the polynomial representing the LUT, ∥𝑇𝑉𝑓 ∥22 ,
is smaller than 𝑠 (𝑞 − 1)2, where 𝑠 and 𝑞 are, respectively, the input and output bases. This equation is not true in all
cases. Let us take, for example, a 4-slot LUT with values [1, 0, 1, 1], input base 4, and output base 2. The factorized
version would be [2,−1, 1, 0], for which the square norm is 22 + −12 + 12 = 6, which should be smaller or equal than
𝑠 (𝑞 − 1)2 = 4(2 − 1)2 = 4. This is a corner case for their error estimations, which, in this work, we solve by applying the
same scaling algorithm used in the base composition (Algorithm 8) to the multiplication by the first element of the
factorized LUT. In our example, while the square norm is still 22 + −12 + 12 = 6, the variance growth is linear on the
first element, thus presenting a final growth of 21 + −12 + 12 = 4.

𝑉𝑎𝑟 (𝐸𝑟𝑟 (𝑐)) ≤ 𝑠 (𝑞 − 1)𝜎𝐹𝐵 (3)

Bootstrapping Many LUTs. In 2021, Chillotti et al. [16] presented a newmethod for the multi-value bootstrap. Different
from the previous ones, their method does not incur additional errors nor affect performance. On the other hand, the
number of LUTs evaluated in each bootstrap is limited by the cryptosystem parameters. Algorithm 9 describes the
Bootstrap Many LUTs procedure.

3.4 Tensor product

As first defined, T(R)LWE samples cannot be directly multiplied by one another. However, there are several FHE
schemes also based on the RLWE problem presenting tensorial multiplications between samples [11, 20]. In 2021,
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Algorithm 8:Multiplication (scaling) using the multi-value extract (MultiValueExtractScaling) [25]
Input :a TRLWE sample 𝑐 ∈ TRLWES (p), which is the accumulator (ACC) of a previous functional bootstrap,

and a cleartext scalar 𝑏 ∈ Z
Output :a TLWE sample 𝑐 ′ ∈ TLWES (𝑏 · 𝑝0), where 𝑝0 is the constant term of 𝑝 , and S ∈ B𝑁 is a vector

interpretation of S ∈ B𝑁 [𝑋 ]
1 𝑐 ′ ← TLWES (0)
2 𝑐 ′ ← 𝑐 ′ + SampleExtract𝑖 (𝑝), for each 𝑖 ∈ [[0, ⌈𝑏2 ⌉ − 1]]
3 𝑐 ′ ← 𝑐 ′ − SampleExtract𝑖 (𝑝), for each 𝑖 ∈ [[𝑁 − ⌊𝑏2 ⌋, 𝑁 − 1]]
4 Return 𝑐 ′

Algorithm 9: Bootstrap ManyLUT (BML) [16]
Input :a TLWE sample 𝑐 = (𝑎 = [𝑎1, 𝑎2, ..., 𝑎𝑛], 𝑏) ∈ TLWE𝑠 ( 𝑚2𝑁 ),𝑚 ∈ Z2𝑁
Input :a set L of q lookup tables, each represented by an array 𝐿𝑖 ∈ T𝐵 encoding a function 𝐹𝑖 , for 𝑖 ∈ [[0, 𝑞)
Input :a bootstrapping key BK𝑖 ∈ TRGSWS (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Output :An array of TLWE samples 𝑐 ′

𝑖
∈ TLWES (𝐹𝑖 (𝑚)) for 𝑖 ∈ [[0, 𝑞), where S ∈ B𝑁 is a vector interpretation

of S ∈ B𝑁 [𝑋 ]
1 𝑟 ← 𝑁

𝑞𝐵

2 𝑏 ← ⌊2𝑁𝑏⌉, 𝑎𝑖 ← ⌊2𝑁𝑎𝑖 ⌉ ∈ Z2𝑁 for each 𝑖 ∈ [[1, 𝑛]]
3 𝑣 ← ∑𝐵−1

𝑖=0
∑𝑞−1

𝑗=0
∑𝑟−1
𝑘=0 𝐿𝑗,𝑖𝑋

(𝑖𝑞+𝑗)𝑟+𝑘

4 ACC← BlindRotate((0, 𝑣), (𝑎1, ..., 𝑎𝑛, 𝑏 + 1
4𝐵𝑞 ), (BK1, ...,BK𝑛))

5 𝑐 ′
𝑖
= SampleExtract𝑖𝑟 (ACC), for each 𝑖 ∈ [[0, 𝑞)

6 return 𝑐 ′

Chillotti et al. [16] showed that it is possible to implement the BFV-like [20] tensor product using TFHE parameters.
They also showed how it can be used to perform a multiplication between TLWE samples. While their work presents
all the necessary error estimations and parameters, it remained a purely theoretical contribution without practical
implementations so far. In this work, we implement the BFV-like tensor product in TFHE for TRLWE samples with 𝑛 = 1
(following the TRLWE definition of Chillotti et al. [16]). Algorithm 10 describes the tensor product, and Algorithm 11
shows the multiplication between TLWE samples.

Algorithm 10: TRLWE tensor product (TensorProd) [16]

Input : two TRLWE samples 𝑐𝑖 = (𝑎𝑖 , 𝑏𝑖 ) ∈ TRLWE𝑠 ( 𝑝𝑖𝐵 ), for 𝑝𝑖 ∈ Z𝑁 [𝑋 ] and 𝑖 ∈ {0, 1}
Input :a relinearization key RLK𝑖 ∈ TRGSW𝑠 ( 𝑠

2

𝔅𝑗 ), for 𝑗 ∈ [[1, 𝑡]]
Input :an integer precision parameter 𝑞 ∈ N
Output :𝑐 ′ ∈ 𝑇𝑅𝐿𝑊𝐸𝑠 ( 𝑝0 ·𝑝1𝐵

)
1 𝑄 ← 𝑞2,Δ← log2 (𝑞/𝐵)
2 𝐴𝑖 ← 𝑞𝑎𝑖 , 𝐵𝑖 ← 𝑞𝑏𝑖 , for 𝑖 ∈ {0, 1}
3 𝑇 ← ⌊ ⌊𝐴1 ·𝐴2 ⌉𝑄

Δ ⌉𝑞
4 𝐴′ ← ⌊ ⌊𝐴1 ·𝐵2+𝐵1 ·𝐴2 ⌉𝑄

Δ ⌉𝑞
5 𝐵′ ← ⌊ ⌊𝐵1 ·𝐵2 ⌉𝑄

Δ ⌉𝑞
6 Decompose 𝑇 /𝑞, such that 𝑇 /𝑞 =

∑𝑡
𝑗=1𝑇

′
𝑗
·𝔅−𝑗

7 return (𝐴′/𝑞, 𝐵′/𝑞) +∑𝑡
𝑖=1𝑇

′
𝑖
· RLK𝑖
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Algorithm 11: TLWE multiplication (TLWEMult) [16]
Input : two TLWE samples 𝑐𝑖 = (𝑎𝑖 , 𝑏𝑖 ) ∈ TLWE𝑠 (𝑚𝑖

𝐵
), for𝑚𝑖 ∈ Z𝐵 and 𝑖 ∈ {0, 1}

Input :a relinearization key RLK𝑖 ∈ TRGSW𝑠 ( 𝑠
2

𝔅𝑗 ), for 𝑗 ∈ [[1, 𝑡]]
Input :an integer precision parameter 𝑞 ∈ N
Input :a Key Switching key KSK𝑖, 𝑗 ∈ T(R)LWES (

𝑠𝑖
2𝑗 ), for 𝑖 ∈ [[1, 𝑛]] and 𝑗 ∈ [[1, 𝑡]]

Output :𝑐 ′ ∈ 𝑇𝐿𝑊𝐸𝑠 (𝑚0×𝑚1
𝐵
)

1 𝑓 : T ↦→ T𝑁 [𝑋 ] =𝑚 ↦→𝑚𝑋 0

2 𝐶0 ← PublicKeySwitch(𝑐0, 𝑓 , 𝐾𝑆𝐾)
3 𝐶1 ← PublicKeySwitch(𝑐1, 𝑓 , 𝐾𝑆𝐾)
4 𝐶𝑚𝑢𝑙 ← TensorProd(𝐶0,𝐶1, 𝑅𝐿𝐾,𝑞)
5 return SampleExtract0 (𝐶𝑚𝑢𝑙 )

Integer precision. In Algorithm 10, we use an integer precision parameter 𝑞 ∈ N to map (by scaling) elements from
the torus to Z𝑞 . This is not necessary for the definition of the algorithm, but it shows the required precision of the
underlying polynomial arithmetic implementation. Typically, 𝑞 = 232 or 𝑞 = 264. In the first case, multiplications can be
performed directly using the FFT without adding significant error. In the latter, the multiplication might require up to
128 bits of precision depending on the input base 𝐵. Considering that, in this work, we also implement a version of the
TRLWE tensor product using 128-bit polynomial multiplication based on the Karatsuba algorithm [27].

3.5 Full-Domain Functional Bootstrap (FDFB)

The functional bootstrap is capable of evaluating arbitrary functions only if the input is in the first half of the torus,
due to the negacyclic property (Section 3.1). Thus, it is a half-domain functional bootstrap (HDFB). It also is not able to
perform modular (cyclic) arithmetic. The full-domain functional bootstrap (FDFB) is a variant that overcomes such
restrictions and operates over the entire input domain following modular cyclic arithmetic. There are several techniques
for implementing it [16, 17, 29, 38], and, in general, they evaluate an arbitrary function 𝑓 by decomposing it into
multiple sub-functions 𝑓𝑖 and evaluating each 𝑓𝑖 with an HDFB. In this work, we implement all solutions that are not
purely based on high-level function pre-processing. Specifically, we implement all that require modifications to or
introduce new building blocks to the cryptosystem. The following sections discuss them.

3.5.1 The Tensor Product method. Chillotti et al. [16] were the first to present a full-domain functional bootstrap for
TFHE or, as they defined, a without-padding programmable bootstrap (WoP-PBS). Algorithm 12 shows their technique,
proposed in 2021.

3.5.2 The PubMux Method. In 2021, Kluczniak and Schild [29] proposed a technique for the FDFB based on the
definition of a public version of TFHE’s C multiplexer (CMUX, Algorithm 4). In this version, the inputs are polynomials
(instead of T(R)LWE samples), and the selector is a TLWE sample (instead of a TRGSW sample). Algorithm 13 presents
their technique. It first calculates the input sign, then uses it to select, using the PubMux method, between LUTs
encoding the subfunctions 𝑓0 = 𝑓 and 𝑓1 = −𝑓 . The result is used as a test vector for a regular functional bootstrap using
the same input.

3.5.3 The Chaining Method. The FDFB presented by Chillotti et al. [16] is the state-of-the-art on performance, requiring
just one multi-value bootstrap. However, it still introduces more errors than the original FB, as it selects between the
bootstrap lookup results using the TRLWE tensor product. In this section, we introduce a novel method for performing
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Algorithm 12: Full-Domain Functional Bootstrap based on TLWEMult (FDFB-CLOT21) [16]
Input :a TLWE sample 𝑐 = (𝑎, 𝑏) ∈ TLWE𝑠 (𝑚𝐵 ), for𝑚 ∈ 𝑍𝐵
Input :an integer LUT 𝐿 = [𝑙0, 𝑙1, ..., 𝑙𝐵−1] ∈ Z𝐵𝐵
Input :a bootstrapping key BK𝑖 ∈ TRGSWS (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]].
Input :a relinearization key RLK𝑖 ∈ TRGSW𝑠 ( 𝑠

2

𝔅𝑗 ), for 𝑗 ∈ [[1, 𝑡]]
Input :an integer precision parameter 𝑞 ∈ N
Input :a key switching key KSK𝑖, 𝑗 ∈ T(R)LWES (

𝑠𝑖
2𝑗 ), for 𝑖 ∈ [[1, 𝑛]] and 𝑗 ∈ [[1, 𝑡]]

Output :𝑐 ′ ∈ 𝑇𝐿𝑊𝐸S ( 𝐿 [𝑚]2𝐵 ), where S ∈ B
𝑁 is a vector (TLWE) interpretation of S ∈ B𝑁 [𝑋 ]

1 𝑐𝑎 ← FunctionalBootstrap(𝑐, 𝐿[0 : 𝐵
2 ], 𝐵𝐾)

2 𝑐𝑏 ← FunctionalBootstrap(𝑐, 𝐿[ 𝐵2 : 𝐵], 𝐵𝐾)
3 𝑐𝑠𝑖𝑔𝑛 ← FunctionalBootstrap(𝑐, [ 12𝐵 , ....,

1
2𝐵 ], 𝐵𝐾)

4 𝑐𝑎𝑠 ← TLWEMult(𝑐𝑎, 𝑐𝑠𝑖𝑔𝑛 + (0, 1
2𝐵 ), 𝑞, RLK,KSK)

5 𝑐𝑏𝑠 ← TLWEMult(𝑐𝑏 , 𝑐𝑠𝑖𝑔𝑛 − (0, 1
2𝐵 ), 𝑞, RLK,KSK)

6 return 𝑐𝑎𝑠 + 𝑐𝑏𝑠

Algorithm 13: Full-Domain Functional Bootstrap based on PubMux (FDFB-KS21) [29]
Input :a TLWE sample 𝑐 = (𝑎, 𝑏) ∈ TLWE𝑠 (𝑚𝐵 ), for𝑚 ∈ 𝑍𝐵
Input :an integer LUT 𝐿 = [𝑙0, 𝑙1, ..., 𝑙𝐵−1] ∈ Z𝐵𝐵
Input :a bootstrapping key BK𝑖 ∈ TRGSWS (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Input :precision parameters ℓ,𝔅 ∈ N
Input :a key switching key KSK𝑖, 𝑗 ∈ T(R)LWES (

𝑠𝑖
2𝑗 ), for 𝑖 ∈ [[1, 𝑛]] and 𝑗 ∈ [[1, 𝑡]].

Output :𝑐 ′ ∈ 𝑇𝐿𝑊𝐸S ( 𝐿 [𝑚]𝐵
), where S ∈ B𝑁 is a vector (TLWE) interpretation of S ∈ B𝑁 [𝑋 ]

1 𝑝1 ←
∑ 𝐵

2 −1
𝑖=0

∑ 2𝑁
𝐵

𝑗=0
𝑙𝑖
𝐵
𝑋

2𝑁𝑖
𝐵
+𝑗

2 𝑝2 ←
∑ 𝐵

2 −1
𝑖=0

∑ 2𝑁
𝐵

𝑗=0 −
𝑙
𝑖+ 𝐵2
𝐵
𝑋

2𝑁𝑖
𝐵
+𝑗

3 𝑐𝑠𝑖𝑔𝑛,𝑖 ← FunctionalBootstrap(𝑐, [ 1
2𝔅𝑖 , ....,

1
2𝔅𝑖 ], 𝐵𝐾) − 1

2𝔅𝑖 , for 𝑖 ∈ [[0, ℓ)
4 𝑡𝑣 ← PubMux(𝑐𝑠𝑖𝑔𝑛, 𝑝1, 𝑝2)
5 return FunctionalBootstrap(𝑐, 𝑡𝑣, 𝐵𝐾)
1 Procedure PubMux(C, A, B)
2 𝐵𝐴← 𝐵 −𝐴
3 Let 𝐵𝐴′ be the decomposition of 𝐵𝐴 in base 𝔅, s.t. 𝐵𝐴 =

∑ℓ−1
𝑖=0 𝐵𝐴

′
𝑖
·𝔅−𝑖

4 return 𝐵 +∑ℓ−1
𝑖=0 𝐶𝑖 · 𝐵𝐴′𝑖

the full-domain functional bootstrap that provides the same error variance output as the basic (half-domain) FB.
Algorithm 14 describes it. Despite requiring two functional bootstraps, the algorithm combines them using the chaining
method [25], which provides the lowest output error variance. We note that this method can be seen as an extension
of the FullFBS presented by Yang et al. [38] for their cryptosystem (TOTA), although their method only removes the
negacyclicity, without addressing full-domain evaluation specifically. One can obtain the original technique from Yang et
al. [38] by replacing line 1 of Algorithm 14 with line 2 of Algorithm 5.

3.6 Evaluating large Lookup tables

All methods and variations of the functional bootstrap we presented so far have a common limitation: The message is
encrypted in a single sample, and the size of the LUT is limited by the parameters of the cryptosystem. In practice, it is
Manuscript submitted to ACM
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Algorithm 14: Full-Domain Functional Bootstrap based on Chaining (FDFB-C)
Input :a TLWE sample 𝑐 = (𝑎, 𝑏) ∈ TLWE𝑠 (𝑚𝐵 ), for𝑚 ∈ 𝑍𝐵
Input :an integer LUT 𝐿 = [𝑙0, 𝑙1, ..., 𝑙𝐵−1] ∈ Z𝐵𝐵
Input :a bootstrapping key BK𝑖 ∈ TRGSWS (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Output :𝑐 ′ ∈ 𝑇𝐿𝑊𝐸S ( 𝐿 [𝑚]𝐵

), where S ∈ B𝑁 is a vector (TLWE) interpretation of S ∈ B𝑁 [𝑋 ]

1 𝑡𝑣 ← ∑ 𝐵
2 −1
𝑖=0

∑1
𝑗=0

∑𝑁
𝐵
−1

𝑘=0
1
𝐵
𝑙 𝑗𝐵

2 +𝑖
𝑋 (2𝑖+𝑗)

𝑁
𝐵
+𝑘

2 𝑐𝑠𝑖𝑔𝑛 ← FunctionalBootstrap(𝑐, [ 𝐵+14𝐵 , ....,
𝐵+1
4𝐵 ], 𝐵𝐾) −

𝐵+1
4𝐵

3 return FunctionalBootstrap(𝑐 + 𝑐𝑠𝑖𝑔𝑛, 𝑡𝑣, 𝐵𝐾)

not possible to efficiently evaluate functions with more than 6 bits of precision with these methods [16]. To evaluate
large lookup tables, it is necessary to decompose the message into several ciphertexts and combine the evaluation of
several small LUTs over the decomposed digits. In 2021, Guimarães et al. [25] introduced two methods for evaluating
large LUTs. Algorithm 15 describes the tree-based functional bootstrap.

Algorithm 15: Tree-based functional bootstrap (TreeFB) [25]

Input :a set of TLWE samples 𝑐𝑖 ∈ TLWE𝑠 (𝑚𝑖

2𝐵 ), such that
∑𝑑−1
𝑖=0 𝑚𝑖𝐵

𝑖 =𝑚 encodes the integer𝑚 in base 𝐵
with 𝑑 digits

Input :a set L of 𝐵𝑑 polynomials ∈ Z𝑁 [𝑋 ] encoding the lookup table of an arbitrary function F
Input :a bootstrapping key BK𝑖 ∈ TRGSWS (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Input :a Key Switching key KS𝑖, 𝑗 ∈ T(R)LWEs (

𝑠𝑖
2𝑗 ), for 𝑖 ∈ [[1, 𝑛]] and 𝑗 ∈ [[1, 𝑡]]

Output :A TLWE sample 𝑐 ′ ∈ TLWES ( 𝐹 (𝑚)2𝐵 ), where S ∈ B
𝑁 is a vector (TLWE) interpretation of S ∈ B𝑁 [𝑋 ]

1 TV← L
2 𝑓 : T𝐵 ↦→ T𝑁 [𝑋 ] = (𝑎1, ..., 𝑎𝐵) ↦→ 𝑎1𝑋𝑁−1 + ... + 𝑎𝐵
3 for 𝑖 ← 0 to 𝑑 − 1 do
4 𝑐 ′ ← MVFB(𝑐𝑖 ,TV, BK)
5 for 𝑗 ← 1 to 𝐵𝑑−𝑖−2 do
6 TV𝑗−1 ← PublicKeySwitch((𝑐 ′ ( 𝑗−1)×𝐵, ..., 𝑐 ′ 𝑗×𝐵), 𝑓 ,KS)
7 return 𝑐 ′0

They also introduced a chaining method (ChainingFB) for combining multiple functional bootstraps, which is more
intricate to implement but provides better error output variance. Its implementation is specific to each function. In
summary, the method boils down to using linear combinations of an FB output as the selector for the next. Algorithm 14
exemplifies it. Guimarães et al. [25] remarks that, although more functionally restricted, the method is especially good
for evaluating functions with carry-like or test logics. In 2022, Clet et al. [17] showed that the method is capable of
evaluating any function by using a digit composition as linear combination, i.e., (𝑎0, 𝑎1) ↦→ 𝑎0 + 𝑎1 · 𝐵, where 𝐵 is the
numeric base. This composition, however, requires quadratically larger parameters, and it is still unclear whether it
would improve the evaluation of arbitrary high-level functions.

3.7 The Circuit Bootstrap

Working with T(R)LWE samples is usually the norm in TFHE, as computation is cheaper both for arithmetic and
FB-based arbitrary function evaluation. However, several techniques require samples to be encrypted as TRGSW [14]
samples. In this context, the Circuit Bootstrap, first proposed by Chillotti et al. in 2016, is a technique for producing
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a TRGSW sample from a TRLWE one. Since it is based on the functional bootstrap, the content of the fresh sample
can be arbitrarily defined by a function. Algorithm 16 defines the circuit bootstrap based on the functional bootstrap.
Since it requires the evaluation of several functions over the same input, we can use the BML algorithm, presented in
Section 3.3, to accelerate the computation (as suggested by Chillotti et al. [16]) at the cost of a slightly increased error
rate.

Algorithm 16: CircuitBootstrap algorithm [14]

Input :a TLWE sample 𝑐 = (𝑎, 𝑏) ∈ TLWE𝑠 (𝑚) for𝑚 ∈ {0, 14 }
Input :a constant ` ∈ T
Input :a bootstrapping key BK𝑖 ∈ TRGSW𝑠′ (𝑠𝑖 ), for 𝑖 ∈ [[1, 𝑛]]
Input :a Private Key Switching key KSA𝑖, 𝑗 ∈ T(R)LWE𝑠′ (

𝑓 (𝑠)𝑖
2𝑗 ), for 𝑖 ∈ [[1, 𝑛]], and

KS𝑛+1, 𝑗 ∈ T(R)LWE𝑠′ (
𝑓 (−1)
2𝑗 ), for 𝑗 ∈ [[1, 𝑡]] and 𝑓 : B ↦→ B𝑁 [𝑋 ] = (𝑠) ↦→ 𝑠 · −𝑠 ′

Input :a Key Switching key KSB𝑖, 𝑗 ∈ T(R)LWEs′ (
𝑠𝑖
2𝑗 ), for 𝑖 ∈ [[1, 𝑛]] and 𝑗 ∈ [[1, 𝑡]]

Output :𝑐 ′ ∈ TRGSW𝑠′,(ℓ,𝔅) (𝑚′ · `), where𝑚′ =
{
1, if𝑚 ∈ [[0.25, 0.5)
0, otherwise

1 𝑓 : T ↦→ T𝑁 [𝑋 ] =𝑚 ↦→𝑚 · 𝑋 0

2 for 𝑖 ← 1 to ℓ do
3 𝑐 ← FunctionalBootstrap(𝑐, [0,𝔅−𝑖 ], 𝐵𝐾)
4 𝑐 ′

𝑖
← PrivateKeySwitch(𝑐,KSKA)

5 𝑐 ′
ℓ+𝑖 ← PublicKeySwitch(𝑐, 𝑓 ,KSKB)

6 return 𝑐 ′

3.8 The Full TRGSW bootstrap

The TreeFB algorithm (Section 3.6) supposes the use of the multi-value functional bootstrap for every level of the tree
to achieve a linear number of bootstraps. However, after the first (base) level of the tree, LUTs are encrypted in TRLWE
samples (instead of encoded in clear-text polynomials). Carpov et al. [9] MVFB (Algorithm 7) does not operate over
encrypted test vectors and Chillotti et al. [16] BML (Algorithm 9) supports a limited number of LUTs. Guimarães et
al. [25] suggests using the CircuitBootstrap to employ the MVFB over encrypted LUTs, but they did not implement
the technique as it would require an implementation supporting 64-bit torus precision. Our library not only provides
this precision level but also all optimizations for the CircuitBootstrap discussed by them [25]. We note, however,
that instead of executing the regular FB plus a CircuitBootstrap, we can just directly perform a full TRGSW bootstrap,
which uses the same number of BlindRotate executions as the CircuitBootstrap, but saves time by avoiding key
switchings.

The full TRGSW bootstrap is similar to the functional bootstrap described in Algorithm 5, but the accumulator
vector is a TRGSW sample instead of a TRLWE sample. In this way, the external products become internal products
between TRGSW samples, which are at least ℓ times more expensive but have the same output error variance. The
result produced by the algorithm, encrypting 𝑋 ⌈𝑝ℎ𝑎𝑠𝑒 (𝑐)2𝑁 ⌋ , is also a TRGSW sample and can, therefore, be multiplied
by the decomposed LUTs in Carpov et al. method, even when they are encrypted in TRLWE samples. Different from the
original MVFB, the output error variance of such multiplication depends on the square norm of the TRGSW samples,
and not on the LUT. In this way, Carpov et al. decomposition presents no advantage anymore, and we can use the
straightforward version of the multi-value bootstrap described at the beginning of Section 3.3.
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3.9 T(R)LWE conversion

The Key Switching algorithm is one of the core procedures of TFHE, and its performance degrades rather fastly for
large parameters when inputs are TLWE samples. For TRLWE samples, on the other hand, the Key Switching can
be sped up by using the FFT to perform multiplications, which comes at the cost of an increased error rate. In 2021,
Chen et al. [10] presented several algorithms that allow performing TLWE Key Switching using TRLWE Key Switching
methods. For TLWE-to-TRLWE conversion, however, their algorithm multiplies the coefficients of the result by 𝑁 (the
modulo polynomial degree) as a side effect, since it is based on the Galois permutation. In the standard instantiation of
TFHE, coefficients are in the real torus and 𝑁 does not have an inverse. In this way, we implement their algorithms for
completeness, but we did not find many cases in which it could be used efficiently. Specifically, it is possible to use such
algorithms in cases in which the message can be divided by 𝑁 using bootstraps or before encryption.

3.10 The BlindRotate Unfolding

The BlindRotate is the most expensive operation in TFHE’s bootstrap. It calculates 𝑋
∑𝑛

𝑖=1 𝑠𝑖𝑎𝑖 . Its most expensive
operations, in turn, are the multiplications by TRGSW samples, which encrypt 𝑠𝑖 . In 2018, Zhou et al. [40] showed how
to reduce the number of multiplications by unfolding the BlindRotate loop. Equation 4 shows their proposal. In the
same year, Bourse et al. [6] improved the unfolding equation by calculating the last term from the first three. They also
suggest the equation could be generalized to large unfoldings. In this work, we implemented this generalization and
tested unfoldings of sizes 2, 4, and 8.

𝑋𝑎𝑠+𝑎′𝑠′ = 𝑠𝑠 ′𝑋𝑎+𝑎′ + 𝑠 (1 − 𝑠 ′)𝑋𝑎 + (1 − 𝑠)𝑠 ′𝑋𝑎′ + (1 − 𝑠) (1 − 𝑠 ′). (4)

3.11 Public Key compression

The bootstrap operation and, to a lesser degree, the key switching algorithm are the most time-consuming procedures in
TFHE. Both of them, however, can be sped up at the cost of larger keys. Specifically, one can increase the decomposition
base of the key switching and the BlindRotate unfolding in the bootstrap. In both cases, it is possible to achieve
linear gains on performance with exponential growth on the key size. Techniques for compressing evaluation keys
are broadly available in the literature. For TFHE, Chillotti et al. [14] suggest storing just the pseudo-random number
generator (PRNG) seed used to generate the 𝑎 component of TRLWE samples and only generating 𝑎 when necessary.
This technique gives up to 𝑛 times storage gain, but so far has not been implemented for TFHE. In this work, we not
only implement the idea but also show how we can use it to improve execution time in the key switching algorithm.

Algorithm 17 shows the core TRLWE subtraction algorithm used in the key switching. We could use any PRNG to
implement it, but SHAKE256 [19] was a convenient choice as we were already using it for the rest of the implementation,
and it is a cryptographically secure PRNG. This version provides almost two times storage and memory usage reduction
for TRLWE key switching keys and bootstrap keys. However, it slows down the execution by more than 10 times.
We could minimize the impact of this slowdown by expanding the entire keys at loading time, but we would lose the
memory usage gains, which are one of the most important benefits of this technique.

To solve this problem, we implement the key switching as shown in Algorithm 18. There are two main changes to
note in this version:

(1) We replace SHAKE256 by Xoroshiro [2, 37], a much faster PRNG, but that is not considered cryptographically
secure. There are several examples of using such generators for generating public information, as is the case of
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Algorithm 17: TRLWE subtraction

Input :a compressed TRLWE sample 𝑐0 = (𝑠𝑒𝑒𝑑𝑎0 , 𝑏0) ∈ TRLWE𝑠 ( 𝑝0𝐵 ), for 𝑝0 ∈ Z𝑁 [𝑋 ]
Input :a TRLWE sample 𝑐1 = (𝑎1, 𝑏1) ∈ TRLWE𝑠 ( 𝑝1𝐵 ), for 𝑝1 ∈ Z𝑁 [𝑋 ]
Output :𝑐 ′ = (𝑎′, 𝑏 ′) ∈ TRLWE𝑠 ( 𝑝0−𝑝1𝐵

)
1 𝑎0 ← SHAKE256(𝑠𝑒𝑒𝑑𝑎0 , 𝑁 )
2 for 𝑖 ← 0 to 𝑁 − 1 do
3 𝑎′

𝑖
= 𝑎0,𝑖 − 𝑎1,𝑖

4 𝑏 ′
𝑖
= 𝑏0,𝑖 − 𝑏1,𝑖

5 return 𝑐 ′

the 𝑎 component of (R)LWE samples. For the security aspects of using Xoroshiro for generating 𝑎, we refer to
previous literature [2, 4, 24]. If a secure PRNG is required even for public parameters, viable alternatives may be
found in Lightweight Cryptography [36].

(2) We interleave the memory load of the 𝑏 component with the expansion computation of the PRNG. In this way,
we take advantage of instruction-level parallelism since CPU (𝑎 calculation) and memory (𝑏 loading) intensive
code portions are executed simultaneously by the processor.

Algorithm 18: TRLWE subtraction

Input :a compressed TRLWE sample 𝑐0 = (𝑠𝑒𝑒𝑑𝑎0 , 𝑏0) ∈ TRLWE𝑠 ( 𝑝0𝐵 ), for 𝑝0 ∈ Z𝑁 [𝑋 ]
Input :a TRLWE sample 𝑐1 = (𝑎1, 𝑏1) ∈ TRLWE𝑠 ( 𝑝1𝐵 ), for 𝑝1 ∈ Z𝑁 [𝑋 ]
Output :𝑐 ′ = (𝑎′, 𝑏 ′) ∈ 𝑇𝑅𝐿𝑊𝐸𝑠 ( 𝑝0−𝑝1𝐵

)
1 𝑠𝑡𝑎𝑡𝑒 ← 𝑠𝑒𝑒𝑑𝑎𝑖
2 for 𝑖 ← 0 to 𝑁 − 1 do
3 𝑎′

𝑖
= 𝑋𝑜𝑟𝑜𝑠ℎ𝑖𝑟𝑜128𝑝𝑝_𝑛𝑒𝑥𝑡 (𝑠𝑡𝑎𝑡𝑒) − 𝑎1,𝑖

4 𝑏 ′
𝑖
= 𝑏0,𝑖 − 𝑏1,𝑖

5 return 𝑐 ′

At the implementation level, it was also necessary to vectorize Xoroshiro’s code using AVX2 instructions. Ultimately,
it was necessary to use a highly optimized version of an already very fast generator to have gains over the non-
compressed version, but we were able to achieve speedups of up to 1.44 times. The vectorized version of Xoroshiro is a
side contribution of this work.

3.12 State-of-the-art summary

Table 1 summarizes the techniques presented in this section as well as the improvements we presented for them. Besides
the improvements listed in the table, we note that one of our main contributions in this work is to implement all the
techniques in a single highly optimized software library.

4 EXPERIMENTAL RESULTS

We implement all algorithms presented in Section 3 in a single C library. The code is fully portable, self-contained, and
includes optional optimizations for the Intel AVX2 Instruction Set Extension (ISE). In this section, we compare the
execution times with implementations from TFHEpp [31], Concrete [15], and PALISADE [1, 29]. We use the parameter
set defined by TFHEpp [31] and reproduced in Table 2.
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Table 1. Summary of the techniques presented in Section 3 and our contribution to each

Procedures Literature Section Improvements in this work
Functional Bootstrap [5, 18] 3.1 -
Improved Programmable Bootstrap [16] 3.2 -
Circuit Bootstrap [14] 3.7 Accelerated using the BLM (as suggested in [16])

Multi-value Bootstrap [9, 25] 3.3
We modified the composition algorithm to treat
a corner case on error growth.

[16] -
Key Switching [10, 14] 2.1.1, 3.9 Accelerated using public key compression

BlindRotate Unfolding [6, 40] 3.10 Method generalized for large unfoldings (as
suggested in [6])

TRGSW Bootstrap [14] 3.8 -

TreeFB [25] 3.6
We use the TRGSW bootstrap to provide multi-
value bootstrap for all levels of the tree.

ChainingFB [25] -

Full-Domain Functional Bootstrap
[16] 3.5.1 Accelerated using the BLM (as suggested in [16])
[29] 3.5.2 Accelerated using the BLM
This work 3.5.3 New technique

Public key compression [14] 3.11 We show how to exploit lightweight PRNG to
improve performance

BFV-like multiplication [16] 3.4 -

Table 2. Parameters from TFHEpp [31]

_
TLWE TRLWE TRGSW Key Switch
n 𝜎 n N 𝜎 ℓ 𝑙𝑜𝑔2 (𝑏𝑎𝑠𝑒) t 𝑙𝑜𝑔2 (𝑏𝑎𝑠𝑒)

127 632 2−15 1 2048 2−44 4 9 8 4

4.1 Execution Time

Table 3 shows the execution times of our algorithms, in microseconds, and compare with the TFHEpp library [31]. We
executed all experiments on a bare metal instance on AWS public cloud (m5zn.metal) featuring an Intel Xeon Platinum
8252C CPU at 4.5GHz with 192GB of RAM running Ubuntu 20.04.4 LTS. We note that the AVX-512 ISE reduces the
maximum processor frequency and might sometimes impact performance negatively compared with code using FMA
instructions. We compiled both implementations using GCC 10.3.0 with similar optimization flags1. Both our library
and TFHEpp (by default) use the same FFT library for fast polynomial arithmetics: the SPQLIOS [21] library with Intel
FMA ISE optimizations2. In this work, we also developed (as a side contribution) a version of SPQLIOS optimized using
AVX-512 instructions. For providing software portability, our library includes the FFNT library [28]. Each measurement
in the table is the average of 1000 executions. We also measured standard deviation and calculated a 99% confidence
interval for all metrics in our implementation. We omit them from the table as they are all negligible (smaller than 1%
of the average).

For most procedures, we obtain speedups varying from 1.21 to 1.4 times over TFHEpp. The AVX-512 version offers
a further speedup of up to 1.5 times over the FMA version, being up to 1.6 times faster than TFHEpp. The only case

1The complete compilation commands are available in the code repositories [26, 31]
2SPQLIOS was presented by Nicolas Gama et al. [21] with TFHE [12]. It was adapted by TFHEpp for their C++ code, which we adapted to pure C.

Manuscript submitted to ACM



18 Guimarães, et al.

Table 3. Execution time, in microseconds, for each procedure. The speedup considers the FMA version only, as TFHEpp does not
include AVX-512 acceleration.

Algorithm Section This work TFHEpp Speedup
(FMA version)FMA AVX-512 FMA

Functional Bootstrap 3.1 39,710 29,848 47,942 1.21
Full TRGSW Bootstrap Setup: 3.8 274,178 183,298 - -
Full TRGSW Bootstrap (cost per LUT): 61 45 - -
MVFB setup 3.3 39,508 29,750 - -
MVFB (cost per LUT): 12 11 - -
TRLWE Key Switching 2.1.1 46,079 45,644 39,191 0.85
TRLWE Key Switching using Compression 3.11 31,871 34,196 - 1.23
TLWE Key Switching 2.1.1 8,880 9,240 2,802 0.32
TRLWE Key Switching CDKS21 3.9 559 557 665 1.19
Circuit Bootstrap 3.7 416,258 396,560 - -
Circuit Bootstrap using BML 295,303 305,571 412,547 1.40
128-bit Tensor Product using Karatsuba:

3.4
12,867 12,910 - -

64-bit Tensor Product using FFT: 91 88 - -
32-bit Tensor Product using FFT: - - 30 -
Full Domain Functional Bootstrap KS21: 3.5.2 327,041 288,261 - -
Full Domain Functional Bootstrap KS21 with BML: 207,804 197,710 - -
Full Domain Functional Bootstrap CLOT21: 3.5.1 248,320 227,645 - -
Full Domain Functional Bootstrap CLOT21 with BML: 167,956 167,427 - -
Full Domain Functional Bootstrap (this work): 3.5.3 89,076 69,707 - -
Functional Bootstrap Unfold=2

3.10
70,200 58,319 - -

Functional Bootstrap Unfold=4 87,563 77,675 - -
Functional Bootstrap Unfold=8 506,666 492,330 - -

we observe slowdowns are in the TLWE KeySwitch, which they implement over a 32-bit version of the torus. Our
implementation only uses 64-bit representations of the torus, as they are required by several algorithms.

Comparing the technique among themselves, we highlight the up to 1.44 times speedup of the optimized version
of the key switching algorithms, achieved thanks to the evaluation key compression, which also reduces the key size
by a factor of 2. In the AVX-512 version, our FDFB method is 2.83 times faster than the FDFB-KS21 method and 2.40
times faster than the FDFB based on TLWE multiplication (FDFB-CLOT21), despite requiring more bootstraps. This is
explained by the cost of the TRLWE key switching procedures used in FDFB-CLOT21 (which uses Algorithm 11).

At first, we would also expect the have linear gains as we increase (exponentially) the unfolding. However, we
observed significant slowdowns likely due to the increased size of keys. Although we tried to further optimize our
unfolding implementation by specializing it in a specific unfolding, our best result was still slightly worse than without
using the technique. In this way, we chose to keep and report just the generic algorithm, which still provides a trade-off
on rounding errors and error variances and should bring gains for smaller parameters, as shown by Bourse et al. [6].

Comparison against other libraries. TFHEpp is the only library to cover many of the techniques we consider and
present a similar level of optimization. Nonetheless, we also executed the Functional Bootstrap of Concrete and the
FDFB of Kluczniak and Schild [29] in our environment. The former took 2.9 seconds to run on the same parameters,
being 74 times slower than our library. The latter was built over the PALISADE library [1], and we could not test for the
exact same parameter set as it instantiates TFHE mapping the torus to prime fields (which is common on other (R)LWE
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cryptosystems but not on TFHE). Using the default parameters provided by the authors, the functional bootstrap took
2.7 seconds to execute (68 times slower than ours), and the full-domain functional bootstrap took 21.3 seconds, a 65
times slowdown compared to our non-optimized implementation of the same algorithm and a 102 times slowdown
compared to the optimized version.

5 CONCLUSION

In this work, we reviewed and implemented the main techniques presented so far for improving execution time or
error behavior in the homomorphic evaluation using the TFHE cryptosystem. We showed which proposals could be
efficiently combined and introduced several novel contributions. Our implementation achieved speedups of up to 1.2
over previous ones with a similar optimization level, and our new methods achieved speedups of up to 2.83 times
over previously employed techniques. We also presented, as side contributions, versions of Xoroshiro and SPQLIOS
vectorized with AVX2 and AVX-512 ISEs, respectively.

One of our major goals in this work was to present a software platform over which contributions and improvements
to TFHE could be easily developed and tested in efficient ways. In this context, we introduced MOSFHET, which is a
fully portable and self-contained C-library. Thanks to optional optimizations using AVX2 instructions, it also offers
efficient performance on the most commonly used CPUs. Compared to the implementation of Kluczniak and Schild [29],
for example, we achieved speedups of up to 102 times. Their implementation is built upon PALISADE [1], a library that
is broadly used for prototyping FHE schemes, but that is not specific to TFHE. In this way, it is not only far from offering
a competitive performance level but also does not provide easy access to the state-of-the-art techniques available for
the scheme. Our library comes to fulfill these two necessities. It implements all the newest techniques proposed in the
literature and provides an environment for efficiently prototyping new contributions.

As future work, we intend to continuously update the library to follow the state-of-art on TFHE; seek better options for
arithmetic with more than 64 bits of precision; adapt techniques from other cryptosystems that might seem interesting
for TFHE; and implement an additional library covering methods for the implementation of commonly used high-level
functions.
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