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#### Abstract

To enhance the security or the efficiency of the standard RSA cryptosystem, some variants have been proposed based on elliptic curves, Gaussian integers or Lucas sequences. A typical type of these variants which we called Type-A variants have the specified modified Euler's totient function $\psi(N)=\left(p^{2}-1\right)\left(q^{2}-1\right)$. But in 2018, based on cubic Pell equation, Murru and Saettone presented a new RSA-like cryptosystem, and it is another type of RSA variants which we called Type-B variants, since their scheme has $\psi(N)=\left(p^{2}+p+1\right)\left(q^{2}+q+1\right)$. For RSA-like cryptosystems, four key-related attacks have been widely analyzed, e.g., the small private key attack, the multiple private keys attack, the partial key exposure attack and the small prime difference attack. These attacks are well-studied on both standard RSA and TypeA variants. Recently, the small private key attack on Type-B variants has also been analyzed. In this paper, we make further cryptanalysis of TypeB variants, that is, we propose the first theoretical results of multiple private keys attack, partial key exposure attack as well as small prime difference attack on Type-B variants, and the validity of our attacks are verified by experiments. Our results show that for all three attacks, Type-B variants are less secure than standard RSA.
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## 1 Introduction

### 1.1 Background

Rivest, Shamir and Adleman [23] proposed the RSA cryptosystem in 1978, which is one of the oldest public-key cryptosystems and is still widely used nowadays.

In the standard RSA cryptosystem, the public modulus $N$ is a product of two large primes $p, q$, namely, $N=p q$. Then select two integers $e, d$ such that $e d \equiv 1$ $(\bmod \varphi(N))$, where $\varphi(N)=(p-1)(q-1)$ is Euler's totient function. And $(N, e)$ is the public key used to encrypt, $(p, q, d)$ is the private key used to decrypt. To encrypt a message $m<N$, one computes $c:=m^{e} \bmod N$, while to decrypt the ciphertext $c$, one needs to compute $c^{d} \bmod N$. It is recommended to choose $p$ and $q$ of the same size such that $q<p<2 q$, which is called balanced RSA. In this paper, we only consider the balanced cases of the RSA cryptosystem and
its variants. For convenience, we may represent the public exponent $e$ as well as the secret exponent $d$ with $e=N^{\alpha}$ and $d=N^{\beta}$ respectively.

To enhance the security or improve the efficiency, some researchers proposed variants of the standard RSA cryptosystem by modifying the underlying group, e.g., Elliptic curves based [18], Gaussian integers based [11] and Lucas sequences based [7]. In fact, all the variants proposed in [18,11,7] have the same modified Euler's totient function $\psi(N)=\left(p^{2}-1\right)\left(q^{2}-1\right)$, while the modulus $N=p q$ remains unchanged as the standard RSA. And we call these typical schemes with that specified Euler's totient function Type-A variants in the following texts.

But recently, Murru and Saettone, two Italian researchers from the University of Turin, proposed a new RSA variant with the modified Euler's totient function $\psi(N)=\left(p^{2}+p+1\right)\left(q^{2}+q+1\right)[20]$. This cryptosystem is based on the cubic Pell equation, and it defines a non-standard product over a particular group. The authors claimed their scheme is more secure than standard RSA in some circumstances, as this variant scheme is robust against Hastad's broadcast attack [13] and Wiener's small private key attack [29]. And in this paper, we call the variants with $\psi(N)=\left(p^{2}+p+1\right)\left(q^{2}+q+1\right)$ Type-B variants. Note that one may create new Type-B cryptosystems based on other algebra structure, but it will also suffer from the attacks proposed in this paper, as our attacks do not rely on the structure of the underlying group and are general for Type-B variants.

The following paragraphs introduce four common key-related attacks on RSA-like cryptosystems, e.g., the small private key attack, the multiple private keys attack, the partial key exposure attack and the small prime difference attack.

Small Private Key Attack. In 1990, Wiener showed that if the private key $d$ of an RSA cryptosystem is less than $\frac{1}{3} N^{0.25}$, then one can easily recover $d$ using continued fraction. Specifically, one may find $d$ from the continued fraction expansion of $\frac{e}{N}$. Later, Wiener's bound was improved by Boneh and Durfee [4] to $N^{0.284}$, respectively $N^{0.292}$. They used Coppersmith's lattice-based method [9] to find small roots of the modular equation $x\left(y+\frac{N+1}{2}\right)+1 \equiv 0(\bmod e)$. In 2010, Herrmann and May [14] obtained the same bound $d<N^{0.292}$, but with a smaller lattice dimension using the technique of unravelled linearization.

The small private key attack on Type-A variants has also been studied. Bunder et al. [6] proposed the first attack based on continued fraction, and the attack was improved in $[6,22]$ using Coppersmith's method, which yields the best bound so far $d<N^{0.585}$.

Recently, the small private key attack on Type-B variants has been analyzed in several papers. In [25,21], it was found that Wiener's method still works. Furthermore, the use of Coppersmith's method has also been explored. Nitaj et al. [21] showed Type-B variants can be broken if $d<N^{0.569}$, and Zheng et al. [31] got a higher bound $d<N^{0.585}$ using an optimized construction.

Multiple Private Keys Attack. Howgrave-Graham and Seifert [16] first studied the case when given multiple public keys with the same modulus ( $e_{i} \approx$ $\left.N^{\alpha}, N\right)$ that correspond to some small private keys $d_{i} \approx N^{\beta}$ in 1999. Later,
their attack was improved successively by Sarkar and Maitra [24] and Aono [1] using Coppersmith's method. In 2014, Takayasu and Kunihiro [26] proposed the best bound so far, their attack works if $\beta<1-\sqrt{\frac{2}{3 l+1}}$ and $l$ is the number of obtained keys. When $l=1$, one can find their attack achieves Boneh and Durfee's stronger bound $\beta<0.292$.

The multiple private keys attack on Type-A variants has been studied by Zheng et al. [30]. Their attack works if $\beta<2-2 \sqrt{\frac{2}{3 l+1}}$, and the bound is exactly twice of that on standard RSA.

Partial Key Exposure Attack. In 1998, Boneh et al. [5] first introduced the partial key exposure attack on standard RSA [5], where the attackers are given some most/least significant bits (MSBs/LSBs) of the private key $d$. The original attack only works for small $e$, but was improved by Blömer and May [3] in 2003 for larger $e$ up to $N^{\frac{7}{8}}$ and Ernst et al. [12] in 2005 for full size $e$. Currently, the best bound of partial key exposure attack was proposed by Takayasu and Kunihiro [27], which can achieve Boneh and Durfee's stronger bound in both MSBs and LSBs leakage scenario.

Zheng et al. [30] studied the partial key exposure attack on Type-A variants. And their attack only covers a weaker bound $d<N^{0.569}$ instead of the best bound of small private key attack on Type-A variants $d<N^{0.585}$.

Small Prime Difference Attack. In 2002, de Weger [10] proposed an attack on standard RSA where the difference of prime factors $|p-q|$ is small. His results showed that under this specified scenario, the small private key attack based on Wiener's method, as well as Boneh and Durfee's method, can both obtain a better bound.

Recently, Cherkaoui-Semmouni et al. [8] studied the small prime difference attack on Type-A variants. And their attack can retrieve the best bound of small private key attack on Type-A variants $d<N^{0.585}$ under the common condition $|p-q| \approx N^{\frac{1}{2}}$.

As stated above, one can find Type-A variants are less secure than standard RSA against all four attacks. And Type-B variants are weaker than standard RSA on small private key attack. Note that the multiple private keys attack, the partial key exposure attack as well as the small prime difference attack on Type-B variants have not been studied yet.

### 1.2 Our Contributions

In this paper, we make a further cryptanalysis of Type-B RSA variants (i.e., RSA variants with the Euler's totient function $\left.\psi(N)=\left(p^{2}+p+1\right)\left(q^{2}+q+1\right)\right)$, that is, we propose the theoretical bounds of the multiple private keys attack, the partial key exposure attack, as well as the small prime difference attack on Type-B variants for the first time, and we verify the validity of all three attacks
with experiments. What's more, for all three attacks, we consider a more general case for arbitrary $\alpha^{1}$.

The results of our three attacks, in addition with the bounds of those attacks as well as the small private key attack on standard RSA and Type-A variants are given in Table 1.

Table 1. Summary of four attacks on standard RSA, Type-A and Type-B variants

|  | Standard RSA [23] | Type-A [18,11,7] | Type-B [20] |
| :---: | :---: | :---: | :---: |
| Euler's totient function | $\varphi(N)=(p-1)(q-1)$ | $\psi(N)=\left(p^{2}-1\right)\left(q^{2}-1\right)$ | $\psi(N)=\left(p^{2}+p+1\right)\left(q^{2}+q+1\right)$ |
| Small Private Key Attack | $\beta<1-\frac{\sqrt{2}}{2}[4,2]$ | $\beta<2-\sqrt{2}[22,30]$ | $\beta<2-\sqrt{2}[31]$ |
| Multiple Private Keys Attack ${ }^{1}$ | $\beta<1-\sqrt{\frac{2}{3 l+1}}[26]$ | $\beta<2-2 \sqrt{\frac{2}{3 l+1}}[30]$ | $\beta<\frac{3}{2}-\frac{4}{3 l+1}[$ Section 3] |
| Partial Key Exposure Attack $^{2}$ | $\beta<\frac{\gamma+2-\sqrt{2-3 \gamma^{2}}}{2}[27]$ | $\beta<\frac{3 \gamma+7-2 \sqrt{3 \gamma+7}}{3}[30]$ | $\beta<\frac{3 \gamma+7-2 \sqrt{3 \gamma+7}}{3}[$ Section 4] |
| Small Prime Difference Attack $^{3}$ | $\beta<1-\sqrt{2 \delta-\frac{1}{2}}[10]$ | $\beta<2-2 \sqrt{\delta}[8]$ | $\beta<2-\sqrt{8 \delta-2}[$ Section 5] |

${ }^{*} e=N^{\alpha}$ is the public exponent, $d=N^{\beta}$ is the secret exponent. For comparison, we take $\alpha=1$ for standard RSA, $\alpha=2$ for
Type-A and Type-B variants, since some previous works only give the results for fixed $\alpha$.
${ }^{1} l$ is the number of keys obtained.
${ }^{2} \tilde{d}=N^{\gamma}$ and $\bar{d}=N^{\beta-\gamma}$ are the known leaked part and the unknown part of $d$ respectively.
${ }^{3}|p-q|=N^{\delta}$ is the prime difference.

From the table above, we can learn that Type-B variants are weaker against all four attacks compared with standard RSA, and this property is similar as Type-A variants. Especially for the small prime difference attack, Type-B variants are even less secure than Type-A variants. We will give a detailed analysis and discussion later in the main body.

### 1.3 Organization

The rest of this paper is organized as follows. In Section 2, we give some notations and describe some important lemmas used in our attacks. From Section 3 to Section 5, we propose our multiple private keys attack, partial key exposure attack and small prime difference attack on Type-B RSA variants respectively. In Section 6, we verify the validity of all three attacks by computer experiments. Finally, we conclude the paper in Section 7.

## 2 Preliminaries

In this section, we first give some notations, then introduce the lattice reduction technique and Coppersmith's method used in our attack.

Minkowski sum. Let $\mathcal{A}$ and $\mathcal{B}$ be two finite subsets of $\mathbb{Z}^{n}$, their Minkowski sum is denoted by $\mathcal{A} \boxplus \mathcal{B}:=\left\{\left(a_{1}+b_{1}, \ldots, a_{n}+b_{n}\right):\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A},\left(b_{1}, \ldots, b_{n}\right) \in\right.$ $\mathcal{B}\}$. And it can be similarly extended to three or more sets.

[^0]Multivariate terms order. In this paper, polynomials and monomials are ordered in lexicographic order by default. For example, $x_{1}^{i_{1}} x_{2}^{i_{2}} \prec x_{1}^{i_{1}^{\prime}} x_{2}^{i_{2}^{\prime}} \Leftrightarrow i_{1}<i_{1}^{\prime}$ or $i_{1}=i_{1}^{\prime}, i_{2}<i_{2}^{\prime}$. The maximum monomial of each polynomial $f$ in lexicographic order is called the head term, and its coefficient is called the head coefficient, denoted as $\mathrm{HC}(f)$.

Euclidean norm. For a vector $\mathbf{b}=\left(b_{1}, \ldots, b_{n}\right) \in \mathbb{R}^{n}$, its Euclidean norm is denoted as $\|\mathbf{b}\|:=\sqrt{\sum_{i=1}^{n} b_{i}^{2}}$. For a polynomial $f\left(x_{1}, \ldots, x_{n}\right):=\sum a_{i_{1}, \ldots, i_{n}} x_{1}^{i_{1}} \ldots x_{n}^{i_{n}}$, its Euclidean norm is defined as the Euclidean norm of its coefficients vector: $\left\|f\left(x_{1}, \ldots, x_{n}\right)\right\|:=\sqrt{\sum\left|a_{i_{1}, \ldots, i_{n}}\right|^{2}}$, while its infinity norm is defined as the maximum term of its coefficients vector: $\left\|f\left(x_{1}, \ldots, x_{n}\right)\right\|_{\infty}:=\max \left\{a_{i_{1}, \ldots, i_{n}}\right\}$.

Lattice. A lattice $\mathcal{L}$ spanned by $\omega$ linearly independent row vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{\omega} \in$ $\mathbb{R}^{n}$ is the set of their integer linear combinations, denoted as $\mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{\omega}\right):=$ $\left\{\sum_{i=1}^{\omega} z_{i} \mathbf{b}_{i}: z_{i} \in \mathbb{Z}\right\}$. The vectors $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{\omega}\right)$ are called a basis of $\mathcal{L}$, and it can be represented with the basis matrix $\mathbf{B} \in \mathbb{R}^{\omega \times n}$ which contains $\mathbf{b}_{1}, \ldots, \mathbf{b}_{\omega}$ in each row. We call $n$ the dimension of $\mathcal{L}$, and $\omega$ the rank of $\mathcal{L}$. If $\omega=n$, we call $\mathcal{L}$ is a full-rank lattice. The determinant of $\mathcal{L}$ is $\operatorname{defined}$ as $\operatorname{det}(\mathcal{L}):=\sqrt{\operatorname{det}\left(\mathbf{B B}^{T}\right)}$, where $\mathbf{B}^{T}$ is the transpose of $\mathbf{B}$. We have $\operatorname{det}(\mathcal{L})=|\operatorname{det}(\mathbf{B})|$ for a full-rank lattice.

In 1982, Lenstra, Lenstra and Lovász [19] proposed the LLL algorithm to find non-zero short lattice vectors in polynomial time, which is widely used in lattice-based cryptanalysis. The main result is as the following.

Lemma 1 (LLL algorithm). Let $\mathcal{L}$ be a lattice spanned by a basis $\left(\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{\omega}\right)$, the LLL algorithm finds a reduced basis $\left(\tilde{\boldsymbol{b}}_{1}, \ldots, \tilde{\boldsymbol{b}}_{\omega}\right)$ of $\mathcal{L}$ satisfying

$$
\left\|\tilde{\boldsymbol{b}}_{1}\right\| \leq \cdots \leq\left\|\tilde{\boldsymbol{b}}_{i}\right\| \leq 2^{\frac{\omega(\omega-1)}{4(\omega+1-i)}} \operatorname{det}(\mathcal{L})^{\frac{1}{\omega+1-i}}, \text { for } i=1,2, \ldots, \omega
$$

in time polynomial in the dimension $\omega$ and the size of entries in the basis matrix of $\mathcal{L}$.

One of the applications of the LLL algorithm in cryptanalysis is Coppersmith's method. In [9], Coppersmith proposed rigorous techniques to find small integer solutions of a univariate modular equation $f(x)=0(\bmod N)$ and a bivariate integer equation $f(x, y)=0$. Both can be heuristically extended to more multivariate cases with reasonable assumptions.

We focus on the modular equation case here. Howgrave-Graham [15] reformulated this method and showed how to judge whether the roots of a modular equation are also roots over integers as follows:

Lemma 2 (Howgrave-Graham). Let $h\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{Z}\left[x_{1}, \ldots\right.$
,$x_{n}$ ] be a polynomial with at most $\omega$ monomials and $M$ be a positive integer.
Suppose that

1) $h\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \equiv 0(\bmod M)$ where $\left|x_{1}^{\prime}\right|<X_{1}, \ldots,\left|x_{n}^{\prime}\right|<X_{n}$, and
2) $\left\|h\left(x_{1} X_{1}, \ldots, x_{n} X_{n}\right)\right\|<\frac{M}{\sqrt{\omega}}$.

Then $h\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)=0$ holds over the integers.

The main idea of Coppersmith's method is to construct a set of so-called shift polynomials that have the common small roots modular an integer, then apply the LLL algorithm to reduce them to several new polynomials over integers which are easier to solve.

Specifically, we can construct a lattice with the basis containing the coefficients vectors of each shift polynomials, and the LLL reduction algorithm may output several short vectors in the lattice corresponding to the norm of polynomials. If they are small enough to satisfy the bound in Lemma 2, then these equations will hold over integers. Combing with Lemma 1, we obtain

$$
2^{\frac{\omega(\omega-1)}{4(\omega+1-i)}} \operatorname{det}(\mathcal{L})^{\frac{1}{\omega+1-i}}<\frac{M}{\sqrt{\omega}} .
$$

Since the value of the determinant grows significantly faster than the other terms in our case, it can be transformed to the simplified condition

$$
\begin{equation*}
\operatorname{det}(\mathcal{L})<M^{\omega} \tag{1}
\end{equation*}
$$

Finally, we can use the resultant technique or the Gröbner basis technique to extract the common roots. Note that both techniques require the polynomials we get after reduction are algebraic independent. But no existed method can guarantee the algebraic independence, thus Coppersmith's method is heuristic in this case. In this paper, we make the following assumption just as numerous previous works [4,1,26,31,21].

Assumption 1 The reduced lattice basis yields algebraically independent polynomials.

The following lemma proposed by de Weger[10] gives a range of the sum of two integers when their difference is known.

Lemma 3. Let $N=p q$ be a product of two integers $p, q$ and $\delta=p-q$ is their difference. Then

$$
0<p+q-2 N^{\frac{1}{2}}<\frac{\delta^{2}}{4 N^{\frac{1}{2}}} .
$$

## 3 Multiple Private Keys Attack

In this section, we propose the multiple private keys attack on Type-B RSA variants.

We consider the situation where the attacker obtained $l$ public key pairs $\left(e_{1}, N\right), \ldots,\left(e_{l}, N\right)$ with a common modulus $N$, and they correspond to some small $d_{1}, \ldots, d_{l}$. All the public exponents $e_{k}$ and the secret exponents $d_{k}$ are assumed to be the same size respectively. The goal is to factor $N$ efficiently.

Theorem 1. Let $N=p q$ be a modulus of Type-B RSA variants with $q<p<2 q$. For integers $l \geq 2,1 \leq k \leq l$, let $e_{k}=N^{\alpha}, d_{k}=N^{\beta}$ be a valid pair of public
and secret exponents such that $e_{k} d_{k} \equiv 1 \bmod \left(p^{2}+p+1\right)\left(q^{2}+q+1\right)$. Then for $\frac{1}{2}+\frac{1}{3 l-1}<\alpha<\frac{3}{4}+\frac{9 l}{4}$, one can factor $N$ in polynomial time if

$$
\beta<\frac{3}{2}-\frac{2 \alpha}{3 l+1} .
$$

Proof. We can rewrite the known equations as

$$
\begin{array}{rlrl} 
& & e_{k} d_{k} & \equiv 1 \quad\left(\bmod \left(p^{2}+p+1\right)\left(q^{2}+q+1\right)\right) \\
\Rightarrow \quad & e_{k} d_{k} & =r_{k}\left(N^{2}+(N+1)(p+q)+p^{2}+q^{2}+N+1\right)+1 \\
\Rightarrow \quad & e_{k} d_{k} & =r_{k}\left((p+q)^{2}+a(p+q)+b\right)+1
\end{array}
$$

where $a:=N+1, b:=N^{2}-N+1$.
Then we need to solve the following modular equations simultaneously:

$$
\left\{\begin{align*}
& f_{1}\left(x_{1}, y\right):=x_{1}\left(y^{2}+a y+b\right)+1 \equiv 0 \quad\left(\bmod e_{1}\right)  \tag{2}\\
& f_{2}\left(x_{2}, y\right):=x_{2}\left(y^{2}+a y+b\right)+1 \equiv 0 \quad\left(\bmod e_{2}\right), \\
& \vdots \\
& f_{l}\left(x_{l}, y\right):=x_{l}\left(y^{2}+a y+b\right)+1 \equiv 0 \quad\left(\bmod e_{l}\right)
\end{align*}\right.
$$

where the roots $\left(x_{1}, x_{2}, \ldots, x_{l}, y\right)$ are $\left(r_{1}, r_{2}, \ldots, r_{l}, p+q\right)$, and their values are bounded with $X_{1}=X_{2}=\cdots=X_{l}=N^{\alpha+\beta-2}$ and $Y \approx N^{0.5}$.

To solve this problem, we use the Minkowski sum based lattice construction technique proposed by Aono [1].

At first, we define the set of shift polynomials $\mathcal{G}_{k}(1 \leq k \leq l)$ and its index set $\mathcal{I}_{k}$ as

$$
\begin{aligned}
& j_{k}^{\prime}:=2 j_{k}+h_{k}, \\
& g_{i_{k}, j_{k}^{\prime}}^{(k)}\left(x_{k}, y\right):=x_{k}^{i_{k}-j_{k}} f_{k}\left(x_{k}, y\right)^{j_{k}} e_{k}^{m-j_{k}} y^{h_{k}}, \\
& \mathcal{G}_{k}:=\left\{g_{i_{k}, j_{k}^{\prime}}^{(k)}: 0 \leq i_{k} \leq m, 0 \leq j_{k} \leq i_{k}, 0 \leq h_{k} \leq 1\right\}, \\
& \mathcal{I}_{k}:=\{(\underbrace{0, \ldots, 0}_{k-1}, i_{k}, \underbrace{0, \ldots, 0}_{l-k}, j_{k}^{\prime}): 0 \leq i_{k} \leq m, 0 \leq j_{k} \leq i_{k}, 0 \leq h_{k} \leq 1\},
\end{aligned}
$$

where $i_{k}, j_{k}, h_{k}$ are non-negative integers and $m$ is a fixed positive integer. It is clear that $g_{i_{k}, j_{k}^{\prime}}^{(k)} \equiv 0\left(\bmod e_{k}^{m}\right)$. And each index vector stores the maximum exponents of variables $x_{k}, y$ in the corresponding polynomials.

Then, the Minkowski sum of all index set in our case is defined as

$$
\mathcal{I}_{+}:=\mathcal{I}_{1} \boxplus \cdots \boxplus \mathcal{I}_{l}=\left\{\left(i_{1}, \ldots, i_{l}, j\right): 0 \leq i_{1}, \ldots, i_{l} \leq m, 0 \leq j \leq 2 \sum_{k=1}^{l} i_{k}+l\right\}
$$

For each $\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}$, we can define a corresponding polynomial and obtain a new polynomial set:

$$
\begin{aligned}
g_{i_{1}, \ldots, i_{l}, j} & :=\sum_{\sum_{k=1}^{k=l} j_{k}^{\prime}=j} c_{j_{1}^{\prime}, \ldots, j_{l}^{\prime}} g_{i_{1}, j_{1}^{\prime}}^{(1)} \ldots g_{i_{l}, j_{l}^{\prime}}^{(l)}, \\
\mathcal{G}_{+} & :=\left\{g_{i_{1}, \ldots, i_{l}, j}:\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}\right\} .
\end{aligned}
$$

According to the definition of the Minkowski sum lattice, $c_{j_{1}^{\prime}, \ldots, j_{l}^{\prime}}$ are some selected integers such that the following equation holds:

$$
\begin{align*}
\mathrm{HC}\left(g_{i_{1}, \ldots, i_{l}, j}\right) & =\underset{\sum_{k=1}^{k=l} j_{k}^{\prime}=j}{\mathrm{GCD}}\left(\mathrm{HC}\left(g_{i_{1}, j_{1}^{\prime}}^{(1)} \ldots g_{i_{l}, j_{l}^{\prime}}^{(l)}\right)\right) \\
& =\underset{\sum_{k=1}^{k=l} j_{j}^{\prime}=j}{\mathrm{GCD}}\left(e_{1}^{m-\left\lfloor\frac{j_{1}^{\prime}}{2}\right\rfloor} \ldots e_{l}^{m-\left\lfloor\frac{j_{l}^{\prime}}{2}\right\rfloor}\right), \tag{3}
\end{align*}
$$

where $\mathrm{HC}(f)$ means the coefficient of the head term of $f$ in lexicographic order.
Each $j_{k}^{\prime}$ can move from 0 to $\min \left(2 i_{k}+1, j\right)$, so we can transform Eq.(3) to

$$
\begin{equation*}
\operatorname{HC}\left(g_{i_{1}, \ldots, i_{l}, j}\right)=e_{1}^{m-\min \left(i_{1},\left\lfloor\frac{j}{2}\right\rfloor\right)} \cdots e_{l}^{m-\min \left(i_{l},\left\lfloor\frac{j}{2}\right\rfloor\right)} \tag{4}
\end{equation*}
$$

Now, consider the lattice basis matrix of each $\mathcal{G}_{k}$, which is generated by taking the coefficients vector of $g_{i_{k}, j_{k}^{\prime}}^{(k)}\left(X_{k} x_{k}, Y y\right)$ for each $g_{i_{k}^{\prime}, j_{k}^{\prime}}^{(k)} \in \mathcal{G}_{k}$. By ordering polynomials corresponding to rows and monomials corresponding to columns in lexicographic order, as shown in [21], the basis matrix will be lower triangular. Then, according to [1], the Minkowski sum lattice basis matrix of $\mathcal{G}_{+}$is also lower triangular. Furthermore, we can learn the diagonal element in this basis matrix are exactly the result of Eq.(4) multiple with the powers of the bounds of each variable, so the determinant will be

$$
\operatorname{det}(\mathcal{L})=\prod_{\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}} e_{1}^{m-\min \left(i_{1},\left\lfloor\frac{j}{2}\right\rfloor\right)} \cdots e_{l}^{m-\min \left(i_{l},\left\lfloor\frac{j}{2}\right\rfloor\right)} X_{1}^{i_{1}} \cdots X_{l}^{i_{l}} Y^{j}
$$

Notice that each polynomial in the form $g_{i_{k}, j_{k}^{\prime}}^{(k)}$ equals to zero modulo $e_{k}^{m}$, thus, for each $g_{i_{1}, \ldots, i_{l}, j} \in \mathcal{G}_{+}$, we have $g_{i_{1}, \ldots, i_{l}, j} \equiv 0\left(\bmod \left(e_{1} \cdots e_{l}\right)^{m}\right)$.

Then substitute the above $\operatorname{det}(\mathcal{L})$ into Eq.(1), and set $e_{k}=N^{\alpha}, X_{k}=$ $N^{\alpha+\beta-2}, Y=N^{0.5}, M=\left(e_{1} \cdots e_{l}\right)^{m}$, after some computations (details can be found in Appendix A), we may obtain the condition

$$
\begin{equation*}
-\alpha\left(\frac{l^{2}}{2}-\frac{l}{6}\right)+(\alpha+\beta-2)\left(\frac{l^{2}}{2}+\frac{l}{6}\right)+\left(\frac{l^{2}}{4}+\frac{l}{12}\right)<0 \tag{5}
\end{equation*}
$$

which yields the bound of $\beta$ as

$$
\begin{equation*}
\beta<\frac{3}{2}-\frac{2 \alpha}{3 l+1} . \tag{6}
\end{equation*}
$$

On the other hand, we must have $\beta>0$ and $\alpha+\beta>2$, which gives the range of valid $\alpha$ as

$$
\begin{equation*}
\frac{1}{2}+\frac{1}{3 l-1}<\alpha<\frac{3}{4}+\frac{9 l}{4} \tag{7}
\end{equation*}
$$

If the conditions in Eq.(7) and Eq.(6) are satisfied, with Assumption 1, we may construct $l+1$ polynomials over integers from the reduced lattice, then extract the shared common root $\left(x_{1}, x_{2}, \ldots, x_{l}, y\right)=\left(r_{1}, r_{2}, \ldots, r_{l}, p+q\right)$ using the Gröbner basis method. And the knowledge of $p+q$ yields a factorization of $N$. This terminates the proof.

The validity of our multiple private keys attack has been verified by experiments, and the results are given in Table 2 in Section 6.

Compare with small private key attack using Coppersmith's method on Type-B variants. Set $l=1$ in our attack, the bound becomes $\beta<\frac{3}{2}-\frac{\alpha}{2}$, which is weaker than the bound in $[21,31]$, thus our attack is not a tight extension of the small private key attack. This is mainly because they use several extra y-shift polynomials and the number is related to a tweakable parameter $\tau$. By optimizing the value of $\tau$, one can always get the best bound. In our attack, we just pick the basic shift polynomials, as many previous works involving the Minkowski sum lattice construction $[1,26,30]$.

Compare with multiple private keys attack on standard RSA and Type-A variants. According to Table 1, the bound of small private key attack on Type-A and Type-B variants are exactly the same. So we may expect they also have the same bound on multiple private keys attack. However, this is not the case in our attack. Typically, when $d$ is small, $e$ will be of the same order of magnitude as $\psi(N)$, which implies $\alpha=2$ in our case, the bound of $\beta$ becomes $\beta<\frac{3}{2}-\frac{4}{3 l+1}$, which is exactly twice the bound of multiple private keys attack on standard RSA obtained by Aono [1]. Note that Aono's original attack has been improved by Takayasu and Kunihiro [26] with an optimized construction. Using their method, one may obtain the results of multiple private keys attack on standard RSA and Type-A variants in Table 1. However, we find it is hard to apply their strategy directly on Type-B variants. The main idea of their method is to determine whether a polynomial is helpful or not by comparing its corresponding diagonal value in the lattice basis matrix with the modulus $\left(e_{1} \ldots e_{l}\right)^{m}$, then try to collect as many helpful polynomials as possible and as few unhelpful polynomials as possible during the lattice construction. They claimed the lattice basis matrix can still be triangular if $l \geq 3$, and for $l=1,2$ one may use the unravelled linearization technique [14] to transform it to be triangular. As a result, they obtain the same result $\beta<0.292$ as [4] when $l=1$. But if we apply the same method in our attack, i.e., we add some extra $y$-shift polynomials into each $\mathcal{G}_{k}$ and modify the range of $j$ in $\mathcal{I}_{+}$from $2 \sum_{k=1}^{l} i_{k}+l$ to $2(2-\beta) \sum_{k=1}^{l} i_{k}$. When $l \geq 3$, the lattice can not be full-rank even use the unravelled linearization $z_{i}=x_{i} y^{2}+1$. Furthermore, we find if setting the upper bound of $j$ as $2\lfloor(2-\beta)\rceil \sum_{k=1}^{l} i_{k}$, the lattice basis matrix can be triangular again, but we carried out some experiments for small $l, m$ and the results suggest this method gets a lower bound than our original one. Thus, how to improve our attack is still an open problem.

## 4 Partial Key Exposure Attack

In this section, we propose the partial key exposure attack on Type-B RSA variants. Same as [30], we consider the general case where some MSBs and LSBs of the private key are leaked, so the unknown part is in the middle.

Theorem 2. Let $N=p q$ be a modulus of Type-B RSA variants with $q<p<2 q$. Let $e=N^{\alpha}, d=N^{\beta}$ be a valid pair of public and secret exponents such that
ed $\equiv 1 \bmod \left(p^{2}+p+1\right)\left(q^{2}+q+1\right)$. Given some MSBs $d_{M}=N^{\gamma_{M}}$ and some LSBs $d_{L}=N^{\gamma_{L}}$ of the secret exponent, and let $\gamma=\gamma_{M}+\gamma_{L}$ satisfying $\gamma<\frac{15}{4}$. Then for $1-\gamma<\alpha<\frac{15}{4}-\gamma$, one can factor $N$ in polynomial time if

$$
\beta<\frac{3 \gamma+7-2 \sqrt{3 \gamma+3 \alpha+1}}{3}
$$

Proof. Let $\bar{d}$ denotes the unknown middle part of private key which is bounded by $N^{\beta-\gamma}$, we have

$$
d=M d_{M}+L \bar{d}+d_{L},
$$

where $M:=2^{\left(\beta-\gamma_{M}\right) \log _{2} N}, L:=2^{\left(\beta-\gamma_{L}\right) \log _{2} N}$.
Thus, we can rewrite the key equation as

$$
\begin{aligned}
e d & =r\left((p+q)^{2}+a(p+q)+b\right)+1 \\
\Rightarrow \quad e(L \bar{d}+\tilde{d}) & =r\left((p+q)^{2}+a(p+q)+b\right)+1
\end{aligned}
$$

where $a:=N+1, b:=N^{2}-N+1$, and $\tilde{d}:=M d_{M}+d_{L}$, which denotes the leaked value of $d$.

Now, consider the integer equation

$$
\begin{equation*}
\bar{f}(x, y, z):=1-e \tilde{d}-e L x+y\left(z^{2}+a z+b\right) \tag{8}
\end{equation*}
$$

which has a small root $(x, y, z)=(\bar{d}, r, p+q)$ bounded by $X=N^{\beta-\gamma}, Y=$ $N^{\alpha+\beta-2}, Z \approx N^{0.5}$.

To solve Eq.(8) using Coppersmith's method, we apply Jochemsz and May's strategy [17]. First, we need to define a parameter as $W:=\|f(X x, Y y, Z z)\|_{\infty}$, and in our case, that's

$$
W=\max \left\{|1-e \tilde{d}|, e L X, Y Z^{2}, a Y Z, b Y\right\}=b Y=N^{\alpha+\beta}
$$

Then, set $R:=W X^{m-1} Y^{m-1} Z^{2(m-1)+\tau m}$, where $m$ is a fixed positive integer and $0 \leq \tau \leq 1$ is a parameter to be optimized later. And we can transform Eq.(8) to the modular equation

$$
\begin{equation*}
f(x, y, z):=(1-e \tilde{d})^{-1} f(x, y, z) \quad(\bmod R) \tag{9}
\end{equation*}
$$

We define the set of shift polynomials as

$$
\begin{aligned}
& g_{i, j, k}(x, y, z):=x^{i} y^{j} z^{k} f(x, y, z) X^{m-1-i} Y^{m-1-j} Z^{2(m-1)-k+\tau m}, \\
& h_{i, j, k}(x, y, z):=x^{i} y^{j} z^{k} R, \\
& \mathcal{G}:=\left\{g_{i, j, k}: 0 \leq i \leq m-1,0 \leq j \leq m-1-i, 0 \leq k \leq 2 j+\tau m\right\}, \\
& \mathcal{H}:=\left\{h_{i, j, k}: 0 \leq i \leq m, j=m-i, 0 \leq k \leq 2 j+\tau m\right\}, \\
& \mathcal{F}:=\mathcal{G} \cup \mathcal{H},
\end{aligned}
$$

where $i, j, k$ are non-negative integers. Note that all polynomials in $\mathcal{F}$ share the common root $(\bar{d}, r, p+q)$ modular $R$.

Consider the basis matrix generated by taking the coefficients vector of $F(X x, Y y, Z z)$ for each $F \in \mathcal{F}$. By sorting all the monomials (each corresponds to a column in the matrix) with the order mentioned in [17], we may get an upper triangular matrix.

Let $\mathcal{L}$ be the lattice corresponding to that triangular basis matrix and $\omega$ be its dimension. In our construction, the diagonal entries of this matrix are $X^{m-1} Y^{m-1} Z^{2(m-1)+\tau m}$ for polynomials in $\mathcal{G}$ and $W X^{m-1+i} Y^{m-1+j} Z^{2(m-1)+\tau m+k}$ for polynomials in $\mathcal{H}$. So, we have
$\operatorname{det}(\mathcal{L})=\prod_{\substack{(i, j, k): \\ g_{i, j, k} \in \mathcal{G}}} X^{m-1} Y^{m-1} Z^{2(m-1)+\tau m} \prod_{\substack{(i, j, k): \\ h_{i, j, k} \in \mathcal{H}}} W X^{m-1+i} Y^{m-1+j} Z^{2(m-1)+\tau m+k}$.
Next, we can set $X=N^{\beta-\gamma}, Y=N^{\alpha+\beta-2}, Z=N^{0.5}, W=N^{\alpha+\beta}, M=$ $W X^{m-1} Y^{m-1} Z^{2(m-1)+\tau m}$, and the condition in Eq.(1) can be simplified to (details of computation are given in Appendix B)

$$
\begin{equation*}
3 \tau^{2}+(6 \beta-6 \gamma-6) \tau+4 \alpha+8 \beta-4 \gamma-12<0 \tag{10}
\end{equation*}
$$

By setting $\tau=1-\beta+\gamma$, the left-hand side of Eq.(10) reaches its minimum, and we get

$$
-3(1-\beta+\gamma)^{2}+4 \alpha+8 \beta-4 \gamma-12<0
$$

Thus, we get the bound of $\beta$ as

$$
\begin{equation*}
\beta<\frac{3 \gamma+7-2 \sqrt{3 \gamma+3 \alpha+1}}{3} . \tag{11}
\end{equation*}
$$

On the other hand, we require $0 \leq \tau \leq 1$, which indicates $0 \leq \beta \leq 1+\gamma$. We consider the case $\beta<\min \left(\frac{3 \gamma+7-2 \sqrt{3 \gamma+3 \alpha+1}}{3}\right.$
$, 1+\gamma)=\frac{3 \gamma+7-2 \sqrt{3 \gamma+3 \alpha+1}}{3}$, which implies $\alpha>1-\gamma$. Combing with the condition $0<\gamma \leq \beta$ and $\alpha+\beta \geq 2$, we can get the range of valid $\alpha$ as

$$
\begin{equation*}
1-\gamma<\alpha<\frac{15}{4}-\gamma \tag{12}
\end{equation*}
$$

If the conditions in Eq.(11) and Eq.(12) are satisfied, with Assumption 1, similar as the previous attack, we can extract the shared common root $(x, y, z)=$ $(\bar{d}, r, p+q)$. And the knowledge of $p+q$ yields a factorization of $N$. This terminates the proof.

We verify the validity of our partial key exposure attack with experiments, and the results can be found in Table 3 of Section 6.

Compare with small private key attack using Coppersmith's method on Type-B variants. Set $\gamma=0, \alpha=2$ in our attack, the bound becomes $\beta<\frac{7-2 \sqrt{7}}{3} \approx 0.569$, which is same as the bound obtained by Nitaj et al. [21]. This implies our construction can only achieve the weaker bound instead of the stronger bound $\beta<0.585$, so it is an open problem for how to optimize our attack to cover the stronger bound. As our attack corresponds to the general case
when both some MSBs and LSBs are leaked, there may be some loss of precision. One can consider the MSBs and LSBs cases separately with some different ad-hoc optimized constructions.

Compare with partial key exposure attack on standard RSA and Type-A variants. According to Table 1, our attack yields the same bound as that on Type-A variants. This is mainly because the $\psi(N)$ of both Type-A and Type-B variants are of the same order of magnitude as $N^{2}$ and Zheng et al. [30] as well as we use the general construction proposed by Jochemsz and May [17]. But this result is not twice as the partial key exposure attack bound on standard RSA. Just as the former analysis, Takayasu and Kunihiro [27] choose some ad-hoc and well-optimized constructions instead of general constructions, which makes it possible to fully cover Boneh and Durfee's bound.

## 5 Small Prime Difference Attack

In this section, we propose the small prime difference attack on Type-B RSA variants with a modulus $N=p q$ where the primes difference $|p-q|$ is sufficiently small.

Note that when $|p-q| \leq N^{\frac{1}{4}}$, the attack is trivial, since one may find $p+q$ is equal to $2 N^{\frac{1}{2}}$ according to Lemma 3, which yields a factorization. So, we only consider the case $\delta>\frac{1}{4}$.

Theorem 3. Let $N=p q$ be a modulus of Type-B RSA variants with $q<p<2 q$ and $p-q<N^{\delta}$ where $\frac{1}{4}<\delta<\frac{1}{2}$. Let $e=N^{\alpha}, d=N^{\beta}$ be a valid pair of public and secret exponents such that ed $\equiv 1 \bmod \left(p^{2}+p+1\right)\left(q^{2}+q+1\right)$. Then for $4 \delta-1<\alpha<9 \delta-\frac{36 \delta-9}{4}$, one can factor $N$ in polynomial time if

$$
\beta<2-\sqrt{\alpha(4 \delta-1)}
$$

Proof. Similar as the multiple private keys attack, the key equation is

$$
e d=r\left((p+q)^{2}+a(p+q)+b\right)+1
$$

where $a:=N+1, b:=N^{2}-N+1$. And it corresponds to the modular equation

$$
\bar{f}(x, y):=x\left(y^{2}+a y+b\right)+1 \equiv 0 \quad(\bmod e)
$$

which has a root $(x, y)=(r, p+q)$.
According to Lemma 3, we have $p+q=c+\Delta$ where $c:=2 N^{\frac{1}{2}}, \Delta<\frac{N^{2 \delta}}{4 N^{\frac{1}{2}}} \approx$ $N^{2 \delta-\frac{1}{2}}$. To make the desired root of variable $y$ becomes $\Delta$, we just replace $y$ in $\bar{f}(x, y)$ with $y+c$, and obtain the new equation

$$
f(x, y):=x\left(y^{2}+A y+B\right)+1 \equiv 0 \quad(\bmod e)
$$

where $A:=2 c+a, B:=c^{2}+a c+b$. Obviously, $f(x, y)$ has a small root $(r, \Delta)$, which are bounded by $X=N^{\alpha+\beta-2}$ and $Y=N^{2 \delta-\frac{1}{2}}$.

Notice that $f$ and $\bar{f}$ only differ at some coefficients, thus, to find the small roots of $f$, we may refer to the lattice construction used to find the small roots of $\bar{f}$ in [31] by Zheng et al. .

Let $z:=x y^{2}+1$, then we transform $f(x, y)$ into

$$
f^{*}(x, y, z):=z+x(A y+B) \equiv 0 \quad(\bmod e)
$$

We define the set of shift polynomials as

$$
\begin{aligned}
& g_{i, j, k}(x, y, z):=x^{i-j} f^{*}(x, y, z)^{j} e^{m-j} y^{k} \\
& h_{j, k}(x, y, z):=f^{*}(x, y, z)^{j} e^{m-j} y^{k} \\
& \mathcal{G}:=\left\{g_{i, j, k}: 0 \leq i \leq m, 0 \leq j \leq i, 0 \leq k \leq 1\right\} \\
& \mathcal{H}:=\left\{h_{j, k}: 0 \leq j \leq m, 2 \leq k \leq \tau m\right\} \\
& \mathcal{F}:=\mathcal{G} \cup \mathcal{H},
\end{aligned}
$$

where $i, j, k$ are non-negative integers, $m$ is a fixed positive integer and $0 \leq \tau \leq 1$ is a parameter to be optimized later.

Now, for each polynomial $F \in \mathcal{F}$, we just apply the unravelled linearization technique, by replacing terms in the form $\left(x y^{2}\right)^{t}$ to $(z-1)^{t}$ for any $t \in \mathbb{N}$ to get $F^{\prime}$. Consider the basis matrix generated by taking the coefficients vector of each $F^{\prime}(X x, Y y, Z z)$, by sorting the rows and columns using the rules described in [31], we may obtain a triangular matrix.

Let $\mathcal{L}$ be the lattice corresponding to that triangular matrix, following a similar computation in previous attacks, we get its dimension $\omega$ and its determinant:

$$
\begin{aligned}
\omega & =\frac{\tau+2}{2} m^{2}+o\left(m^{2}\right) \\
\operatorname{det}(\mathcal{L}) & =X^{\frac{1}{3} m^{3}+o\left(m^{3}\right)} Y^{\frac{\tau^{2}}{6} m^{3}+o\left(m^{3}\right)} Z^{\frac{\tau+1}{3} m^{3}+o\left(m^{3}\right)} e^{\frac{\tau+4}{6} m^{3}+o\left(m^{3}\right)}
\end{aligned}
$$

In our construction, each polynomial $F^{\prime}$ satisfies that $F^{\prime}\left(r, \Delta, r \Delta^{2}+1\right) \equiv 0$ $\left(\bmod e^{m}\right)$. Thus, substitute the above $\operatorname{det}(\mathcal{L})$ into Eq.1, and set $e=N^{\alpha}, X=$ $N^{\alpha+\beta-2}, Y=N^{2 \delta-\frac{1}{2}}$, $Z=N^{\alpha+\beta+4 \delta-3}, M=e^{m}$, we will obtain the condition

$$
\begin{aligned}
& N^{(\alpha+\beta-2)\left(\frac{1}{3} m^{3}+o\left(m^{3}\right)\right)} N^{\left(2 \delta-\frac{1}{2}\right)\left(\frac{\tau^{2}}{6} m^{3}+o\left(m^{3}\right)\right)} \backslash \backslash \\
& N^{(\alpha+\beta+4 \delta-3)\left(\frac{\tau+1}{3} m^{3}+o\left(m^{3}\right)\right)} N^{\alpha\left(\frac{\tau+4}{6} m^{3}+o\left(m^{3}\right)\right)}<N^{\alpha\left(\frac{\tau+2}{2} m^{3}+o\left(m^{3}\right)\right)}
\end{aligned}
$$

When $m$ is sufficient large, we may omit all terms in $o\left(m^{3}\right)$, then take the exponents part of $N$, and we can transform the condition to

$$
\begin{equation*}
(4 \delta-1) \tau^{2}+(4 \beta+16 \delta-12) \tau+4 \alpha+8 \beta+16 \delta-20<0 \tag{13}
\end{equation*}
$$

By setting $\tau=\frac{-2 \beta-8 \delta+6}{4 \delta-1}$, the left-hand side of Eq.(13) reaches its minimum, and we obtain

$$
\beta^{2}-4 \beta-4 \alpha \delta+\alpha+4>0
$$

which gives the upper bound of $\beta$ as

$$
\begin{equation*}
\beta<2-\sqrt{\alpha(4 \delta-1)} \tag{14}
\end{equation*}
$$

On the other hand, we require $0 \leq \tau \leq 1$, which implies $\frac{7}{2}-6 \delta \leq \beta \leq 3-4 \delta$. We consider the case $\beta<\min (2-\sqrt{\alpha(4 \delta-1)}, 3-4 \delta)=2-\sqrt{\alpha(4 \delta-1)}$, which always holds if $\alpha>4 \delta-1$. Combing with $\alpha+\beta>2$, we can get the range of solvable $\alpha$ as

$$
\begin{equation*}
4 \delta-1<\alpha<9 \delta-\frac{9}{4} \tag{15}
\end{equation*}
$$

If the conditions in Eq.(14) and Eq.(15) are satisfied, with Assumption 1, similar as the previous attack, we may extract the shared common root $(x, y, z)=$ $\left(r, \Delta, r \Delta^{2}+1\right)$. Then, we get $p+q$ as $p+q=c+\Delta$, which yields a factorization of $N$. This terminates the proof.

We carried out some experiments to verify the validity of our small prime difference attack, one may check Table 4 in Section 6 for details.

Compare with small private key attack using Coppersmith's method on Type-B variants. Set $\delta=\frac{1}{2}, \alpha=2$ in our attack, the bound becomes $\beta<2-\sqrt{2}$, which is same as the best bound so far obtained by Zheng et al. [31]. This is reasonable, as one can find the modular equation we construct (i.e., equation $f$ in Therorem 3) only differs from that constructed in [31] (i.e., equation $\bar{f}$ in Therorem 3) at two coefficients and the same lattice constructions are used in these two attacks. Thus, for Type-B variants, the small prime difference attack is a tight extension of the small private key attack.

Compare with small prime difference attack on standard RSA and Type-A variants. If we set $\alpha=2$, one can verify that our bound is exactly twice as the bound on standard RSA obtained by de Weger [10]. This is reasonable, as the small primes difference attack is a specified version of the small private key attack. But one may find the bound on Type-A and Type-B variants are different. This is mainly due to the difference between the modular equation construction. The $\psi(N)$ of Type-A variants can be represented as a function of $p-q$ directly (i.e., $\psi(N)=\left(p^{2}-1\right)\left(q^{2}-1\right)=-(p-q)^{2}+N^{2}-2 N+1$ ), while for Type-B we can only represent $\psi(N)$ as a function of $p+q$. Specifically, Type-B variants are weaker than Type-A variants on small prime difference attack, since the upper bound of solvable $\beta$ in our attack on Type- B is always higher than the bound obtained by Cherkaoui-Semmouni et al. [8] on Type-A for any valid $\frac{1}{4}<\delta<\frac{1}{2}$ with the same valid $\alpha$.

## 6 Experimental Results

In this section, we verify the validity of the all three attacks proposed in this paper.

Experiments are carried out using SageMath 9.4 [28] with a single process on an Ubuntu 20.04.3 LTS workstation with $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R})$ Gold 5218 CPU @ 2.30 GHz .

For each test, we first generate two 512-bit primes $p, q$ and compute the 1024bit modulus $N=p q$, then randomly choose secret exponent(s) bounded by $N^{\beta}$ and computes the corresponding public exponent(s).

In the following tables, $\omega$ is the lattice dimension, $\beta_{\text {thm }}$ means the bound computed from the theorems, $\beta_{\exp }$ indicates the experimental bounds, that's if we increase $\beta_{\exp }$ by 0.01 , our attacks will fail to factor the modulus $N$. And Time $_{L L L}, \operatorname{Time}_{G B}$ are the time cost of the LLL reduction and the Gröbner basis computation respectively.

Table 2. Experiment results of multiple private keys attack

| $l$ | $m$ | $\omega$ | $\beta_{\text {thm }}$ | $\beta_{\text {exp }}$ | $\operatorname{Time}_{L L L}$ | $\operatorname{Time}_{G B}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 20 | 0.93 | 0.54 | 0.14 s | 0.01 s |
| 2 | 2 | 63 | 0.93 | 0.69 | 64.69 s | 0.09 s |
| 2 | 3 | 144 | 0.93 | 0.75 | 18608.71 s | 2.77 s |
| 3 | 1 | 56 | 1.10 | 0.76 | 3.41 s | 0.30 s |
| 3 | 2 | 270 | 1.10 | 0.82 | 98643.22 s | 38.31 s |
| 4 | 1 | 144 | 1.19 | 0.86 | 226.32 s | 6.73 s |
| 5 | 1 | 352 | 1.25 | 0.93 | 19154.73 s | 3919.37 s |

Table 3. Experiment results of partial key exposure attack

| $\gamma$ | $m$ | $\omega$ | $\beta_{\text {thm }}$ | $\beta_{\exp }$ | Time $_{L L L}$ | Time $_{G B}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 | 3 | 50 | 0.60 | 0.43 | 28.16 s | 0.01 s |
| 0.10 | 3 | 50 | 0.63 | 0.45 | 27.65 s | 0.01 s |
| 0.20 | 3 | 60 | 0.69 | 0.49 | 56.14 s | 0.01 s |
| 0.40 | 3 | 60 | 0.82 | 0.59 | 60.18 s | 0.01 s |
| 0.40 | 4 | 115 | 0.82 | 0.63 | 1538.38 s | 0.02 s |
| 0.40 | 5 | 175 | 0.82 | 0.66 | 18763.19 s | 0.05 s |
| 0.80 | 3 | 60 | 1.09 | 0.81 | 48.91 s | 0.02 s |

Table 4. Experiment results of small prime difference attack

| $\delta$ | $m$ | $\omega$ | $\beta_{\text {thm }}$ | $\beta_{\exp }$ | Time $_{L L L}$ | Time $_{G B}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.30 | 3 | 26 | 1.37 | 1.10 | 1.49 s | 0.03 s |
| 0.30 | 5 | 57 | 1.37 | 1.12 | 73.04 s | 0.12 s |
| 0.30 | 7 | 100 | 1.37 | 1.14 | 1385.02 s | 0.39 s |
| 0.30 | 9 | 155 | 1.37 | 1.16 | 17616.57 s | 1.12 s |
| 0.34 | 5 | 57 | 1.15 | 0.99 | 67.36 s | 0.10 s |
| 0.38 | 5 | 57 | 0.98 | 0.86 | 65.34 s | 0.10 s |
| 0.42 | 5 | 57 | 0.83 | 0.73 | 53.96 s | 0.08 s |
| 0.46 | 5 | 57 | 0.70 | 0.60 | 120.49 s | 0.07 s |

For all three attacks, we can find that there are some differences between the theoretical bounds and our experimental results. In fact, this is reasonable, since we assume $m$ can be sufficiently large and employ lots of approximation when computing the theoretical bound.

Due to the constrained computer resources, the lattice reduction process becomes the bottleneck of our attacks, for the time cost of the Gröbner basis
computation is substantially less than that of the LLL algorithm. Even if we slightly increase $m$, the time cost will increase significantly, making it difficult to reach the bound $\beta_{\text {thm }}$ in practice.

## 7 Conclusion

In this paper, we study the multiple private keys attack, the partial key exposure attack, as well as the small prime difference attack on a new type of RSA variants with the modified Euler's totient function $\psi(N)=\left(p^{2}+p+1\right)\left(q^{2}+q+1\right)$ for the first time. Our results imply this type of variants are less secure than standard RSA under these attacks. And according to the previous researches, one can find another typical type of RSA variants with $\psi(N)=\left(p^{2}-1\right)\left(q^{2}-1\right)$ are also weaker than standard RSA against these attacks. Thus, it seems that one should not pick the groups with larger Euler's totient function when designing RSAlike cryptosystems, since this will reduce the security against some key-related attacks.
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## Appendix A: Details of the computation of Eq.(5)

According to Eq.(1), we have

$$
\begin{align*}
& \prod_{\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}} e_{1}^{m-\min \left(i_{1},\left\lfloor\frac{j}{2}\right\rfloor\right)} \cdots e_{l}^{m-\min \left(i_{l},\left\lfloor\frac{j}{2}\right\rfloor\right)} X_{1}^{i_{1}} \cdots X_{l}^{i_{l}} Y^{j}<\left(e_{1} \ldots e_{l}\right)^{m\left|\mathcal{I}_{+}\right|} \\
\Rightarrow & \prod_{\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}} N^{-\alpha \sum_{k=1}^{l} \min \left(i_{k},\left\lfloor\frac{j}{2}\right\rfloor\right)} N^{(\alpha+\beta-2) \sum_{t=1}^{l} i_{t}} N^{0.5 j}<1 \\
\Rightarrow & \sum_{\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}}-\alpha \sum_{k=1}^{l} \min \left(i_{k},\left\lfloor\frac{j}{2}\right\rfloor\right)+(\alpha+\beta-2) \sum_{t=1}^{l} i_{t}+0.5 j<0 . \tag{16}
\end{align*}
$$

Let $\dot{\sum}$ denotes the sum $\sum_{i_{1}=0}^{m} \cdots \sum_{i_{l}=0}^{m}, \bar{i}$ denotes the sum $\sum_{k=1}^{l} i_{k}$.
For any $l, m \in \mathbb{N}$ and $1 \leq a \leq b \leq l$, the following formulas hold:

$$
\dot{\sum} i_{a} i_{b}=\left\{\begin{array}{lll}
m^{l-1} \frac{m(m+1)(2 m+1)}{6} & =\frac{m^{l+2}}{3}+o\left(m^{l+2}\right) & (a=b) \\
m^{l-2} \frac{m^{2}(m+1)^{2}}{4} & =\frac{m^{l+2}}{4}+o\left(m^{l+2}\right) \quad(a \neq b)
\end{array}\right.
$$

Then,

$$
\dot{\sum} \bar{i}^{2}=\left(\frac{l^{2}}{4}+\frac{l}{12}\right) m^{l+2}+o\left(m^{l+2}\right)
$$

Thus,

$$
\begin{aligned}
\sum_{\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}} j & =\dot{\sum} \sum_{j=0}^{l+2 \bar{i}} j=\dot{\sum}\left(2 \bar{i}^{2}+o(m)\right)=\left(\frac{l^{2}}{2}+\frac{l}{6}\right) m^{l+2}+o\left(m^{l+2}\right) \\
\sum_{\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}} \bar{i} & =\dot{\sum} \sum_{j=0}^{l+2 \bar{i}} \bar{i}=\stackrel{\bullet}{\sum}\left(2 \bar{i}^{2}+o(m)\right)=\left(\frac{l^{2}}{2}+\frac{l}{6}\right) m^{l+2}+o\left(m^{l+2}\right) \\
\sum_{\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}} \sum_{k=1}^{l} \min \left(i_{k},\left\lfloor\frac{j}{2}\right\rfloor\right) & =l \sum_{\left(i_{1}, \ldots, i_{l}, j\right) \in \mathcal{I}_{+}} \min \left(i_{1},\left\lfloor\frac{j}{2}\right\rfloor\right)=l \sum \sum_{j=0}^{l+2 \bar{i}} \min \left(i_{1},\left\lfloor\frac{j}{2}\right\rfloor\right) \\
& =l \sum_{j}^{\bullet}\left(\sum_{j=0}^{2 i_{1}}\left\lfloor\frac{j}{2}\right\rfloor+\sum_{j=2 i_{1}+1}^{l+2 \bar{i}} i_{1}\right)=l \sum^{\bullet}\left(i_{1}\left(i_{1}+1\right)+i_{1}\left(l+2 \sum_{t=2}^{l} i_{t}\right)\right) \\
& =\left(\frac{l^{2}}{2}-\frac{l}{6}\right) m^{l+2}+o\left(m^{l+2}\right) .
\end{aligned}
$$

Now, just substitute the above results into the left-hand side of Eq.(16), we get

$$
-\alpha\left(\frac{l^{2}}{2}-\frac{l}{6}\right) m^{l+2}+(\alpha+\beta-2)\left(\frac{l^{2}}{2}+\frac{l}{6}\right) m^{l+2}+\left(\frac{l^{2}}{4}+\frac{l}{12}\right) m^{l+2}+o\left(m^{l+2}\right)<0
$$

When $m$ is sufficient large, we may omit the term $o\left(m^{l+2}\right)$, which yields the new condition in Eq.(5)

## Appendix B: Details of the computation of Eq.(10)

First, we can rewrite the condition in Eq.(1) as

$$
\begin{equation*}
X^{n_{X}} Y^{n_{Y}} Z^{n_{Z}}<W^{n_{W}} \tag{17}
\end{equation*}
$$

We can compute the value of $\omega, n_{X}, n_{Y}, n_{Z}, n_{W}$ as follows:

$$
\begin{aligned}
& \omega=|\mathcal{G}|+|\mathcal{H}|=\sum_{\substack{(i, j, k): \\
g_{i, j, k} \in \mathcal{G}}} 1+\sum_{\substack{(i, j, k): \\
h_{i, j, k} \in \mathcal{H}}} 1=\frac{3 \tau+2}{6} m^{3}+o\left(m^{3}\right) \\
& n_{X}= \sum_{\substack{(i, j, k): \\
g_{i, j, k} \in \mathcal{G}}}(m-1)+\sum_{\substack{(i, j, k): \\
h_{i, j, k} \in \mathcal{H}}}(m-1+i)-(m-1) \omega=\sum_{\substack{(i, j, k): \\
h_{i, j, k} \in \mathcal{H}}} i=\frac{3 \tau+2}{6} m^{3}+o\left(m^{3}\right) \\
& n_{Y}= \sum_{\substack{(i, j, k): \\
g_{i, j, k} \in \mathcal{G}}}(m-1)+\sum_{\substack{(i, j, k): \\
h_{i, j, k} \in \mathcal{H}}}(m-1+j)-(m-1) \omega=\sum_{\substack{(i, j, k): \\
h_{i, j, k} \in \mathcal{H}}} j=\frac{3 \tau+4}{6} m^{3}+o\left(m^{3}\right) \\
& n_{Z}= \sum_{\substack{(i, j, k): \\
g_{i, j, k} \in \mathcal{G}}}(2(m-1)+\tau m)+\sum_{\substack{(i, j, k): \\
h_{i, j, k} \in \mathcal{H}}}(2(m-1)+\tau m+k)-(2(m-1)+\tau m) \omega \\
&=\left.\sum_{\substack{(i, j, k):}}^{h_{i, j, k} \in \mathcal{H}}\right\} \\
& n_{W}= \frac{3 \tau^{2}+6 \tau+4}{6} m^{3}+o\left(m^{3}\right) \\
& \sum_{\substack{(i, j, k):}} 1=\frac{3 \tau+2}{6} m^{3}+o\left(m^{3}\right) \\
& h_{i, j, k} \in \mathcal{H}
\end{aligned}
$$

Substitute the above results and $X=N^{\beta-\delta}, Y=N^{\alpha+\beta-2}, Z=N^{0.5}, W=$ $N^{\alpha+\beta}$ into Eq.(17), then take the exponents part, we can obtain

$$
\begin{aligned}
& (\beta-\delta)\left(\frac{3 \tau+2}{6} m^{3}+o\left(m^{3}\right)\right)+(\alpha+\beta-2)\left(\frac{3 \tau+4}{6} m^{3}+o\left(m^{3}\right)\right) \\
& \quad+0.5\left(\frac{3 \tau^{2}+6 \tau+4}{6} m^{3}+o\left(m^{3}\right)\right)<(\alpha+\beta)\left(\frac{3 \tau+2}{6} m^{3}+o\left(m^{3}\right)\right)
\end{aligned}
$$

When $m$ is sufficient large, we may omit the term $o\left(m^{3}\right)$, and get the new condition in Eq.(10).


[^0]:    ${ }^{1}$ Since $e$ is typically of the same order of magnitude as $\psi(N)$ for small $d$, we can fix $\alpha=2$ in our case. But Wiener [29] suggests one can add extra $\psi(N)$ to $e$, which yields larger $\alpha$.

