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#### Abstract

As an enhancement of quantum collision-resistance, the collapsing property of hash functions proposed by Unruh (EUROCRYPT 2016) emphasizes the hardness for distinguishing a superposition state of a hash value from a collapsed one. The collapsing property trivially implies the quantum collision-resistance. However, it remains to be unknown whether there is a reduction from the collapsing hash functions to the quantum collision-resistant hash functions. In this paper, we further study the relations between these two properties and derive two intriguing results as follows: - Firstly, when the size of preimages of each hash value is bounded by some polynomial, we demonstrate that the collapsing property and the collision-resistance must hold simultaneously. This result is proved via a semi-black-box manner by taking advantage of the invertibility of a unitary quantum circuit. - Next, we further consider the relations between these two properties in the exponential-sized preimages case. By giving a construction of polynomial bounded hash functions, which preserves the quantum collision-resistance, we show the existence of collapsing hash functions is implied by the quantum collision-resistant hash functions when the size of preimages is not too large to the expected value. Our results indicate that the gap between these two properties is sensitive to the size of preimages. As a corollary, our results also reveal the non-existence of polynomial bounded equivocal collision-resistant hash functions.


Keywords: quantum collision-resistance, collapsing property, equivocal collision-resistance, hash function

## 1 Introduction

As a central property of hash functions, collision-resistance plays an important role in the development of cryptography. It emphasizes the hardness of finding two distinct inputs which share the same hash value. The collision-resistant
hash functions can be used to construct many cryptographic objects, such as the digital signature, the Merkle tree, and succinct (zero-knowledge) arguments [25,29,6]. Indeed, the existence of collision-resistant hash function yields the existence of the primitives in MiniCrypt such as the one-way function and the pseudorandom generator. It can increase the efficiency of cryptographic schemes than simply using the one-way function in many cases. And it has been proven that the opposite direction is infeasible via the black-box reduction [35]. As a variant of collision-resistance, some other properties such as preimage resistance and second-preimage resistance have been extended and studied by Rogaway and Shrimpton [33].

When we lift that property of collision-resistance into quantum case, it should also be infeasible to generate a collision for any quantum efficient adversary. Namely for a quantum secure collision-resistant hash function $H_{n}$, there doesn't exist any quantum adversary $\mathcal{A}$ that finds a distinct pair $x_{0} \neq x_{1}$ such that $H_{n}\left(x_{0}\right)=H_{n}\left(x_{1}\right)$. However, it seems that these properties are not strong enough in a quantum setting, even we consider the quantum collision-resistance. Despite these quantum counterparts, in order to devise a quantum commitment that achieves a post-quantum secure binding property, Unruh proposed the notion of collapsing hash function, which is stronger that quantum collisionresistant hash function [37]. Informally, a function $H_{n}$ is collapsing, if given a superposition $\sum a_{x, z}|x, H(x), z\rangle$, any quantum adversary can not detect wether the input register or the output register has been measured. Notice that collapsing hash function implies the quantum collision-resistance trivially, since if there exists an adversary $\mathcal{A}$ that finds a distinct pair $x_{0} \neq x_{1}$ such that $y=H_{n}\left(x_{0}\right)=H_{n}\left(x_{1}\right)$. Then by the power of $\mathcal{A}$, we can also generates and tests the state $\left(\left|x_{0}, y\right\rangle+\left|x_{1}, y\right\rangle\right) / \sqrt{2}$, which hence breaks the collapsing property of $H_{n}$. On the other direction, Unruh gave the evidence to show there exists a construction $H_{n}^{\mathcal{O}}$ which is quantum collision-resistant but not collapsing relative to a quantum oracle $\mathcal{O}$ [37]. Similarly, several quantum analogues of properties such as preimage resistance and second-preimage resistance have been formalized and discussed in $[23,20]$. Moreover, Zhandry proved that the existence of a hash function which is not collapsing but quantum collision-resistant implies the existence of quantum lightning in infinity-often sense [42]. Then Amos et al. proposed another quantum security definition of hash functions, which is called the equivocal collision-resistant hash functions, and derived a classical oracle separation between unequivocal property and the quantum collision-resistance, which also yields a classical oracle separation between collapsing and quantum collision-resistance [4].

However, these results don't reveal the reduction from the collapsing hash functions to the quantum collision-resistant hash functions. It remains to be unknown whether we can construct the collapsing hash functions from the quantum collision-resistant hash functions in a black-box (or non-black-box) manner. That hence raise the motivation of this work:

Does the existence of quantum collision-resistant hash functions imply the existence of collapsing hash functions?

Therefore, this motivated us to further study the relations of these properties theoretically. If there is a universal construction of collapsing hash functions from quantum collision-resistant hash functions, if not, can we set up a quantum blackbox barrier between these two primitives?

### 1.1 Our Result

In this paper, we further investigate the relations between quantum collisionresistance and collapsing property and get a surprising result. Although there is a oracle-aided construction separates these two post-quantum security definitions, these two primitives might be equivalent in many cases.

In order to exhibit our results, we firstly classify these hash functions by the upper bound of the size of preimages. Informally, we call a collection of functions $\left\{H_{n}: \mathbf{K} \times \mathbf{X} \rightarrow \mathbf{Y}\right\}_{n \in \mathbb{N}}$ is $\delta(n)$-bounded if any hash value of $H_{n}(k, \cdot)$ has at most $\delta(n)$ preimages for any valid $k \in \mathbf{K}^{3}$. We denote it as regular bounded and polynomial bounded for simplicity if $\delta(n)$ is $O(|\mathbf{X} / \mathbf{Y}|)$ or $\operatorname{poly}(n)$ for some postive polynomial poly $(\cdot)$ respectively. And $\left\{H_{n}\right\}_{n \in \mathbb{N}}$ is almost $\delta(n)$-bounded if it is $\delta(n)$-bounded with overwhelming probability over the randomness of key (the almost regular bounded and almost polynomial bounded are defined accordingly). Hence our results can be discussed separately according to the size of preimages.


Fig. 1. The arrow " $A \rightarrow B$ " means that the primitive $A$ satisfies the property of $B$. The dotted arrow $A \rightarrow B$ means that if the primitive $A$ exists, then so does $B$. The (1), (2) are the main results proved in this paper, and other directions are implied naturally by their definitions.

Our main results can be described as the Figure 1, where (1) represents our first result. That is, for any polynomial bounded hash functions, we can prove that

[^0]surprisingly, the collapsing property is equivalent to the property of quantum collisionresistance.

Theorem 1 (informal). For any collection of (almost) polynomial bounded hash functions $\left\{H_{n}\right\}$, it is collapsing iff it satisfies the quantum collision-resistance.

Then, as a corollary of that theorem, we can directly derive the non-existence of any polynomial bounded equivocal collision-resistant hash functions.

Corollary 1 (informal). There doesn't exist any (almost) polynomial bounded quantum collision-resistant hash function that satisfies the equivocal property.

The corollary above indicates that if we want to implement the equivocal collisionresistant hash functions concretely, the input space of that function must be superpolynomially larger than the output space.

Then, as the second part of our results (which is exhibited as (2) in the Figure 1) we further explore the relations when the preimages are exponentially large. Based on the result of the polynomial bounded case and the construction from (almost) regular bounded hash functions to the (almost) polynomial bounded hash functions which preserves the quantum collision-resistance, we prove the existence of (almost) polynomial bounded collapsing hash functions is implied by the (almost) regular bounded quantum collision-resistant hash functions. That hence implies the reduction from polynomial bounded collapsing hash functions to the (almost) regular bounded quantum collisionresistant hash functions.

Theorem 2 (informal). The existence of (almost) polynomial bounded collapsing hash functions are implied by the existence of (almost) regular bounded quantum collisionresistant hash functions.

Our result demonstates that the gap between these to properties is sensitive to the size of preimages. Namely, fewer preimages and more regularity the hash functions have, more "close" these to properties are.

As an application of that part, we show that Ajtai's construction of hash functions based on the short integer solution (SIS) problem is (almost) regular bounded [2,18].

Corollary 2 (informal). There exists a construction of collapsing hash functions base on the short integer solution (SIS) assumption.

### 1.2 Technical Overview

In this part, we show our main technique involved in this paper. We start by a detailed description of hash functions. A collection of hash functions $\left\{H_{n}:\{0,1\}^{l(n)} \times\{0,1\}^{n} \rightarrow\right.$ $\left.\{0,1\}^{m(n)}\right\}_{n \in \mathbb{N}}$ usually consists of two probabilistic polynomial-time algorithms Gen and Eval, where $\operatorname{Gen}\left(1^{n}\right)$ outputs an evaluation key $k \in\{0,1\}^{l(n)}$ with the security parameter $1^{n}$ as its input, and $\operatorname{Eval}(k, \cdot)$ calculates the function $H_{n}(k, \cdot)$. The properties such as collision-resistance and collapsing property of $\left\{H_{n}\right\}$ stress that any quantum polynomial-time adversary $\mathcal{A}$ who gets the evaluation key $k$ generated by $\operatorname{Gen}\left(1^{n}\right)$ can not break the security of $H_{n}(k, \cdot)$ (e.g. can not find a collision of $H_{n}(k, \cdot)$ for a collection of collision-resistant hash functions $\left\{H_{n}\right\}$ ).

Recall that a collection of hash functions $\left\{H_{n}:\{0,1\}^{l(n)} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m(n)}\right\}_{n \in \mathbb{N}}$ is $\delta(n)$-bounded if it holds that

$$
\begin{equation*}
\left|\left\{x \mid H_{n}(k, x)=y\right\}\right| \leq \delta(n) \tag{1}
\end{equation*}
$$

for any valid $k \in\{0,1\}^{l(n)}$ and $y \in\{0,1\}^{m(n)}$. In that case, we denote by regular bounded and polynomial bounded if $\delta(n)=O\left(2^{n-m(n)}\right)$ and $\delta(n)=\operatorname{poly}(n)$ for some positive polynomial poly(•) respectively. Similar definition can be derived when we consider it in the keyless setting (i.e. the form $\left\{H_{n}: \times\{0,1\}^{n} \rightarrow\{0,1\}^{m(n)}\right\}_{n \in \mathbb{N}}$ ).. And it is almost $\delta(n)$-bounded, if $H_{n}(k, \cdot)$ is $\delta(n)$-bounded with overwhelming probability, where the randomness is taken over the $k \leftarrow \operatorname{Gen}\left(1^{n}\right)$.

The equivalence in bounded case. Since the key generation algorithm Gen seems not involved in our first result, without loss of generality, we sometimes assume the hash functions are constructed in the keyless setting for convenience. Namely, the key generation algorithm $\operatorname{Gen}\left(1^{n}\right)$ generates the evaluation key deterministically for each security parameter. Therefore we denote by the collection of hash functions as $\left\{H_{n}:\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$ for simplicity ${ }^{4}$. In that case, the quantum collisionresistance stresses the quantum hardness for finding a collision of $H_{n}$, and the collapsing property indicates that there is no (computational) difference between measuring the input register or the output register of $H_{n}$.

When the preimages of $H_{n}$ are limited by some polynomial, we intent to take advantage of the invertibility of a quantum circuit and show the equivalence between these two properties. The strategy is that, assuming there exists a quantum adversary $\mathcal{A}$ that breaks the collapsing property of a hash function $H_{n}$ efficiently, then we can construct another quantum polynomial-time adversary $\mathcal{B}$ breaks the quantum collisionresistance of $H_{n}$ as well. In order to make it clear, we divide the adversary $\mathcal{A}$ of the collapsing experiment into two phases $\mathcal{A}_{1}, \mathcal{A}_{2}$, which is formalized in Figure 2.


Fig. 2. The description of $\mathcal{A}$. Where the register of $|0\rangle_{b}$ stores the decision of $\mathcal{A}$, and $|0\rangle_{x},|0\rangle_{y}$ store the input/ output of $H_{n}$ respectively. $|0\rangle_{z}$ stores the auxiliary bits of $\mathcal{A}$. The second step means it would randomly toss a coin $b \leftarrow\{0,1\}$, when $b=0$ it would measure the output register, and when $b=1$ it would measure the input register.

[^1]At the first phase of the collapsing experiment, $\mathcal{A}_{1}$ gets the security parameter and the description of $H_{n}$ as its input, then generates a challenge state $\rho$ and sends it to the challenger, the challenger measures the input or the output register of $\rho$ according to the tossed coin $b \leftarrow\{0,1\}$. In the second phase, $\mathcal{A}_{2}$ receives the resulting state $\rho_{(b)}$ sent by the challenger and inherited by $\mathcal{A}_{1}$, and made his decision $b^{\prime}$. $\mathcal{A}$ wins the game iff it holds that $b^{\prime}=b$.

Notice that, when the size of preimages is bounded by some polynomial, the trace distance between $\rho_{(0)}$ and $\rho_{(1)}$ is smaller than 1 by a non-negligible amount, which means these two states are not extremely far from each other, therefore we can deduce that the states generated by $\mathcal{A}_{2}$ with inputs $\rho_{(0)}$ and $\rho_{(1)}$ are similar to each other with non-negligible amount. That gives possibility to restore one from another state by the power of the inverse of $\mathcal{A}_{2}$.

Inspired by this observation, assuming $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ breaks the collapsing property of $H_{n}$, if we measure the input register of the state $\rho$ generated by the first phases $\mathcal{A}_{1}$ in the computational basis and get a preimage $x$ of some hash value $y$, the resulting state $\rho_{(1)}$ is non-negligibly "close" to $\rho_{(0)}$ (i.e. the state after measuring the output register of $\rho$ ). Therefore, if we apply $\mathcal{A}_{2}$ to $\rho_{(1)}$ and measuring the decision register, since the trace distance from $\rho_{(0)}$ to $\rho_{(1)}$ is not too "far", the resulting state after measuring is similar as the other case with non-negligible amount. Therefore if we adopt the inverse of $\mathcal{A}_{2}$ to that state, we may "retrieve" the state $\rho_{(0)}$ with non-negligible probability. Then another preimage of the hash value $y$ could be derived with nonnegligible probability if measuring the input register again. This intuition tell us, when the preimages are bounded by some polynomial, the quantum collision-resistance and the collapsing property must hold simultaneously as well.

We now introduce the procedure of $\mathcal{B}$ as Figure 3 . More specifically, $\mathcal{B}$ firstly invokes $\mathcal{A}$ faithfully and measures the input register between these two phases and the decision register after running $\mathcal{A}_{2}$. Here we denote by $x$ the measurement of the input register in that step. Then $\mathcal{B}$ runs the inverse of $\mathcal{A}_{2}$ and measures the input register in the computational basis and gets $x^{*}$ in result. By the discussion above, we claim it holds that $x \neq x^{*}$ and $H_{n}(x)=H_{n}\left(x^{*}\right)$ with non-negligible probability. The formal proof of that result will be exhibited in Section 3.


Fig. 3. The description of $\mathcal{B}$.

Notice the adversary $\mathcal{A}$ we considered could be of arbitrary form, it hence could be probably not unitary (and not invertible). That means the reduction above could be blocked if it was treated in a fully black-box manner (in which case both the underlying implementation of the primitive and the adversary $\mathcal{A}$ are only treated as black-box). However it would be feasible if we consider it in a semi-black-box manner (that is, the underlying implementation of the primitive is still given as a black-box, while the description of the adversary $\mathcal{A}$ is given) [31]. In that case, the inverse of $\mathcal{A}_{2}$ exists because any general quantum circuit can be simulated by a unitary circuit equivalently (which is called the purification of that circuit, the existence of such simulation may refer to [1]). Therefore, we can assume the whole process of $\mathcal{A}_{1}, \mathcal{A}_{2}$ are unitary, then the inverse of $\mathcal{A}_{2}$ is its conjugate transpose $\mathcal{A}_{2}^{\dagger}$. That indicates the feasibility of the quantum adversary $\mathcal{B}$ for breaking the quantum collision-resistance of $H_{n}$.

The relation in almost regular case. Then we consider the relation between these two properties in a general case. We believe there might be a quantum collisionresistant hash function which is not collapsing due to the existing oracle-aided constructions $[37,4]$. However that doesn't obstruct the reduction from collapsing hash functions to the quantum collision-resistant hash functions.

Therefore we consider whether we can construct polynomial bounded hash function from unbounded hash function. Unfortunately, a universal transformation is unknown due to the sophisticated structure of preimages unbounded hash functions. However, we can prove the implication relation in some specific type of hash functions i.e. if the collection of hash functions $\left\{H_{n}:\{0,1\}^{l} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$ is almost regular bounded (i.e. almost $O\left(2^{n-m}\right)$-bounded) and quantum collision-resistant, then we can construct a collection of collapsing hash functions from it. The idea is simple, since the collapsing property and the quantum collision-resistance is equivalent in polynomial bounded case, it is sufficient to justify our result if we can get a construction of the polynomial bounded hash functions from any $O\left(2^{n-m}\right)$-bounded hash functions which preserves the quantum collision-resistance.

In order to devise such a construction, the core part is to rarefy and smoothen the preimages of each hash value, because there might be a hash value $y$ which occupies the vast majority of preimages in the hash domain. To achieve that goal, we adopt the $k$-wise independent hash functions as our main tool involved in this construction. Notice that, for $k$-wise independent hash functions $\{h: U \rightarrow[M]\}$, the probability that the distinct series $x_{1}, \ldots, x_{k}$ have the same value of $h$ is at most $1 /|M|^{k}$. That inspires us, for any collection of hash functions $\left\{H_{n}:\{0,1\}^{l(n)} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m(n)}\right\}_{n \in \mathbb{N}}$, we can rarefy and smooth the preimages by connecting the output of $H_{n}(k, x)$ to the value $h(x)$ of the ( $\operatorname{poly}(n)+1)$-wise independent hash functions with some positive polynomial poly $(n)$. Namely, we construct a new collection of hash functions $\left\{H_{n}^{\prime}\right.$ : $\left.\{0,1\}^{l+|h|} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n-1}\right\}$ such that $H_{n}^{\prime}(h \| k, x):=h(x) \| H_{n}(k, x)$. Then it holds that $H_{n}^{\prime}\left(k^{\prime}, x^{*}\right)=H_{n}^{\prime}\left(k^{\prime}, x\right)$ iff $h\left(x^{*}\right)=h(x) \wedge H_{n}\left(k, x^{*}\right)=H_{n}(k, x)$. Therefore, we can prove that the quantum collision-resistance (and hence the collapsing property) can be preserved by this construction. On the other hand, $H_{n}^{\prime}(h \| k, x)$ has poly $(n)+1$ preimages with probability at most $1 /|M|^{\operatorname{poly}(n)+1}$ due to the property of the $(\operatorname{poly}(n)+$ 1)-wise independent hash functions, that indicates $H_{n}^{\prime}(h \| k, \cdot)$ is poly $(n)$-bounded with overwhelming probability, which hence proves that $\left\{H_{n}^{\prime}\right\}$ is almost polynomial bounded quantum collision-resistant hash functions, and the collapsing property can be derived according to our first result.

To show an application of that result, we give a construction of collapsing hash functions from Ajtai's construction $\left\{H_{A}(\mathbf{x})=A \mathbf{x}, A \in \mathbb{Z}_{q}^{n \times m}\right\}$ based on the short integer solution (SIS) problem by showing $\left\{H_{A}\right\}$ is almost regular bounded for $\mathbf{X}=$ $\left\{\mathbf{x} \in \mathbb{Z}_{q}^{m}:\|\mathbf{x}\| \leq \beta / 2\right\}$ and $\mathbf{Y}=\mathbb{Z}_{q}^{n}$. The idea is simple, notice that any vector $\mathbf{x}$ in the input space $\mathbf{X}$ belongs to the sphere $B_{\beta / 2}(\mathbf{0})$, we hence give a cell that contains each vector $\mathbf{x} \in \mathbf{X}$ disjointedly and show each cell is contained in a sphere $B_{\beta^{\prime} / 2}(\mathbf{0})$ which is slightly larger than $B_{\beta / 2}(\mathbf{0})$. Then we can get an upper bounded of the size of preimages which is the volume of $B_{\beta^{\prime} / 2}(\mathbf{0})$ divided by the volume of the cell. Since the size of $\mathbf{X}$ is approximatively equals to the volume of $B_{\beta / 2}(\mathbf{0})$, and $B_{\beta^{\prime} / 2}(\mathbf{0})$ is slightly larger than $B_{\beta / 2}(\mathbf{0})$, hence Ajtai's construction is almost regular bounded, and then it is feasible to be transformed into a collapsing one based on our result.

### 1.3 Related Works

Comparation to concurrent work. The concurrent work by Zhandry also discusses the relation between the two security definitions and gets the same equivalence result independently as ours but from different perspectives [43]. He gives a generalized transformation from any quantum collision-resistant hash function that satisfies a certain regularity condition called "semi-regularity" to the collapsing hash functions. Using that transformation, he derives several constructions of collapsing hash functions from different assumptions such as the learning parity with noise (LPN) problem, and some problems arising from isogenies on elliptic curves. These results greatly expand known results (since the only standard-model construction of collapsing hash functions before that was based on the learning with error (LWE) problem). ${ }^{5}$

From a different perspective, our work mainly aims to figure out the implication relations between the collapsing hash functions and the quantum collision-resistant hash functions in various cases, and we consider the existence of some related primitives such as the equivocal collision-resistant hash functions. As an application, we construct collapsing hash functions from Ajtai's construction based on the quantum hardness of the short integer solution (SIS) problem.

The collapsing hash functions. The concept of collapsing hash functions is proposed by Unruh to achieve the post-quantum secure binding for a commitment scheme [37]. He showed the random function satisfies the collapsing property, and gave an instance of a quantum collision-resistant hash function that is not collapsing relative to a quantum oracle (which is constructed by Ambainis et al. in [3]). Then he gave a concrete construction in his later work [36], which also shows the collapsing is preserved under the Merkle-Damgård construction. Czajkowski et al. proved the Sponge construction also preserves the collapsing property under some suitable assumptions [15] (which is originally in [38]). Fehr proposed a formalism and a framework which could obtain simpler proofs for the collapsing property [17]. The relations of the security notions of cryptographic hash functions against quantum attacks are further studied by Hamlin and Song in [20]. Moreover, Zhandry showed a quantum collision-resistant hash function which is not collapsing implies the quantum lighting in infinite-often sense. Then Amos et al. proposed the notion of equivocal collision-resistant hash functions, which is collision-resistant but not collapsing, and gave a classical oracle construction,

[^2]which also indicates a classical oracle separation between the collapsing hash functions and the quantum collision-resistant hash functions [4].

The relations of variant hash functions. The relations of security notions of cryptographic hash functions are studied comprehensively in both classical and quantum setting (such as [33,20]). As for the existence in the black-box manner, Hsiao and Reyzin set up a black-box barrier from the public-coin collision-resistant hash functions to the secret-coin collision-resistant hash functions by the two-oracle technique [22]. Simon showed the impossibility of (relativized) reduction from the collision-resistant hash functions to one-way permutation [35]. This impossibility is lifted into quantum fully black-box setting by Hosoyamada and Yamakawa [21], which also rules out the quantum fully black-box reduction from the collapsing hash to the quantum-computable (classical computable) one-way permutation. Asharov Segev showed there is no fully black-box construction of a collision-resistant function family from an indistinguishability obfuscator, which indicates that collision-resistant function doesn't belong to the world Obfustopia [5]. As a weaker notion, the multi-collision resistant hash function was studied in $[7,9]$, which also showed a black-box barrier from one-way permutation to that primitive. Inspired by Impagliazzo's five worlds [24], Komargodski et al. defined four worlds of hashing-related primitives in classical setting [26], which are Hashomania, Minihash, Unihash, Nocrypt respectively. Hashomania denotes the world that the collision-resistant hash functions are exist. Minihash is the world that multiple collision resistant hash exists. Unihash denotes only one-way functions exist, and Nocrypt is the world that has no one-way function. They also shows a black-box barrier from the multiple collision resistant hash functions to the collision-resistant hash functions. Then Komargodski et al. studied the distributional collision resistant hash functions [27], which is firstly introduced by [16], they showed that the distributional collision resistant hash functions can be guaranteed by the existence of multi-collision resistance hash in non-black-box (and infinitely-often ) case, and also implied by the the average hardness of statistical zero-knowledge. Then Bitansky et al. showed that primitive might be stronger than one-way functions by giving a construction of constant-round statistically hiding commitment scheme [8], which seems impossible from one-way function in black-box case [19].

Although there has been a lot of studies about the security notions of hash functions in classical sense. Many relations remain to be unknown in the quantum world. Therefore, in this paper we further study the relations of post-quantum security definitions of hash functions theoretically, and take the first step to show whether collapsing hash belongs to the quantum analogue of Hashomania.

## 2 Preliminary

### 2.1 Notations

We use $\mathbb{N}$ and $\mathbb{R}$ to denote the set of positive integers and real numbers respectively, $\left\|\rho_{1}, \rho_{1}\right\|_{t r}$ is the trace distance between two mixed states $\rho_{1}, \rho_{1}$, and $\operatorname{Tr}(\rho)$ denotes $\rho$ 's trace. The length of a bit string $x$ is denoted as $|x|$, and when refered to a set $X$, let $|X|$ be its Cardinality. The mathematical expectation of a random variable $H$ is $\mathrm{E}[H]$. A function $f: \mathbb{N} \rightarrow \mathbb{R}$ is called negligible, if for any positive polynomial $p(n)$, it holds $1 / p(n)>f(n)$ for all sufficiently large $n$. It is easy to see that for a non-negligible
$f(n)$, there is some positive polynomial $p(\cdot)$ such that $1 / p(n)<f(n)$ for infinite many $n \in \mathbb{N}$. For a hash function $H_{n}:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$, we let $H_{n}^{-1}(y)$ denote the set of preimage for any $y \in\{0,1\}^{m}$, and when $y \notin H_{n}\left(\{0,1\}^{n}\right)$, let $H_{n}^{-1}(y)=\emptyset$.

### 2.2 Quantum Computation

In this part we introduce some background information of quantum computation, we assume the familiarity of basic notions in [30]. A quantum state is a vector with norm 1 in a Hilbert space, which we usually denotes it by $|\phi\rangle$. And in this work, we usually consider that state in binary form, for example

$$
|\phi\rangle:=\sum_{x} a_{x}|x\rangle
$$

for $x \in\{0,1\}^{n}$ and $\sum\left|a_{x}\right|^{2}=1$. The family of pure states $\{|x\rangle\}_{x \in\{0,1\}^{n}}$ is called the computational basis of that space. The combination of two states $\left|\phi_{1}\right\rangle,\left|\phi_{2}\right\rangle$ is the tensor product $\left|\phi_{1}\right\rangle \otimes\left|\phi_{2}\right\rangle$ and we denote by $\left|\phi_{1}, \phi_{2}\right\rangle$ for simplicity.

A quantum algorithm $\mathcal{A}$ is made up by the composition of a series of basis gates, which can be unitary (such as the Hadamard gates, Toffoli gates, and the CNOT gates), and non-unitary (such as the ancillary gates and the erasure gates). And a collection of functions $\left\{H_{n}\right\}$ is quantum-computable if there exists a family of polynomial-time uniform quantum circuits $\left\{\mathcal{C}_{n}\right\}$ to implement it, and permits the superposition calculation namely

$$
\sum_{x, y} a_{x, y}|x, y\rangle \xrightarrow{\mathcal{C}_{n}} \sum_{x, y} a_{x, y}\left|x, y \oplus H_{n}(x)\right\rangle
$$

for any possible $\sum_{x, y} a_{x, y}|x, y\rangle$ (or we can define it in the bounded-error case, i.e. the distance between $\mathcal{C}_{n}|x, y\rangle$ and the actual $\left|x, y \oplus H_{n}(x)\right\rangle$ is at least $\left.2 / 3\right)$.

For a general quantum $\operatorname{circuit} \mathcal{C}$, the output is denoted by the mixed state $\rho=$ $\sum_{i} p_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|$ such that $\sum_{i} p_{i}=1$. If $\mathcal{C}$ is polynomial-time quantum circuit, we can simulate it equivalently by some unitary circuits $\mathcal{C}^{\prime}$ efficiently [1]. We denote by $|\phi\rangle$ the output of $\mathcal{C}^{\prime}$, then we have

$$
\operatorname{Tr}_{z}|\phi\rangle\langle\phi|=\rho,
$$

where $\operatorname{Tr}_{z}$ is the partial trace respect to some auxiliary registers added in $\mathcal{C}^{\prime}$. We hence say $|\phi\rangle$ is the purification of $\rho$ and $\mathcal{C}^{\prime}$ is the purified circuit of $\mathcal{C}$. And when we measure a state $|\phi\rangle$ (in some basis such as $\{|x\rangle\}_{x \in\{0,1\}^{n}}$ ), the probability that we get $x$ in result is $|\langle x \mid \phi\rangle|^{2}$ and when measuring a mixed state $\rho$, the corresponding probability is $\langle x| \rho|x\rangle$.

For a quantum algorithm $\mathcal{A}$, we denote by $[\mathcal{A}(x) \rightarrow z]$ the process that it takes the classical information $x$ as its input and output the measurement $z$, and the corresponding probability is denote as

$$
\operatorname{Pr}[\mathcal{A}(x) \rightarrow z] .
$$

When $\mathcal{A}$ is unitary, that probability can be denoted as $\||z\rangle\langle z| \otimes I \circ \mathcal{A}|x, 0\rangle \|^{2}$, where 0 stores the auxiliary qubits of $\mathcal{A}$, and $I$ is the identity on the rest registers.

### 2.3 The Quantum Security of Hash Functions

The following definition of quantum collision-resistant hash functions is adapted from [21], which gives a classification due to the implementation environment ${ }^{6}$.

Definition 1 (Quantum collision-resistant hash function [21]). A collection of hash functions $\left\{H_{n}:\{0,1\}^{l(n)} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m(n)}\right\}_{n \in \mathbb{N}}$ is quantum-computable (or classical-computable) quantum-collision-resistant hash functions if there exists a pair of efficient quantum (classical) algorithms Gen and Eval such that:

- Gen $\left(1^{n}\right)$ : The key generation algorithm takes the security parameter $1^{n}$ as its input, and output an evaluation key $k \in\{0,1\}^{l(n)}$.
- $\operatorname{Eval}(k, x)$ The evaluation algorithm calculates the hash function $H_{n}(k, \cdot)$ for an evaluation key $k \in\{0,1\}^{l(n)}$ and returns the hash value $y=H_{n}(k, x)$.

For any quantum efficient adversary $\mathcal{A}$, we have

$$
\begin{equation*}
\operatorname{Pr}_{k \leftarrow \operatorname{Gen}\left(1^{n}\right)}\left[\mathcal{A}\left(1^{n}, k\right) \rightarrow\left(x_{0}, x_{1}\right), H_{n}\left(k, x_{0}\right)=H_{n}\left(k, x_{0}\right)\right] \leq \operatorname{negl}(n) \tag{2}
\end{equation*}
$$

for any $n \in \mathbb{N}$. The probability above is taken over the choice of $k \leftarrow \operatorname{Gen}\left(1^{n}\right)$ and the randomness inside $\mathcal{A}$. Where negl(•) is a negligible function.

The parameters $l(n)$ and $m(n)$ are bounded by some polynomial of $n$. They are denoted as $l$ and $m$ in brief when there is no confusion. We will always assume that $\left\{H_{n}\right\}$ is compressing, namely it holds that $n>m$ for all sufficiently large $n \in \mathbb{N}$, and $\left\{H_{n}\right\}$ is keyless if $l(n)=0$ (namely the key generation algorithm outputs an evaluation key deterministically).

Next we introduce the definition of collapsing hash functions, which is originally defined by Unruh [37], here we adapt it slightly to achieve the consistency of this work.

Definition 2 (Collapsing Hash Functions [37]). A collection of hash functions $\left\{H_{n}:\{0,1\}^{l} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$ is quantum-computable (classical-computable) collapsing hash functions, if there also exists a pair of efficient quantum (classical) algorithm Gen and Eval as Definition 1, and withstands the attack of any quantum efficient adversary $\mathcal{A}$ in the following experiment $\operatorname{Exp}_{\mathcal{A}}^{\text {coll }}(n)$ :

- The adversary $\mathcal{A}$ is divided into two phases $\mathcal{A}_{1}, \mathcal{A}_{2}$ in that experiment.
- In the first phase, $\mathcal{A}_{1}$ is given the security parameter $1^{n}$ along with a evaluation key $k \leftarrow \operatorname{Gen}\left(1^{n}\right)$ as its input and generates the following state:

$$
\begin{equation*}
|\phi\rangle:=\sum_{x, y} \alpha_{x, y, z}|x, y, z\rangle \tag{3}
\end{equation*}
$$

Where $x \in\{0,1\}^{n}$ and $y \in\{0,1\}^{m(n)}$ denote the input/output of $H_{n}(k, \cdot)$ respectively and $z$ is the auxiliary bit string. Then $\mathcal{A}_{1}$ sends the registers containing the input/output of $H_{n}(k, \cdot)$ to the challenger.

[^3]- The challenger randomly chooses a coin $b \leftarrow\{0,1\}$. If $b=0$, it would measure the output register of the receiving state in the computational basis; If $b=1$, it would measure the input register.
- Then the challenger returns the resulting state to the adversary $\mathcal{A}_{2}$.
- After receiving the state from the challenger and inheriting the information from $\mathcal{A}_{1} . \mathcal{A}_{2}$ outputs his decision $b^{\prime} \in\{0,1\}$, and wins iff $b^{\prime}=b$.

We let $\operatorname{Exp}_{\mathcal{A}}^{\text {coll }}(n)=1$ whenever the adversary $\mathcal{A}$ wins, and $\operatorname{Exp}_{\mathcal{A}}^{\text {coll }}(n)=0$ otherwise. Then $\left\{H_{n}\right\}_{n \in \mathbb{N}}$ satisfies the collapsing property if

$$
\begin{equation*}
\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}}^{\text {coll }}(n)=1\right]-\frac{1}{2}\right| \leq \operatorname{negl}(n) \tag{4}
\end{equation*}
$$

for any quantum efficient adversary $\mathcal{A}$, and for all $n \in \mathbb{N}$. Where negl $(\cdot)$ is a negligible function.

Since the challenger can check the validity of $|\phi\rangle$ by invoking $H_{n}$ again in the experiment, we assume $\mathcal{A}_{1}$ always returns a valid state, which means the output register always stores the correct hash value of the corresponding input.

To construct quantum lightning, one-shot chameleon hashing and signatures schemes, Amos et al. further explored the quantum property of hash functions, and proposed a new notion which is called the equivocal collision-resistant hash functions defined as follows.

Definition 3 (Equivocal Collision-Resistant Hash Functions [4]). A collection of hash functions $\left\{H_{n}:\{0,1\}^{l} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$ is quantum-computable (classical-computable) equivocal collision-resistant hash functions, if there also exists a pair of efficient quantum (classical) algorithm Gen and Eval as in Definition 1, along with the following two efficient quantum algorithms $\mathcal{G}, \mathcal{E}$ :
$-\mathcal{G}(k)$ : The generation algorithm takes as input the evaluation key as its input, and outputs a hash value $y$ of $H_{n}(k, \cdot)$, a description of a predicate $\mathcal{P}:\{0,1\}^{n} \rightarrow\{0,1\}$, and a state $\rho_{y, \mathcal{P}}$ (which probably includes the information about the evaluation key and the description of $\mathcal{P}$ ).
$-\mathcal{E}(b, \rho):$ The equivocal algorithm takes a bit $b \in\{0,1\}$ along with a state $\rho$ as its input, and outputs a preimage $x$.

The correctness stresses that if $\mathcal{P}, y$ and $\rho_{y, \mathcal{P}}$ is generated by $\mathcal{G}(k)$, then the output $x$ of $\mathcal{E}\left(b, \rho_{y, \mathcal{P}}\right)$ satisfies $H_{n}(k, x)=y$ and $\mathcal{P}(x)=b$ with overwhelming probability for any $b \in\{0,1\}$. And the security of $\left\{H_{n}\right\}$ also requires quantum collision-resistance against any quantum efficient adversary $\mathcal{A}$.

Notice that here we only consider the quantum implementations of $\mathcal{G}, \mathcal{E}$ in above definition. Since if they are classical, we can apparently get a collision by repeating $\mathcal{E}(b, \rho)$ with a copied $\rho$ (if $\mathcal{G}$ is classical, the output of $\mathcal{G}$ should be classical as well). Moreover, we can see that the quantum collision-resistance is implied by the equivocal collision-resistance, and the equivocality also rules out the collapsing property, which is shown by the following lemma.

Lemma 1. If $\left\{H_{n}\right\}$ is a collection of quantum-computable (classical-computable) equivocal collision-resistant hash functions, then it is not collapsing.

That result was claimed originally by Amos et al. in [4] (Sec. 2) without an explicit proof. We will give a proof for Lemma 1 via a non-black-box manner in Appendix A for completeness.

To limit the number of preimages, we derive the following definitions of (almost) $\delta(n)$-bounded (and regular bounded) to classify the hash functions by the size of preimages.

Definition 4 ( $\delta(n)$-bounded). A collection of hash functions $\left\{H_{n}: \mathbf{K} \times \mathbf{X} \rightarrow \mathbf{X}\right\}$ is $\delta(n)$-bounded if

$$
\begin{equation*}
\left|\left\{x \mid H_{n}(k, x)=y\right\}\right| \leq \delta(n) \tag{5}
\end{equation*}
$$

for all $n \in \mathbb{N}, k \in \operatorname{supp}\left(\operatorname{Gen}\left(1^{n}\right)\right)$, and $y \in\{0,1\}^{m}$. Where $\operatorname{supp}\left(\operatorname{Gen}\left(1^{n}\right)\right)$ denotes the support of the distribution of key generation algorithm $\operatorname{Gen}\left(1^{n}\right)$. In addition, $\left\{H_{n}\right\}$ is almost $\delta(n)$-bounded if

$$
\begin{equation*}
\operatorname{Pr}_{k \leftarrow \operatorname{Gen}\left(1^{n}\right)}\left[\left|\left\{x \mid H_{n}(k, x)=y\right\}\right| \leq \delta(n)\right] \geq 1-\operatorname{negl}(n) \tag{6}
\end{equation*}
$$

for all $n \in \mathbb{N}$, and $y \in H_{n}\left(k,\{0,1\}^{n}\right)$, where $\operatorname{negl}(\cdot)$ denotes a negligible function.
Besides, $\left\{H_{n}: \mathbf{K} \times \mathbf{X} \rightarrow \mathbf{X}\right\}$ is called regular bounded if $\delta(n)=O(|\mathbf{X}| /|\mathbf{Y}|)$, which means the preimages could not be too large to the expected value. We say a collection of hash functions $\left\{H_{n}\right\}$ is polynomial bounded, if there exists a positive polynomial poly $(\cdot)$ such that $\left\{H_{n}\right\}$ is poly $(n)$-bounded. And the notions of almost regular bounded and almost polynomial bounded are defined accordingly.

In the following part, we will classify the hash functions by this notion and start our result in a polynomial bounded setting.

A function $H_{n}$ is called regular, if all hash values have the same size of preimages (except the empty set). Base on that notion, Ristenpart and Shrimpton further proposed the definition of regularity [32], which is also highly relative to the almost regular bounded property. Here we adapt that notion to fit our content as follows.

Definition 5 (Regularity [32]). A collection of hash functions $\left\{H_{n}: \mathbf{K} \times \mathbf{X} \rightarrow \mathbf{X}\right\}$ is $\Delta(n)$-regular if it holds that

$$
\sum_{k} \operatorname{Pr}\left[k=k^{\prime}: \operatorname{Gen}\left(1^{n}\right) \rightarrow k^{\prime}\right] \cdot \Delta(k, n) \leq \Delta(n),
$$

where $\Delta(k, n)$ is given by

$$
\Delta(k, n):=\max _{y} \frac{\|\left\{x \mid H_{n}(k, x)=y\right\}|-|\mathbf{X}| /|\mathbf{Y}||}{|\mathbf{X}|}
$$

In addition, we say $\left\{H_{n}: \mathbf{K} \times \mathbf{X} \rightarrow \mathbf{X}\right\}$ is nearly regular if $\Delta(n) \leq O\left(\frac{|\mathbf{X}|}{|\mathbf{Y}| \cdot n^{\omega(1)}}\right)$.
Notice there are other definitions characterizing the regularity of hash functions such as [28], they also defined the almost regularity, we hence denote our notion by "nearly regular" instead of "almost regular" to avoid the potential confusion. It's easy to see that any regular hash function satisfies the nearly regular property, and by Markov's inequality, nearly regular hash function is almost regular bounded.

As a basic tool that will used in the second part of our result, we introduce the notion from $k$-wise independent hash functions, which is generalized by the universal hash functions.

Definition 6 ( $k$-Wise Independent Hash Functions). A family of hash functions $\{h: U \rightarrow[M]\}$ is called $k$-wise independent if for any $k$ distinct inputs $x_{1}, \ldots x_{k}$ along with $k$ outputs $y_{1}, \ldots, y_{k}$ (probably not distinct), it holds that

$$
\begin{equation*}
\operatorname{Pr}_{h}\left[\wedge_{i=1}^{k} h\left(x_{i}\right)=y_{i}\right] \leq \frac{1}{M^{k}} . \tag{7}
\end{equation*}
$$

That notion has plenty of applications in cryptography in both quantum and classical setting such as $[34,14,40,11,36,10]$. And it can be implemented efficiently due to many concrete constructions such as $[13,39]$.

## 3 The Equivalence in Polynomial Bounded Case

In this section, we will show the equivalence of the quantum collision-resistance and the collapsing property, when the preimages of each hash value are upper bounded by some polynomial of the input length. It is formalized as follows.

Theorem 3. A collection of quantum-computable (classical-computable) polynomial bounded hash functions is collapsing if and only if it is quantum collision-resistant.

Proof. By the definition of collapsing hash functions, it's trivial to obtain the collisionresistance from collapsing property for any quantum-computable (classical-computable) poly $(n)$-bounded hash functions $\left\{H_{n}:\{0,1\}^{l} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$, where poly $(\cdot)$ is a positive polynomial. Hence it's sufficient to prove it on the other direction.

Since the evaluation key is not involved in this proof, without loss of generality, we consider this problem in keyless setting (i.e. the collection of hash functions is denote by $\left.\left\{H_{n}:\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}\right)$ for convenience, and the generalized result can be derived accordingly. We justify that result by making a contradiction. Assuming there exists a collection of quantum-computable (classical-computable) poly $(n)$-bounded hash functions $\left\{H_{n}:\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$ for some positive polynomial poly(•) which is quantum collision-resistant but not collapsing, and $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ is the corresponding quantum adversary that breaks the collapsing property of $H_{n}$. We now take advantage of $\mathcal{A}$ to construct a quantum collision-finding algorithm $\mathcal{B}$ as follows:
$-\mathcal{B}$ firstly invokes $\mathcal{A}_{1}\left(1^{n}\right)$ and produces the state $\rho_{1}$.
$-\mathcal{B}$ measures the input register of $\rho_{1}$ in the computational basis, and gets a measurement $x \in\{0,1\}^{n}$ with the resulting state $\rho_{2}$.

- Then $\mathcal{B}$ runs $\mathcal{A}_{2}$ on $\rho_{2}$ and measures the decision qubit $b^{\prime}$, and $\rho_{3}$ is the collapsed resulting state after measuring.
$-\mathcal{B}$ runs the inverse $\mathcal{A}_{2}^{\dagger}$ to $\rho_{3}$ and measures the input register in the computational basis, and gets the measurement $x^{*}$. Then outputs the pair $\left(x, x^{*}\right)$ as its result.

First of all, we will justify the feasibility of $\mathcal{B}$. We consider that $\mathcal{B}$ is given the internal information of $\mathcal{A}_{1}, \mathcal{A}_{2}$ (which is stronger than only given the oracle access), in that case we can assume both $\mathcal{A}_{1}, \mathcal{A}_{2}$ are unitary operations without loss of generality. Since if not, we can certainly replace them by their purification circuits. These processes are efficient as justified in [1]. Since $\mathcal{A}$ is an efficient quantum adversary, hence $\mathcal{B}$ is also an efficient quantum algorithm. The remaining part of this proof is to show that $\mathcal{B}$ breaks the collision-resistance of $H_{n}$ with non-negligible probability, namely, the existence of some positive polynomial $\mathrm{P}^{\prime}(n)$ such that

$$
\begin{equation*}
\operatorname{Pr}\left[\mathcal{B}\left(1^{n}\right) \rightarrow\left(x, x^{*}\right), H_{n}(x)=H_{n}\left(x^{*}\right)\right] \geq \frac{1}{\mathrm{P}^{\prime}(n)} \tag{8}
\end{equation*}
$$

for infinitely many $n \in \mathbb{N}$. Where $\mathrm{P}^{\prime}(n)$ is some positive polynomial.
Before showing that, we give some notations which are useful in the proof. Firstly, the procedure of $\mathcal{A}_{1}$ is expressed as follows:

$$
\begin{equation*}
\mathcal{A}_{1}|0\rangle=\sum_{x, y, z} \alpha_{x, y, z}|x, y, z\rangle . \tag{9}
\end{equation*}
$$

Where $x, y$ are stored in the input/ output registers respectively, and $z$ is the corresponding auxiliary bit string. For each $|0, x, y, z\rangle$, the second phase $\mathcal{A}_{2}$ runs as follows

$$
\begin{equation*}
A_{2}|0, x, y, z\rangle=\sum_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\left|b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right\rangle \tag{10}
\end{equation*}
$$

Where $b^{\prime}$ stores the decision bit of $\mathcal{A}_{2}$.
By our assumption, since $\mathcal{A}$ wins in $\operatorname{Exp}_{\mathcal{A}}^{\text {coll }}(n)$ with non-negligible advantage under our assumption, there exists a positive polynomial $P(\cdot)$ such that

$$
\begin{equation*}
\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}}^{\text {coll }}(n)=1\right]-\frac{1}{2}\right| \geq \frac{1}{\mathrm{P}(n)}, \tag{11}
\end{equation*}
$$

for infinitely many $n \in \mathbb{N}$.
Let $\rho_{(0)}$ denote the mixed state after measuring (tracing out) the output register (i.e. $b=0$ ), by the equation (9), it can be denoted as

$$
\rho_{(0)}:=\sum_{y}\left(\sum_{x, z}\left|\alpha_{x, y, z}\right|^{2}\right) \cdot\left|\phi_{y}\right\rangle\left\langle\phi_{y}\right| .
$$

Where $\left|\phi_{y}\right\rangle:=\sum_{x, z}^{x \in H_{n}^{-1}(y)} \alpha_{x, y, z}|x, y, z\rangle / \sqrt{\left(\sum_{x, z}\left|\alpha_{x, y, z}\right|^{2}\right)}$, and $\rho_{(1)}$ be the state in the case $b=1$, which is

$$
\rho_{(1)}:=\sum_{y} \sum_{x \in H_{n}^{-1}(y)}\left(\sum_{z}\left|\alpha_{x, y, z}\right|^{2}\right)\left|\psi_{x, y}\right\rangle\left\langle\psi_{x, y}\right| .
$$

Where $\left|\psi_{x, y}\right\rangle=\sum_{z} \alpha_{x, y, z}|x, y, z\rangle / \sqrt{\left(\sum_{z}\left|\alpha_{x, y, z}\right|^{2}\right)}$. Recall that

$$
A_{2}|0, x, y, z\rangle=\sum_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\left|b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right\rangle .
$$

Let $\mathbf{E}_{b, b^{\prime}}$ be the event that the measurement of decision bit is $b^{\prime}$ after invoking the conjugate transpose $\mathcal{A}_{2}^{\dagger}$ (i.e. the inverse of $\mathcal{A}_{2}$ ) on $\rho_{b}$, then we can denote the probability that $\mathbf{E}_{b, b^{\prime}}$ occurs as

$$
\begin{equation*}
\operatorname{Pr}\left[\mathbf{E}_{0, b^{\prime}}\right]=\sum_{y} \sum_{x^{\prime}, y^{\prime}, z^{\prime}}\left|\sum_{x, z}^{x \in H_{n}^{-1}(y)} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \alpha_{x, y, z}\right|^{2} \tag{12}
\end{equation*}
$$

for $b=0$, and

$$
\begin{equation*}
\operatorname{Pr}\left[\mathbf{E}_{1, b^{\prime}}\right]=\sum_{y} \sum_{x \in H_{n}^{-1}(y)} \sum_{x^{\prime}, y^{\prime}, z^{\prime}}\left|\sum_{z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \alpha_{x, y, z}\right|^{2} \tag{13}
\end{equation*}
$$

for $b=1$.

Thus the success probability of $\mathcal{A}$ satisfies

$$
\begin{align*}
& 4 \cdot\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}}^{\text {coll }}(n)=1\right]-\frac{1}{2}\right|  \tag{14}\\
& \quad=\sum_{b^{\prime}}\left|\operatorname{Pr}\left[\mathbf{E}_{0, b^{\prime}}\right]-\operatorname{Pr}\left[\mathbf{E}_{1, b^{\prime}}\right]\right| \\
& \quad=\sum_{b^{\prime}}\left|\sum_{y, x^{\prime}, y^{\prime}, z^{\prime}}\left[\left|\sum_{x, z}^{x \in H_{n}^{-1}(y)} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \alpha_{x, y, z}\right|^{2}-\sum_{x \in H_{n}^{-1}(y)}\left|\sum_{z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \alpha_{x, y, z}\right|^{2}\right]\right| \\
& \quad=\sum_{b^{\prime}}\left|\sum_{x, y, x^{\prime}, y^{\prime}, z^{\prime}} \sum_{x^{*} \in H_{n}^{-1}(y)}^{x \neq x^{*}} \operatorname{Re}\left(\left(\sum_{z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \alpha_{x, y, z}\right) \cdot\left(\sum_{z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x^{*}, y, z} \alpha_{x^{*}, y, z}\right)\right)\right| .
\end{align*}
$$

Where $\operatorname{Re}(a)$ denotes the real part of $a$. (Here the situations that $x=x_{0} \wedge x^{*}=x_{1}$ and $x=x_{1} \wedge x^{*}=x_{0}$ are counted as two cases, that's the reason there is no coefficient 2 in the last equation of (14)).

Since we assume that $\mathcal{A}$ breaks the collapsing property of $H_{n}$ with advantage $1 / \mathrm{P}(n)$, from equation (14), we can deduce that

$$
\begin{align*}
& \sum_{b^{\prime}} \mid \sum_{x, y, x^{\prime}, y^{\prime}, z^{\prime}} \sum_{x^{*} \in H_{n}^{-1}(y)}^{x \neq x^{*}} \operatorname{Re}\left(\left(\sum_{z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \alpha_{x, y, z}\right)\right.  \tag{15}\\
&\left.\cdot\left(\sum_{z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x^{*}, y, z} \alpha_{x^{*}, y, z}\right)\right) \left\lvert\, \geq \frac{4}{\mathrm{P}(n)}\right.
\end{align*}
$$

for infinitely many $n \in \mathbb{N}$.
We now estimate the probability that $\mathcal{B}$ successfully finds a collision. Since we denote by $\rho_{2}$ the state that $\mathcal{B}$ just measures the input register of the state produced by $\mathcal{A}_{1}\left(1^{n}\right)$, we have

$$
\begin{equation*}
\rho_{2}=\rho_{(1)}=\sum_{y} \sum_{x \in H_{n}^{-1}(y)}\left(\sum_{z}\left|\alpha_{x, y, z}\right|^{2}\right)\left|\psi_{x, y}\right\rangle\left\langle\psi_{x, y}\right| . \tag{16}
\end{equation*}
$$

Therefore $\mathcal{A}_{2}\left(|0\rangle\langle 0| \otimes \rho_{2}\right) \mathcal{A}_{2}^{\dagger}$ is denoted as

$$
\begin{aligned}
\sum_{y} & \sum_{x \in H_{n}^{-1}(y)}\left(\sum_{z}\left|\alpha_{x, y, z}\right|^{2}\right) \mathcal{A}_{2}\left|0, \psi_{x, y}\right\rangle\left\langle 0, \psi_{x, y}\right| \mathcal{A}_{2}^{\dagger} \\
= & \sum_{y} \sum_{x \in H_{n}^{-1}(y)}\left(\sum_{z, b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}} \alpha_{x, y, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\left|b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right\rangle\right) \\
& \cdot\left(\sum_{z, b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}} \bar{\alpha}_{x, y, z} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\left\langle b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right|\right) .
\end{aligned}
$$

Then $\rho_{3}$ can be denoted as

$$
\begin{aligned}
& \sum_{y} \sum_{x \in H_{n}^{-1}(y)} \sum_{b^{\prime}}\left(\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \alpha_{x, y, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\left|b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right\rangle\right) \\
& \cdot\left(\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \bar{\alpha}_{x, y, z} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\left\langle b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right|\right) .
\end{aligned}
$$

The finial state before measuring is $\mathcal{A}_{2}^{\dagger} \rho_{3} \mathcal{A}_{2}$, which can be denoted as follows

$$
\begin{aligned}
\sum_{y} \sum_{x \in H_{n}^{-1}(y)} \sum_{b^{\prime}}\left(\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \alpha_{x, y, z, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \mathcal{A}_{2}^{\dagger}\left|b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right\rangle\right) \\
\cdot\left(\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \bar{\alpha}_{x, y, z} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\left\langle b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right| \mathcal{A}_{2}\right) .
\end{aligned}
$$

To estimate the probability that the measurement of $\mathcal{A}_{2}^{\dagger} \rho_{3} \mathcal{A}_{2}$ equals $\left|0, x^{*}, y, z^{*}\right\rangle$. Notice that, for any $\left|0, x^{*}, y, z^{*}\right\rangle$, we have

$$
\begin{aligned}
& \left\langle 0, x^{*}, y, z^{*}\right|\left(\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \alpha_{x, y, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \mathcal{A}_{2}^{\dagger}\left|b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right\rangle\right) \\
& \cdot\left(\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \bar{\alpha}_{x, y, z} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\left\langle b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right| \mathcal{A}_{2}\right)\left|0, x^{*}, y, z^{*}\right\rangle \\
& = \\
& =\left|\left(\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \alpha_{x, y, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y,}\left\langle 0, x^{*}, y, z^{*}\right| \mathcal{A}_{2}^{\dagger}\left|b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right\rangle\right)\right|^{2} \\
& =\left|\left(\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \alpha_{x, y, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\left(\sum_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x^{*}, y, b^{*}}\left\langle b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right|\right)\left|b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right\rangle\right)\right|^{2} \\
& =\left|\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \alpha_{x, y, z} \beta_{b^{\prime},, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x^{\prime}, y, z^{*}}\right|^{2}
\end{aligned}
$$

Therefore the probability that $\mathcal{B}$ finds a collision $x, x^{*}$ is at least

$$
\begin{align*}
& \operatorname{Pr}\left[\mathcal{B}\left(1^{n}\right) \rightarrow\left(x, x^{*}\right), H_{n}(x)=H_{n}\left(x^{*}\right)\right]  \tag{17}\\
& \geq
\end{align*}
$$

Since $H_{n}$ is $\operatorname{poly}(n)$-bounded, and $\sum_{x, y, z}\left|\alpha_{x, y, z}\right|^{2}=1$, it holds that

$$
\begin{equation*}
\sum_{x, y} \sum_{z^{*}, x^{*} \in H_{n}^{-1}(y)}^{x^{*} \neq x} \sigma(x, y) \cdot\left|\alpha_{x^{*}, y, z^{*}}\right|^{2} \leq \operatorname{poly}(n), \tag{18}
\end{equation*}
$$

where

$$
\sigma(x, y):= \begin{cases}1, & \text { if } H_{n}(x)=y \\ 0, & \text { otherwise }\end{cases}
$$

According to the inequality (18) and

$$
\left(\sum_{i=1}^{k} a_{i} b_{i}\right)^{2} \leq\left(\sum_{i=1}^{k} a_{i}^{2}\right) \cdot\left(\sum_{i=1}^{k} b_{i}^{2}\right)
$$

we can hence further deduce that

$$
\begin{align*}
& \sum_{x, y} \sum_{z^{*}, x^{*} \in H_{n}^{-1}(y)}^{x^{*} \neq x} \mid\left(\left.\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \alpha_{x, y, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x^{*}, y, z^{*}}\right|^{2}\right.  \tag{19}\\
& \geq \sum_{x}\left(\sum_{y} \sum_{z^{*}, x^{*} \in H_{n}^{-1}(y)}^{x^{*} \neq x}\left|\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x^{*}, y, z^{*}} \alpha_{x, y, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, z}\right|^{2}\right) \\
& \cdot\left(\sum_{x, y} \sum_{z^{*}, x^{*} \in H_{n}^{-1}(y)}^{x^{*} \neq x} \mid \alpha_{x^{*}, y,\left.z^{*}\right|^{2}}^{2}\right) / \operatorname{poly}(n) \\
& \geq \mid \sum_{x, y} \sum_{z^{*}, x^{*} \in H_{n}^{-1}(y)}^{x^{*} \neq x}\left(\left.\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x^{*}, y, z^{*}} \bar{\alpha}_{x^{*}, y, z^{*}} \alpha_{x, y, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\right|^{2} / \operatorname{poly}(n)\right.
\end{align*}
$$

for both $b^{\prime}=0,1$.
Combining the inequalities (17), (19) with (15), we can derive the probability that $\mathcal{B}$ finds a collision satisfies

$$
\begin{aligned}
& \operatorname{Pr}\left[\mathcal{B}\left(1^{n}\right) \rightarrow\left(x, x^{*}\right), H_{n}(x)=H_{n}\left(x^{*}\right)\right] \\
& \quad \geq \sum_{b^{\prime}}\left|\sum_{x, y} \sum_{z^{*}, x^{*} \in H_{n}^{-1}(y)}^{x^{*} \neq x}\left(\sum_{z, x^{\prime}, y^{\prime}, z^{\prime}} \bar{\beta}_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x^{*}, y, z^{*}} \bar{\alpha}_{0, x^{*}, y, z^{*}} \alpha_{0, x, y, z} \beta_{b^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}}^{x, y, z}\right)\right|^{2} / \operatorname{poly}(n) \\
& \quad \geq \frac{8}{\mathrm{p}(n)^{2} \cdot \operatorname{poly}(n)}
\end{aligned}
$$

for infinitely many $n \in \mathbb{N}$, which implies immediately that $\left\{H_{n}\right\}$ is not a collection of quantum-computable (classical-computable) collision-resistant hash functions. That hence completes the proof of Theorem 3.

The Theorem 3 is proved in the semi-black-box manner [31], that is because the inverse of the second phase of adversary $\mathcal{A}_{2}$ is usually inaccessible via the fully blackbox reduction (because $\mathcal{A}_{2}$ could be probably non-unitary in that case). Notice the correctness of this proof is irrelevant to the evaluation key, that implies that method can also be adapted slightly to fit the equivalence of the general hash functions $\left\{H_{n}\right.$ : $\left.\{0,1\}^{l} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$. Moreover, we can further generalize the Theorem 3 into the almost bounded case, which is the following corollary.

Corollary 3. A collection of quantum-computable (classical-computable) almost polynomial bounded hash functions is collapsing if and only if it is quantum collisionresistant.

The proof is very similar to the proof of Theorem 3 (the only difference is that we should ignore the unbounded part of $k$, whose ratio is at most negligible large), which is omitted here.

Theorem 3 indicates that the quantum collision-resistance and the collapsing property must be satisfied simultaneously for any polynomial bounded hash functions, since classical-computable (quantum-computable) equivocal collision-resistance hash functions can not satisfy the collapsing property due to Lemma 1, as a corollary, we can also show the non-existence of equivocal collision-resistant polynomial bounded hash functions as follows.

Corollary 4. There doesn't exist almost polynomial bounded equivocal collision-resistant hash functions.

The corollary above sheds light on how to circumvent a morass for constructing the equivocal collision-resistant hash functions. That is, the preimages shouldn't be too small for each hash value. Besides, our result also partially answers the open problem raised by Amos et al. in [4], which shows that the collapsing hash functions can be implied by the unequivocal hash function in polynomial bounded case.

Besides, since any polynomial bounded quantum collision-resistant hash functions must satisfy the collapsing property simultaneously, we can further deduce that, for any construction that preserves the collision-resistance and the collapsing property such as the Sponge construction and the Merkle-Damgård construction [36,15,41], it's sufficient to guarantee the collapsing property if the underlying block functions are polynomial bounded and quantum collision-resistant.

## 4 The Implication in Regular bounded Case

In this section, we consider the case that the preimages are exponentially large. Firstly, we give a construction to show how to transform the almost regular bounded quantum collision-resistant hash functions to a collapsing one. Then, as an application, we show Ajtai's construction could meet the requirement of that almost regular bounded property, which hence implies a construction of collapsing hash functions based on the quantum hardness of short integer solution (SIS) problem. .

### 4.1 A Construction of Collapsing Hash Functions

For a collection of (compressing) hash functions $\left\{H_{n}:\{0,1\}^{l} \times\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$ with efficient quantum (classical) algorithms Gen and Eval, we consider the following way to rarefy and smooth the preimages by extending the output size.

Firstly, we assume it holds that $n+1>m(n)$ for all $n$, since if not, we have many way to extent that gap when $n+1=m(n)$ such as using some iterations or just omitting one random bit of the output string (and let the information of that position as the additional key of the new hash). Then we construct the new hash functions $\left\{H_{n}^{\prime}\right\}$, with the corresponding algorithms Gen' ${ }^{\prime}$, Eval which perform as follows:
$-\operatorname{Gen}^{\prime}\left(1^{n}\right)$ : The key generation algorithm takes the security parameter $1^{n}$ as its input, and generates a $(\operatorname{poly}(n)+1)$-wise independent hash function $h:\{0,1\}^{n} \rightarrow$ $\{0,1\}^{n-m-1}$, where we denote by $h$ it's description and the length is $|h|$. Then invokes $k \leftarrow \operatorname{Gen}\left(1^{n}\right)$ and returns $k^{\prime}=h \| k$ as its output.

- $\operatorname{Eval}^{\prime}(k, x)$ : The evaluation algorithm takes the evaluation key $k^{\prime}=h \| k$ and $x \in\{0,1\}^{n}$ as its input, it firstly calculates $t:=h(x)$, then invokes the evaluation algorithm of $H_{n}(k, \cdot)$ and gets $y=\operatorname{Eval}(k, x)$. It would return $y^{\prime}:=t \| y$ as its output.

It is easy to show that $H_{n}^{\prime}:\{0,1\}^{l+|h|} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n-1}$ is quantum collisionresistant if $\left\{H_{n}\right\}$ is. By the following lemma by Unruh, we can further deduce the similar preservation of the collapsing property for that construction.

Lemma 2 ([15]). If $G_{k} \circ H_{n}(k, \cdot)$ is collapsing, and $G_{k}$ is quantum polynomial-time computable, then $H_{n}(k, \cdot)$ is collapsing.

If $\left\{H_{n}\right\}$ is collapsing, and $G_{k}$ the operation that omits the first $n-m-1$ bits of its input, we have $G_{k} \circ H_{n}^{\prime}\left(k^{\prime}, \cdot\right)=H_{n}(k, \cdot)$. That implies $H_{n}^{\prime}$ is also collapsing due to the Lemma 2. Then, we get the following theorem by showing that construction can transform a collection of almost regular bounded hash functions into an almost polynomial bounded one.

Theorem 4. The existence of the quantum-computable (classical-computable) almost polynomial bounded collapsing hash functions is implied by the existence of the quantumcomputable (classical-computable) almost regular bounded collision-resistant hash functions.

Proof. To prove that theorem, according to the result in polynomial bounded case (i.e. Theorem 3), it is sufficient to give a construction from the almost $O\left(2^{n-m}\right)$-bounded (i.e. almost regular bounded) quantum collision-resistant hash functions $\left\{H_{n}:\{0,1\}^{l} \times\right.$ $\left.\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$ to almost poly $(n)$-bounded quantum collision-resistant hash functions for some positive polynomial poly $(\cdot)$. We hence prove that the construction of $\left\{H_{n}^{\prime}\right\}$ at the beginning of the Section 4 could meet that satisfactory.

It is easy to derive that the quantum collision-resistance is preserved in that construction. More specifically, $H_{n}^{\prime}:\{0,1\}^{l+n} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n-1}$ is a collection of quantum-computable (classical-computable) collision-resistant hash functions if $\left\{H_{n}\right\}$ is quantum-computable (classical-computable) collision-resistant. If not, there will exist an adversary $\mathcal{A}$ finding a collision $x, x^{*}$ for $H_{n}^{\prime}$ with non-negligible probability. Since $H_{n}^{\prime}\left(k^{\prime}, x^{*}\right)=H_{n}^{\prime}\left(k^{\prime}, x\right)$ iff $h\left(x^{*}\right)=h(x)$ and $H_{n}\left(k, x^{*}\right)=H_{n}(k, x)$, therefore $\left(x, x^{*}\right)$ is also a collision of $H_{n}(k, \cdot)$. Since $\left\{H_{n}^{\prime}\right\}$ can be constructed from $\left\{H_{n}\right\}$ efficiently, that means $\left\{H_{n}\right\}$ is not quantum collision-resistant either, which is obviously contradictory to our assumption.

Therefore to prove the proposition, it's sufficient to estimate the number of preimages of $H_{n}^{\prime}\left(k^{\prime}, \cdot\right)$. Since $h:\{0,1\}^{n} \rightarrow\{0,1\}^{n-m-1}$ is a $(\operatorname{poly}(n)+1)$-wise independent hash function, we hence have

$$
\begin{equation*}
\underset{h}{\operatorname{Pr}}\left[h\left(x_{1}\right)=h\left(x_{2}\right)=\ldots=h\left(x_{\mathrm{poly}(n)+1}\right)\right] \leq\left(\frac{1}{2^{n-m-1}}\right)^{\mathrm{poly}(n)+1} \tag{20}
\end{equation*}
$$

for any distinct $x_{1}, \ldots x_{\operatorname{poly}(n)+1}$.
Recall that $H_{n}^{\prime}\left(k^{\prime}, x^{*}\right)=H_{n}^{\prime}\left(k^{\prime}, x\right)$ iff $h\left(x^{*}\right)=h(x)$ and $H_{n}\left(k, x^{*}\right)=H_{n}(k, x)$. We denote by Bad the event that $H_{n}^{\prime}$ is not poly $(n)$-bounded and $\operatorname{Bad}_{y}$ the event that $y$ 's preimages of $H_{n}^{\prime}$ are not bounded by $\operatorname{poly}(n)$, and $\operatorname{Good}_{k}$ denote $H_{n}(k, \cdot)$ is $O\left(2^{n-m}\right)$-bounded. For any $y \in\{0,1\}^{n-1}$, we denote by $y_{1}$ and $y_{2}$ the first $n-m-1$ bits and the last $m$ bits of $y$ respectively. It holds that

$$
\begin{align*}
\underset{k, h}{\operatorname{Pr}}[\mathbf{B a d}] & =\underset{k, h}{\operatorname{Pr}}\left[\bigvee_{y} \mathbf{B a d}_{y}\right] \leq \sum_{y} \underset{k, h}{\operatorname{Pr}}\left[\mathbf{B a d}_{y}\right]  \tag{21}\\
& \leq \sum_{y} \operatorname{Pr}_{k, h}^{\operatorname{Pr}}\left[\left|\left\{x \mid H_{n}(k, x)=y_{1} \wedge h(x)=y_{2}\right\}\right|>\operatorname{poly}(n)\right] \\
& \leq \sum_{y} \operatorname{Pr}_{k, h}\left[\left|\left\{x \mid H_{n}(k, x)=y_{1} \wedge h(x)=y_{2}\right\}\right|>\operatorname{poly}(n) \mid \operatorname{Good}_{k}\right]+\underset{k, h}{\operatorname{Pr}}\left[\neg \mathbf{G o o d}_{k}\right] \\
& { }^{*} \sum_{y}\left(\frac{1}{2^{n-m-1}}\right)^{\operatorname{poly}(n)+1} \cdot \frac{\left(C \cdot 2^{n-m}\right) \cdot \ldots \cdot\left(C \cdot 2^{n-m}-\operatorname{poly}(n)\right)}{(\operatorname{poly}(n)+1)!}+\operatorname{negl}(n) \\
& \leq \frac{(2 \cdot C)^{\operatorname{poly}(n)+1} \cdot 2^{n-1}}{(\operatorname{poly}(n)+1)!}+\operatorname{negl}(n)
\end{align*}
$$

which is also negligible for $n \in \mathbb{N}$, where $(*)$ follows from the definition of almost $O\left(2^{n-m}\right)$-bounded hash functions, and $C>0$ is a constant.

That implies for any $H_{n}(k, \cdot)$, the probability that the new hash $H_{n}^{\prime}(h \| k, \cdot)$ is $\operatorname{poly}(n)$-bounded with overwhelming probability for any $k$ generated from $\operatorname{Gen}\left(1^{n}\right)$. Combining with the fact that $H_{n}^{\prime}$ preserves the quantum collision-resistance, and efficiency of $k$-wise independent hash functions, we can deduce that $\left\{H_{n}^{\prime}\right\}$ is a collection of quantum-computable (classical-computable) almost poly $(n)$-bounded collisionresistant hash functions if $\left\{H_{n}\right\}$ is quantum-computable (classical-computable) almost $O\left(2^{n-m}\right)$-bounded (i.e. almost regular bounded) collision-resistant. That hence completes the proof of Theorem 4.

Since any nearly regular hash function is almost regular bounded, therefore based on the Theorem 4, we obtain the implication from any nearly regular quantum collisionresistant hash functions as well.

Corollary 5. The existence of the quantum-computable (classical-computable) almost polynomial bounded collapsing hash functions is implied by the existence of the quantumcomputable (classical-computable) nearly regular collision-resistant hash functions.

These results indicate the collapsing property is not inherently "stronger" than the quantum collision-resistance in many cases, which gives evidence to show that collapsing hash functions might not be a "higher leveled" quantum cryptographic primitive than quantum collision-resistant hash functions.

Remark 1. Notice that the form of the input/output space doesn't affect the correctness of the proof of Theorem 4. Besides the compressing property of hash functions (which also seems necessary), the only requirement for transforming quantum collisionresistant hash functions $\left\{H_{n}: \mathbf{X} \rightarrow \mathbf{Y}\right\}$ into collapsing hash functions in our construction is that $H_{n}(k, \cdot)$ should be $O(|\mathbf{X}| /|\mathbf{Y}|)$-bounded with overwhelming probability over the randomness the generation of evaluation key.

### 4.2 Application to Ajtai's Construction

As an application of that construction, we will show how to transform Ajtai's construction into a collapsing one assuming the quantum hardness of short integer solution problem.

Firstly, we define the short integer solution problem SIS $_{n, m, q, \beta}$ as follows:
Definition 7 (Short Integer Solution Problem). Let $A \in \mathbb{Z}_{q}^{n \times m}$ be a matrix which is chosen uniformly at random, the Short Integer Solution problem $\mathbf{S I S}_{n, m, q, \beta}$ is to find a nonzero vector $\mathbf{x} \in \mathbb{Z}_{q}^{m}$ such that $A \mathbf{x}=\mathbf{0}$ and $\|\mathbf{x}\| \leq \beta$.

Since we can trivially derive a solution of $A \mathbf{x}=\mathbf{0}$ when the parameters are chosen inappropriately (for example $\beta>q$ ). Therefore the hardness of SIS $_{n, m, q, \beta}$ usually requires that $\beta \geq \sqrt{n \log q}, m \geq n \log q$ and $q \geq \beta n^{c}$ for some constant $c>0$. Then we introduce Ajtai's construction of a family of hash functions $\left\{H_{A}\right\}$ as follows [2,18]:

- $\operatorname{Gen}\left(1^{n}\right)$ : The key generation algorithm outputs a matrix $A \in \mathbb{Z}_{q}^{n \times m}$ uniformly at random as the evaluation key.
- Eval $(k, x)$ The evaluation algorithm takes a matrix $A \in \mathbb{Z}_{q}^{n \times m}$ and a vector $\mathbf{x} \in \mathbb{Z}_{q}^{m}$ as its input, and outputs $\mathbf{y}:=H_{A}(\mathbf{x})=A \mathbf{x} \bmod q$.

When the input space of $\left\{H_{A}\right\}$ belongs to the sphere $B_{\beta / 2}(\mathbf{0}):=\{\mathbf{x} \mid\|x\| \leq \beta / 2\}$, then it's not hard to see the quantum collision-resistance of Ajtai's construction assuming the quantum hardness of Short Integer Solution problem $\mathbf{S I S}_{n, m, q, \beta}$. Therefore, to adopt our construction, it's sufficient to prove that $\left\{H_{A}\right\}$ is almost $O\left(\left|B_{\beta / 2}(\mathbf{0})\right| / q^{n}\right)$-bounded.

Theorem 5. Assuming $\beta>m^{2} \geq \sqrt{n \log q}, m=n^{c_{1}} \geq n \log q$, and $q \geq \beta n^{c_{2}}$, for some constant $c_{1}>1$ and $c_{2}>0$, then we have

$$
\operatorname{Pr}_{A}\left[\max _{\mathbf{y}}\left|\left\{\mathbf{x} \left\lvert\,\|\mathbf{x}\| \leq \frac{\beta}{2} \wedge A \mathbf{x}=\mathbf{y} \bmod q\right.\right\}\right| \leq O\left(\frac{\operatorname{vol}\left(B_{\beta / 2}(\mathbf{0})\right)}{q^{n}}\right)\right] \geq 1-\frac{1}{2^{m}}-\frac{1}{q^{m-n}}
$$

where the probability is taken over the randomness of $A \leftarrow \mathbb{Z}_{q}^{n \times m}$, and $\operatorname{vol}\left(B_{\beta / 2}(\mathbf{0})\right.$ denotes the volume of sphere $B_{\beta / 2}(\mathbf{0})$.

Proof. To prove that proposition, we will firstly estimate the size of preimages of $\mathbf{0} \in$ $\mathbb{Z}_{q}^{n}$. Due to the fact that $\operatorname{det}\left(\Lambda_{q}^{\perp}(A)\right)=q^{n}\left(\right.$ or $\left.\operatorname{dim}\left(\Lambda_{q}^{\perp}(A)\right)=m-n\right)$ with probability at least $1-1 / q^{m-n}$ over a random chosen $A \in \mathbb{Z}_{q}^{n \times m}$. In the case of $\operatorname{det}\left(\Lambda_{q}^{\perp}(A)\right)=q^{n}$, since for any $\mathbf{x}^{\prime} \neq \mathbf{x} \in \mathbb{Z}_{q}^{m}$ satisfying $A \mathbf{x}=A \mathbf{x}^{\prime}=\mathbf{0}$, the vector $\mathbf{x}-\mathbf{x}^{\prime}$ is a linear combination of $\left\{\mathbf{v}_{i} \in \mathbb{Z}_{q}^{m}, i \in\{1, \ldots, m-n\}\right\}$, therefore each point $\mathbf{x} \in \Lambda_{q}^{\perp}(A)$ lies separately in a cell

$$
\begin{equation*}
P\left(\Lambda_{q}^{\perp}(A), \mathbf{x}\right):=\left\{\sum_{i=1}^{m} a_{i} \mathbf{v}_{i}+\mathbf{x}: a_{i} \in[-1 / 2,1 / 2)\right\} \tag{22}
\end{equation*}
$$

Where $\left\{\mathbf{v}_{i} \in \mathbb{Z}_{q}^{m}, i \in\{1, \ldots, m-n\}\right\}$ forms a basis of $\Lambda_{q}^{\perp}(A)$ with $\max _{i}\left\{\left\|v_{i}\right\|\right\}=$ $\lambda_{m-n}\left(\Lambda_{q}^{\perp}(A)\right)\left(\lambda_{m-n}\left(\Lambda_{q}^{\perp}(A)\right)\right.$ is the $(m-n)$-th successive minimum). And $\left\{\mathbf{v}_{i} \in\right.$ $\left.\mathbb{Z}_{q}^{m}, i \in\{m-n+1, \ldots, m\}\right\}$ forms a orthogonal basis with length 1 and orthogonal to the space spaned by $\left\{\mathbf{v}_{i} \in \mathbb{Z}_{q}^{m}, i \in\{1, \ldots, m-n\}\right\}$.

On the other hand, for any vector $\mathbf{v} \in P\left(\Lambda_{q}^{\perp}(A), \mathbf{x}\right)$, it holds that

$$
\|\mathbf{v}-\mathbf{x}\| \leq\left(m \cdot \lambda_{m-n}\left(\Lambda_{q}^{\perp}(A)\right)+n\right) / 2
$$

Therefore the cell $P\left(\Lambda_{q}^{\perp}(A), \mathbf{x}\right)$ of a point $\mathbf{x} \in \mathbb{Z}_{q}^{m}$ satisfying $H_{A}(\mathbf{x})=A \mathbf{x}=\mathbf{0}$ and $\mathbf{x} \in B_{\beta / 2}(\mathbf{0})$ should be contained in a larger sphere $B_{\left(\beta+m \cdot \lambda_{m-n}\left(\Lambda_{q}(A)\right)+n\right) / 2}(\mathbf{0})$. We have

$$
\begin{align*}
\left|B_{\beta}(\mathbf{0}) \cap \Lambda_{q}^{\perp}(A)\right| & \leq \frac{\operatorname{vol}\left(B_{\left(\beta+m \cdot \lambda_{m-n}\left(\Lambda_{q}^{\perp}(A)\right)+n\right) / 2}(\mathbf{0})\right)}{\operatorname{vol}\left(P\left(\Lambda_{q}^{\perp}(A), \mathbf{0}\right)\right)} \\
& =\frac{\operatorname{vol}\left(B_{\left(\beta+m \cdot \lambda_{m-n}\left(\Lambda_{q}^{\frac{1}{q}}(A)\right)+n\right) / 2}(\mathbf{0})\right)}{q^{n}} . \tag{23}
\end{align*}
$$

Where $\operatorname{vol}(\cdot)$ denotes the volume.
We notice that the covering radius $\mu$ satisfying $\mu\left(\Lambda_{q}^{\perp}(A)\right)>\lambda_{m-n}\left(\Lambda_{q}^{\perp}(A)\right) / 2$ and the fact that

$$
\begin{equation*}
\operatorname{Pr}_{A}\left[\frac{1}{\delta} \cdot \sqrt{m} \cdot q^{n / m} \leq 2 \mu\left(\Lambda_{q}^{\perp}(A)\right)\right] \leq 1 / 2^{m} \tag{24}
\end{equation*}
$$

for some constant $\delta>0$. Therefore $\lambda_{m-n}\left(\Lambda_{q}^{\perp}(A)\right)<\frac{1}{\delta} \cdot \sqrt{m} \cdot q^{n / m}$ with probability at least $1-2^{-m}$. In that case, the size in (23) is further estimated as follows.

$$
\begin{aligned}
& \frac{\operatorname{vol}\left(B_{\left(\beta+m \cdot \lambda_{m-n}\left(\Lambda_{q}^{\frac{1}{q}}(A)\right)+n\right) / 2}(\mathbf{0})\right)}{q^{n}} \\
& \quad \leq \frac{\operatorname{vol}\left(B_{\left(\beta+\frac{1}{\delta} \cdot m^{3 / 2} \cdot q^{n / m}+n\right) / 2}(\mathbf{0})\right)}{q^{n}} \leq \frac{\pi^{m / 2} \cdot\left(\beta+\frac{1}{\delta} \cdot m^{3 / 2} \cdot q^{n / m}+n\right)^{m}}{\boldsymbol{\Gamma}(m / 2+1) \cdot 2^{m}} \\
& \quad \leq \frac{\pi^{m / 2} \cdot\left(1+\left(\frac{1}{\delta} \cdot m^{3 / 2} \cdot q^{n / m}+n\right) / \beta\right)^{m} \cdot \beta^{m}}{\boldsymbol{\Gamma}(m / 2+1) \cdot 2^{m}} \leq \frac{\pi^{m / 2} \cdot\left(1+O\left(\frac{1}{\sqrt{m}}\right)\right)^{m} \cdot \beta^{m}}{\boldsymbol{\Gamma}(m / 2+1) \cdot 2^{m}} \\
& \quad \leq O\left(\frac{\pi^{m / 2} \cdot(\beta / 2)^{m}}{\boldsymbol{\Gamma}(m / 2+1)}\right)=O\left(\frac{\operatorname{vol}\left(B_{\beta / 2}(\mathbf{0})\right)}{q^{n}}\right) .
\end{aligned}
$$

We now turn to estimate the size of preimage for any $\mathbf{y} \neq \mathbf{0}$. Let's assume there exists a $\mathbf{t} \in \mathbb{Z}_{q}^{m}$ such that $H_{A}(\mathbf{t})=A \mathbf{t}=\mathbf{y} \bmod q$. It is equivalent to count cardinality of the set

$$
\begin{equation*}
\{\mathbf{x}: A \mathbf{x}=0,\|\mathbf{x}+\mathbf{t}\| \leq \beta / 2\} \tag{25}
\end{equation*}
$$

which is proved, similarly as above, to be upper bounded by $O\left(\operatorname{vol}\left(B_{\beta / 2}(\mathbf{0})\right) / q^{n}\right)$ under the same conditions which are $\frac{1}{\delta} \cdot \sqrt{m} \cdot q^{n / m}>2 \mu\left(\Lambda_{q}^{\perp}(A)\right)$ and $\operatorname{det}\left(\Lambda_{q}^{\perp}(A)\right)=q^{n}$.

Therefore the size of preimages of $\left\{H_{A}\right\}$ is bounded by $O\left(\operatorname{vol}\left(B_{\beta / 2}(\mathbf{0})\right) / q^{n}\right)$ with probability at least $1-2^{-m}-q^{n-m}$, which completes the proof of Theorem 5.

Then we consider input size of $\left\{H_{A}\right\}$, since the cardinality of

$$
\left\{\mathbf{x} \in \mathbb{Z}_{q}^{m}:\|\mathbf{x}\| \leq \beta / 2\right\}
$$

is approximately equal to the volume of sphere $B_{\beta}(\mathbf{0})$, therefore the size of preimage for any $\mathbf{y}$ is upper bounded by $O\left(\left|\left\{\mathbf{x} \in \mathbb{Z}_{q}^{m}:\|\mathbf{x}\| \leq \beta\right\}\right| / q^{n}\right)$ with overwhelming probability. That shows $\left\{H_{A}(\mathbf{x})=A \mathbf{x}\right\}$ is a collection of almost regular bounded hash functions. Notice that the construction in the proof of Theorem 4 can also be applied to the cases that the input/output space are not in a binary form, which means we can transform Ajtai's construction into a collapsing one assuming the quantum hardness of SIS $_{n, m, q, \beta}$.

Corollary 6. Let $\left\{H_{A}: \mathbf{X} \rightarrow \mathbf{Y}\right\}$ denote Ajtai's construction of hash functions for $\mathbf{X}=\left\{\mathbf{x} \in \mathbb{Z}_{q}^{m}:\|\mathbf{x}\| \leq \beta / 2\right\}$ and $\mathbf{Y}=\mathbb{Z}_{q}^{n}$. Then

$$
\begin{equation*}
H_{n}^{\prime}(h \| A, \mathbf{x})=(h(\mathbf{x}), A \mathbf{x}) \tag{26}
\end{equation*}
$$

is classical-computable almost polynomial bounded collapsing hash functions assuming the quantum hardness of $\mathbf{S I S}_{n, m, q, \beta}$ for $\beta>m^{2} \geq \sqrt{n \log q}, m=n^{c_{1}} \geq n \log q$, and $q \geq \beta n^{c_{2}}$, where $c_{1}>1$ and $c_{2}>0$ are constants. $h: \mathbf{X} \rightarrow\{0,1\}^{r}$ is $(\operatorname{poly}(n)+1)-$ wise independent hash function satisfying $\log |\mathbf{X}| /|\mathbf{Y}|-C \leq r<\log |\mathbf{X}| /|\mathbf{Y}|$ for any constant $C>0$.

## 5 Conclusion

In this paper, we prove the collapsing property and the quantum collision-resistance must hold simultaneously when the size of preimages of a hash function are upper
bounded by some polynomial, and further deduce that these two properties are in the "same level" under the meaning of implication in "almost regular bounded" case. Our result indicates that the collapsing hash functions belong to the quantum analogue of Hashomania [26] (i.e. the world that collision-resistance hash exists) in many restrictive cases. However, the relation between these two primitives remains open in more general cases. However, our result doesn't obstruct the way to construct the quantum collisionresistant hash functions which are not collapsing (in the case that the size of preimages is not bounded by some polynomial). Therefore, we believe it is important to find a concrete construction for that (and even a construction of equivocal collision-resistant hash functions). Besides, since we use the inverse of an quantum circuit in our proof of Theorem 3, which means our results are proved in a semi-black-box manner. We also think it is an intriguing problem that if the relation still holds in fully black-box case, or otherwise, if we can set up a quantum black-box barrier between these two primitives with some technique like the quantum two-oracle method $[21,12]$ ?
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## A Proof of Lemma 1

We recall Lemma 1 as follows.
Lemma 3. If $\left\{H_{n}\right\}$ is a collection of classical-computable (quantum computable) equivocal collision-resistant hash functions, then it is not collapsing.

Proof. Notice that if the state $\rho_{y, \mathcal{P}}$ output by $\mathcal{E}$ already contains the superposition of the preimages of $y$. One can obviously distinct the difference between measureing the input or the output register of $\rho_{y, \mathcal{P}}$ by invoking $\mathcal{E}$ which directly breaks the collapsing property. However, $\rho_{y, \mathcal{P}}$ may not contain the preimages of $y$ directly, therefore the main task is to construct the superposition of the preimages of $y$ based on $\mathcal{G}$ and $\mathcal{E}$.

Since the evaluation key is not involved in this proof, without loss of generality, we consider this problem in keyless setting, which is $\left\{H_{n}:\{0,1\}^{n} \rightarrow\{0,1\}^{m}\right\}_{n \in \mathbb{N}}$.

To proof that Lemma 1, we firstly replace the original $\mathcal{G}$ and $\mathcal{E}$ by their purifications (i.e. assume they are unitary), then assume the output state of $\mathcal{G}$ is

$$
\begin{equation*}
|\psi\rangle=\sum_{\mathcal{P}, y, z} a_{\mathcal{P}, y, z}|\mathcal{P}, y, z\rangle \otimes\left|\phi_{y, \mathcal{P}, z}\right\rangle . \tag{27}
\end{equation*}
$$

Where $\left|\phi_{y, \mathcal{P}, z}\right\rangle$ is the corresponding output state state when the description is $\mathcal{P}$, the hash value equals $y$, and the auxiliary internal information of $\mathcal{G}$ is $z$. Then the actual output $\rho_{y, \mathcal{P}}$ equals to the collapsed state $|\psi\rangle$ after measuring the $y, \mathcal{P}$, and tracing out the auxiliary register $z$ which is $\sum_{z}\left|a_{\mathcal{P}, y, z}\right|^{2}\left|\phi_{y, \mathcal{P}, z}\right\rangle\left\langle\phi_{y, \mathcal{P}, z}\right| /\left(\sum_{z}\left|a_{\mathcal{P}, y, z}\right|^{2}\right)$. Here for convenience, we denote it equivalently by the following mixed state

$$
\rho=\operatorname{Tr}_{\mathcal{P}, y, z}|\psi\rangle\langle\psi|=\sum_{\mathcal{P}, y, z}\left|a_{\mathcal{P}, y, z}\right|^{2}|\mathcal{P}, y, z\rangle\langle\mathcal{P}, y, z| \otimes\left|\phi_{y, \mathcal{P}, z}\right\rangle\left\langle\phi_{y, \mathcal{P}, z}\right| .
$$

Then the final state after invoking the purified $\mathcal{E}$ on $\left(b, \rho_{y, \mathcal{P}}\right)$ can be denoted as

$$
\begin{equation*}
\rho^{(b)}:=\mathcal{E}|b, 0\rangle\langle b, 0| \otimes \rho \mathcal{E}^{\dagger} . \tag{28}
\end{equation*}
$$

Equivalently, we denote by $\mathcal{E}(0, \cdot)$ (or $\mathcal{E}(1, \cdot))$ the unitary operator for the case $b=0$ (or $b=1$ ). Since the correctness of the equivocal collision-resistant hash functions indicates that $\mathcal{E}$ recovers an preimage $x$ of $y$ satisfying $\mathcal{P}(x)=b$ with overwhelming probability, hence $\rho^{(b)}$ must contain the preimages of $y$ with overwhelming probability. Therefore we can rewrite the state $\rho^{(b)}$ as follows ${ }^{7}$
$\rho^{(b)}=\sum_{\mathcal{P}, y, z}\left|a_{\mathcal{P}, y, z}\right|^{2}|\mathcal{P}, y, z, b\rangle\langle\mathcal{P}, y, z, b| \otimes\left(\sum_{x, w} \beta_{\mathcal{P}, y, z, b, x, w}|x, w\rangle\right)\left(\sum_{x, w} \bar{\beta}_{\mathcal{P}, y, z, b, x, w}\langle x, w|\right)$,
where $x$ is the output that need to be measured after running $\mathcal{E}(b, \cdot)$, and it holds that

$$
\begin{equation*}
\sum_{\mathcal{P}, y, z}\left|a_{\mathcal{P}, y, z}\right|^{2} \cdot \sum_{w, x}^{\mathcal{P}(x)=b, H_{n}(x)=y}\left|\beta_{\mathcal{P}, y, z, b, x, w}\right|^{2} \geq 1-\operatorname{negl}(n) \tag{29}
\end{equation*}
$$

for some negligible function negl(•) due to the correctness of the equivocality. Since it may not always hold that $y=H_{n}(x)$, we hence add an additional register to $\rho^{(b)}$ in order to store the hash value $H_{n}(x)$, which we denote it by

$$
\begin{aligned}
& \tilde{\rho}^{(b)}=\sum_{\mathcal{P}, y, z}\left|a_{\mathcal{P}, y, z}\right|^{2}|\mathcal{P}, y, z, b\rangle\langle\mathcal{P}, y, z, b| \\
& \otimes\left(\sum_{x, w} \beta_{\mathcal{P}, y, z, b, x, w}\left|x, H_{n}(x), w\right\rangle\right)\left(\sum_{x, w} \bar{\beta}_{\mathcal{P}, y, z, b, x, w}\left\langle x, H_{n}(x), w\right|\right) .
\end{aligned}
$$

Since $\tilde{\rho}^{(b)}$ contains the input and output of $H_{n}$, that inspires us to adopt that state as the challenging state in the collapsing experiment. More specifically, if we give the register $x, H_{n}(x)$ of the state $\tilde{\rho}^{(0)}$ to the challenger of the collapsing game, then if it has been measured in the output register, the state $\rho^{(0)}$ would basically not change, which means we can retrieve some $x$ satisfying $H_{n}(x)=y \wedge \mathcal{P}(x)=1$ with overwhelming probability by invoking $\mathcal{E}(1, \cdot) \circ \mathcal{E}^{\dagger}(0, \cdot)$. On the other hand, if it has been measured in the input register, then the state $\rho^{(0)}$ would be probably collapsed and can not be reversible, if not, that implies we can get a collision of $y$ with non-negligible probability.

The following is the description of the adversary $\mathcal{A}$ that breaks the collapsing property:

- $\mathcal{A}$ gets the description of the hash function $H_{n}(k, \cdot)$, and then invokes the purified $\mathcal{G}\left(1^{n}\right)$ to get the state $\rho$.
$-\mathcal{A}$ runs the operator $\mathcal{E}(0, \cdot)$ to the state $|0,0\rangle\langle 0,0| \otimes \rho_{y, \mathcal{P}}$, and get state $\tilde{\rho}^{(0)}$ in result, then sends the input and output registers of $\tilde{\rho}^{(0)}$ to the challenger.
- After receiving the state $\tilde{\rho}_{\left(b^{*}\right)}^{(0)}$ from the challenger $\left(b^{*}=0\right.$ means the state after measuring (tracing out) in the output register of $\tilde{\rho}^{(0)}$, and $b^{*}=1$ denotes the state after measuring in the input register), $\mathcal{A}$ invokes the $\mathcal{E}(1, \cdot) \circ \mathcal{E}^{\dagger}(0, \cdot)$ to that state and measures the result to get a measurement $x$ and the corresponding $H_{n}(x)$. It would output 0 if $\mathcal{P}(x)=1 \wedge H_{n}(x)=y$, and output 1 if $\mathcal{P}(x)=0 \wedge H_{n}(x)=y$ otherwise, it would returns a random bit $b^{\prime} \leftarrow\{0,1\}$ uniformly.
${ }^{7}$ To make it clear, we denote it as a mixed state where the measurement of $\mathcal{P}, y$ is replaced by the tracing out operation, and without loss of generality, we assume the register containing the bit $b$ is not changed by $\mathcal{E}$.

We now estimate the advantage of $\mathcal{A}$. In the case that the challenger measures the output register, according to the correctness of the equivocality of $H_{n}$, we can deduce from inequality (29) that the trace distance between $\tilde{\rho}_{(0)}^{(0)}$ and $\tilde{\rho}^{(0)}$ is at most

$$
\operatorname{TD}\left(\tilde{\rho}_{(0)}^{(0)}, \tilde{\rho}^{(0)}\right) \leq \operatorname{neg}_{0}(n)
$$

for some negligible function negl $(\cdot)$. That implies if we uncompute the register of $H(x)$ and invoke the inverse $\mathcal{E}^{\dagger}(0, \cdot)$ in that case, we could recover the state $\rho \otimes|0\rangle\langle 0|$ with overwhelming probability. And hence we get the measurement $x$ that satisfies $\mathcal{P}(x)=1$ and $H_{n}(k, x)=y$ with overwhelming probability after invoking $\mathcal{E}$ again. Namely, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\mathcal{A} \text { outputs } 0 \mid b^{*}=0\right] \geq 1-\operatorname{neg} l_{0}(n) \tag{30}
\end{equation*}
$$

In the case that the challenger measures the input register (i.e. $b^{*}=1$ ), the input register of $\tilde{\rho}_{(0)}^{(0)}$ would collapse to some $x^{*}$ (which is the preimage of $y$ with overwhelming probability due to the correctness of equivocality). Then we run the $\mathcal{E}(1, \cdot) \circ \mathcal{E}^{\dagger}(0, \cdot)$ and measure the result to get a measurement $x$ and the corresponding $H_{n}(x)$. To estimate the probability that $\mathcal{A}$ wins in this case, we consider the following these events separately:

- The measurement $x$ satisfies $\mathcal{P}(x)=1 \wedge H_{n}(x)=y$, that implies we successfully find a collision $x, x^{*}$. Therefore the probability of that event occurs is bounded by some negligible function negl $l_{1}(\cdot)$ (otherwise it would induce an adversary breaks the quantum collision-resistance of $\left.H_{n}(\cdot)\right)$.
- The measurement $x$ satisfies $\mathcal{P}(x)=0 \wedge H_{n}(x)=y$, then $\mathcal{A}$ would return 1 deterministically when that event occurs.
- The measurement $x$ is not a preimage of $y$, then the probability that $\mathcal{A}$ returns 1 with probability exactly $1 / 2$

That implies

$$
\begin{align*}
& \operatorname{Pr} {\left[\mathcal{A} \text { outputs } 1 \mid b^{*}=1\right] }  \tag{31}\\
& \quad=1-\operatorname{Pr}\left[\mathcal{P}(x)=1 \wedge H_{n}(x)=y \mid b^{*}=1\right]-\frac{1}{2} \operatorname{Pr}\left[H_{n}(x) \neq y \mid b^{*}=1\right] \\
& \quad \geq \frac{1}{2}-\operatorname{negl}_{1}(n)
\end{align*}
$$

for some negligible function $\mathrm{negl}_{1}(\cdot)$.
Combining the inequality (30) with (31), we have

$$
\begin{align*}
& \left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}}^{\text {coll }}(n)=1\right]-\frac{1}{2}\right|  \tag{32}\\
& \left.\quad \geq \left\lvert\, \frac{1}{2} \cdot \operatorname{Pr}\left[\mathcal{A} \text { outputs } 1 \mid b^{*}=1\right]+\frac{1}{2} \cdot \operatorname{Pr}\left[\mathcal{A} \text { outputs } 1 \mid b^{*}=1\right]-\frac{1}{2}\right. \right\rvert\, \\
& \quad \geq \frac{1}{4}-\operatorname{negl}_{0}(n)-\operatorname{negl}_{1}(n)
\end{align*}
$$

which hence breaks the collapsing property of $H_{n}(\cdot)$.
Notice that the inverse of the operator $\mathcal{E}(\cdot)$ is involved in our proof, which is usually infeasible in the black-box sense (even the semi-black-box sense), that is because the process of purification requires the internal information of the equivocal hash functions. That implies we prove the Lemma 1 via a non-black-box manner. However, we believe it is also interesting to figure out if this result still holds in the black-box manner.
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[^0]:    ${ }^{3}$ In the following part, we always assume the functions as $\left\{H_{n}:\{0,1\}^{l(n)} \times\{0,1\}^{n} \rightarrow\right.$ $\left.\{0,1\}^{m(n)}\right\}_{n \in \mathbb{N}}$ namely $\mathbf{X}=\{0,1\}^{n}, \mathbf{K}=\{0,1\}^{l(n)}$ and $\mathbf{Y}=\{0,1\}^{m(n)}$. The definition of the keyless case can be defined similarly, we would use the keyless hash functions in our proof of the first result for simplicity. Moreover, we always assume $\left\{H_{n}\right\}$ is compressing, namely $m(n)<n$ for all $n \in \mathbb{N}$, and $|\mathbf{X}| /|\mathbf{Y}|>C$ for general $H_{n}: \mathbf{X} \rightarrow \mathbf{Y}$, where $C>1$ is a constant.

[^1]:    ${ }^{4}$ Here we still assume the functions are compressing, namely $m$ is a function of $n$ such that $m(n)<n$, we denote by $m$ for convenience when there is no confusion.

[^2]:    ${ }^{5}$ We express our thanks to Mark Zhandry for sharing us his abstract of this work before posting, which help us to give this comparation.

[^3]:    ${ }^{6}$ In the following definitions, we will always follows this classification, it's not important to the proof in our result, but we believe it can help us clarify the underlying relations of each primitive with difference settings.

