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Abstract. PASS Encrypt is a lattice-based public key encryption scheme
introduced by Ho�stein and Silverman in 2015. The e�ciency and alge-
braic properties of PASS Encrypt and of the underlying partial Vander-
monde knapsack problem (PV-Knap) make them an attractive starting
point for building e�cient post-quantum cryptographic primitives. Re-
call that PV-Knap asks to recover a polynomial of small norm from a
partial list of its Vandermonde transform. Unfortunately, the security
foundations of PV-Knap-based encryption are not well understood, and
in particular, no security proof for PASS Encrypt is known. In this work,
we make progress in this direction. First, we present a modi�ed version
of PASS Encrypt with a security proof based on decision PV-Knap and
a leaky variant of it, named the PASS problem. We next study an alter-
native approach to build encryption based on PV-Knap. To this end, we
introduce the partial Vandermonde LWE problem (PV-LWE), which we
show is computationally equivalent to PV-Knap. Following Regev's de-
sign for LWE-based encryption, we use PV-LWE to construct an e�cient
encryption scheme. Its security is based on PV-LWE and a hybrid variant
of PV-Knap and Polynomial LWE. Finally, we give a re�ned analysis of
the concrete security of both schemes against best known lattice attacks.

Keywords: Lattice-Based Cryptography · Public Key Encryption · Partial Van-
dermonde Problem

1 Introduction

Lattice-based cryptography is a relatively young research �eld of cryptography
that uses conjectured hard problems on Euclidean lattices as the theoretical
foundation for cryptographic constructions. One of its main advantages over
its number-theoretic counterparts, that rely on the conjectured hardness of in-
teger factorization or the discrete logarithm problem, is its assumed resistance
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against quantum attacks. It was initiated at the end of the 1990s by two di�erent
branches. On the one hand, there have been proposals bene�ting from strong the-
oretical connections to presumed hard worst-case lattice problems [Ajt96,AD97],
leading to the development of cryptography based on the SIS and LWE problems,
see for instance Peikert's survey [Pei16]. On the other hand, however, very e�-
cient schemes basing their security on average-case structured lattice problems
have been introduced, the most popular among them is the NTRU encryption
scheme by Ho�stein et al. [HPS98].

Following the latter approach, Ho�stein et al. [HPS+14] proposed the signa-
ture scheme PASS Sign, whose security is based on the di�culty of recovering
a polynomial of small norm having access only to a partial list of its Fourier
transform. Later, Lu et al. [LZA18] complemented the proposal by moving from
the partial Fourier transform (evaluation at all roots of unity) to the partial
Vandermonde transform (evaluation only at the primitive roots of unity) and by
giving a rigorous proof of security.

The problem that underlies PASS Sign, as given in [LZA18], can be presented
as follows. Let q be a prime, R = Z[x]/〈φ(x)〉 denote the ring of integers of the ν-
th cyclotomic number �eld of degree deg(φ(x)) = n, such that φ(x) splits into lin-
ear factors mod q. More precisely, φ(x) =

∏
j∈[n](x−ωj) mod q, where {ωj}j∈[n]

are the ν-th primitive roots of unity in Zq. Let V = (ωk−1j )j,k∈[n] ∈ Zn×nq denote

the Vandermonde matrix for {ωj}j∈[n] and VΩ ∈ Zt×nq be the partial Vander-
monde matrix consisting of t ≤ n subrows of V speci�ed by a random subset
of t roots Ω ⊆ {ωj}j∈[n]. Let f be a ring element of small norm, sampled from
some distribution χf . Given VΩ · f mod q, the problem asks to �nd f . We call
this the partial Vandermonde knapsack problem (PV-Knap).3 A related problem
is partial Vandermonde SIS (PV-SIS), where given VΩ one asks to �nd a ring
element f of small norm such that VΩ · f = 0 mod q. This can be formulated as
a shortest vector problem over a structured lattice. In parallel, Ho�stein and Sil-
verman [HS15] introduced PASS Encrypt, a public key encryption (PKE) scheme
whose computational building blocks are closely related to the ones of PASS Sign.
It is very e�cient and ful�lls additive and (somewhat) multiplicative homomor-
phic properties. The algebraic structure of PASS Encrypt and of the underly-
ing partial Vandermonde problems makes them a natural starting point for the
design of e�cient cryptographic primitives. For example, such properties were
recently exploited in the context of PASS Sign to construct compact aggregate
signature schemes [DHSS20], and it is plausible that combining PASS Encrypt
with PASS Sign may form the basis for various compact and e�cient privacy-
preserving primitives such as group signatures. Unfortunately, the main problem
with PASS Encrypt to date is that its security is not well understood, no proof
of security was given in [HS15] with respect to the hardness of explicit compu-

3 Note that VΩ · f mod q is the vector of evaluations (f(ωj))ωj∈Ω mod q of the poly-
nomial f at the roots in Ω; the full vector of evaluations (f(ωj))j∈[n] is also known
as the Number Theoretic Transform (NTT) of f and f(ωj) is also referred to as
the j-th NTT slot of f .



Vandermonde meets Regev: PKE Based on Partial Vandermonde Problems 3

tational problems, and the scheme is deterministic and thus does not satisfy the
standard notion of IND-CPA security.

Contributions In this paper, we make progress on understanding the security
of PASS Encrypt and the construction of e�cient PKE schemes based on partial
Vandermonde problems. We now present a summary of our main contributions.
A summary of all our results is also depicted in Figure 1.

Provable Secure PASS Encrypt We present a modi�cation of PASS Encrypt
in Section 4 together with a security proof based on the decision PV-Knap
problem and a leaky variant of it, that we call the PASS problem. The latter
problem captures the fact that a ciphertext of PASS Encrypt consists of several
partial Vandermonde transforms of related elements. In other words, a successful
attacker against PV-Knap can be used to win the IND-CPA security game, but
a successful attacker against the IND-CPA security of PASS Encrypt may not
be powerful enough to solve PV-Knap. This issue was not addressed before in
the original version of PASS Encrypt [HS15]. Furthermore, the original scheme
is deterministic and thus cannot be IND-CPA secure. Additionally, it used the
Fourier transform similar to older versions of PASS Sign. In our slightly modi�ed
version of PASS Encrypt, we �rst move to the Vandermonde transform, as done
for PASS Sign by Lu et al. [LZA18]. This change is motivated by the fact that
the discrete Fourier transform always maps the all-1 vector to zero and thus
partial Fourier SIS4 is trivially easy. In contrast, our setting does not allow the
same trivial solution to partial Vandermonde SIS. Second, we make the scheme
probabilistic by adding random terms to the message. We then give a proof
of correctness (Lemma 12) for well-chosen parameters and a proof of security
(Lemma 13), assuming the hardness of dec-PV-Knap and PASS. A re�ned
analysis of the concrete security of PASS Encrypt is provided in Section 6.1. In
particular, we show a novel attack that we call plaintext recovering using hints
attack, which takes the structure of PASS Encrypt into account. It is inspired by
the recent work of Dachman-Soled et al. [DDGR20] on exploiting hints that are
given on a LWE secret or noise. Our complexity estimates for this attack show
that it does not reduce the attack complexity below that of previously known
lattice attacks on PASS, which increases our con�dence in its claimed security
against best known lattice attacks.

Partial Vandermonde LWE On the other hand, since the leaky PASS prob-
lem is somewhat ad-hoc and may turn out to be easier than PV-Knap, it is
natural to ask whether it is possible to construct e�cient PKE schemes relying
only on the hardness of PV-Knap. Towards this goal, we propose a more natu-
ral approach to build PKE based on partial Vandermonde problems. As a �rst

4 In Fourier SIS, the Fourier matrix, instead of the Vandermonde matrix, is used. The
Fourier matrix consists of the powers of all roots of unity, whereas the Vandermonde
matrix only contains the powers of all primitive roots of unity.
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step, we enlarge the landscape of problems related to the partial Vandermonde
transform and introduce partial Vandermonde LWE (PV-LWE), the dual prob-
lem to PV-Knap. In the following we provide an informal de�nition of PV-LWE,
for more details see Section 3.2. Given a partial Vandermonde matrix VΩ , an
instance of PV-LWE is given by (VΩ ,b = VT

Ω · s + e mod q), where s is an
element of Ztq and e is sampled from a distribution over Zn that provides ele-
ments of small norm. The search variant asks to �nd s and the decision variant
asks to distinguish a sample of PV-LWE from (VΩ ,b), where b is sampled uni-
formly at random over Znq . We prove the equality of PV-Knap and PV-LWE
in Section 3.3. Note that when replacing the partial Vandermonde matrix VΩ

by a random matrix A ∈ Zt×nq , we obtain an instance of the standard LWE
problem [Reg05] and when replacing it by a (square) matrix of multiplication
with respect to a quotient ring Zq[x]/〈φ(x)〉 for some polynomial φ(x), we get
an instance of Polynomial LWE (P-LWE) [SSTX09,LPR10].

Partial Vandermonde Regev Encrypt Next, we show how to use PV-LWE
to construct a PKE scheme following Regev's design for LWE-based encryption
schemes [Reg05]. We call it PV Regev Encrypt and present it in Section 5. In
analog to standard Regev-like PKE, the public key is an instance of PV-LWE. To
encrypt a messagem, a random vector r of small norm is chosen. The �rst part u
of a ciphertext c = (u,v) is given as an instance of PV-Knap in order to mask
the vector r. The second part v uses the public key and r to hide the message m
via a sample of P-LWE. Using the algebraic structure of the matrix VΩ , we can
encrypt an n-bit message. We give a proof of correctness (Lemma 14) and a proof
of security (Lemma 15). An analysis of the concrete security of PV Regev Encrypt
against best known attacks is provided in Section 6.2. In particular, we show
three di�erent attacks that show similarities with those against PASS Encrypt.

Security of PV Regev Encrypt In our security proof of PV Regev Encrypt
(Lemma 15), we show that its security is simultaneously based on the hardness
of two problems. First, the hardness of the decision variant of PV-LWE (which is
equivalent to PV-Knap by our duality result above), and second the hardness of a
hybrid variant, which we call the Hybrid-PV-P problem. It consists of an instance
of PV-Knap together with an instance of P-LWE, where the underlying secrets
are related to each other. We show a sequence of (quantum) hardness reductions
that demonstrate, up to a search-to-decision reduction that we leave as an open
problem, that the (quantum) hardness of Hybrid-PV-P is (modulo the above
search-to-decision relation) implied by the hardness of the PV-Knap problem and
the hardness of the standard decision NTRU problem. This gives evidence, as
summarized in Figure 1, that the security of PV Regev Encrypt may not require
any additional ad-hoc assumption besides the hardness of PV-Knap and the
standard NTRU problem.

Partial-NTT P-SIS and P-LWE Problems As an intermediate byproduct
of potentially independent interest, we also introduce a natural problem that
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we call Partial-NTT P-SIS and its LWE dual counterpart problem Partial-NTT
P-LWE, whose hardness we show are implied by the hardness of the PV-Knap
and NTRU problems. The Partial-NTT P-SIS problem is a natural relaxation
of the standard P-SIS problem, where, given a random b ∈ Rq, the attacker
must �nd short non-zero z1, z2 such that z1 + b · z2 = 0 mod IΩ,q (where Ω is
a subset of primitive roots of unity as in the de�nition of PV-SIS and IΩ,q =∏
ωj∈Ω〈q, x − ωj〉). That is, rather than requiring z1 + b · z2 to be fully zero

in Rq as in the standard P-SIS problem, the requirement for Partial-NTT P-SIS
is relaxed to the polynomial z1 + b · z2 ∈ Rq evaluating to zero at the subset of
roots of unity in Ω or, equivalently, having zero entries in the NTT slots de�ned
by Ω.

Techniques We now provide some more details on our techniques used in this
work. In our design of PV Regev Encrypt, a main technical challenge was to
overcome the following leakage problem in PASS Encrypt: for a public key VΩf ,
the PASS Encrypt ciphertext contains information not only about VΩr for an
encryption randomness r, but also about the complement Vandermonde trans-
form VΩcr of r, where Ωc := {ωj}j∈[n] \ Ω. This stems from the fact that
knowing the secret key in PASS Encrypt is not su�cient to decrypt the �rst
ciphertext part, so additional information on the chosen randomness has to
be provided via the complement partial Vandermonde transform. This addi-
tional information, however, can be interpreted as some leakage on the un-
derlying secret randomness. Instead, in our PV Regev Encrypt scheme we use
the partial Vandermonde LWE instance and the standard Regev-like PKE de-
sign for LWE to overcome this issue. However, a straightforward adaptation of
Regev PKE encounters another challenge: for a public key pk = VT

Ω · s + e,
we can encapsulate a shared key K ≈ rT ·VT

Ω · s by sending the PV-Knap in-
stance c = rT ·VT

Ω in the ciphertext, but this only gives a short one-dimensional
shared key K (and hence a short encrypted message). To overcome this e�-
ciency issue, our PV Regev Encrypt scheme uses instead the n-dimensional shared
key K ≈ Rot(r)T ·VT

Ω ·s, where Rot(r) is the matrix of multiplication of r. Here,
to allow decryption of this n-dimensional shared key, we naively would need to
send a long matrix C = Rot(r)T ·VT

Ω in the ciphertext. Fortunately, we observe
that this is not needed and the short ciphertext c = rT · VT

Ω is su�cient to
decrypt. Here, we use the fact that the partial Vandermonde matrix VΩ and the
matrix Rot(r) interact nicely: as shown in Lemma 3, knowing VΩ · r su�ces to
e�ciently compute VΩ · Rot(r).

A second technical challenge was to provide a sequence of reductions to assess
the hardness of Hybrid-PV-P based on the more standard PV-Knap and NTRU
problems. Whereas the proofs of Lemma 6, 7 and 11 (syndrome decoding), of
Lemma 8 (dual attack) and Lemma 10 ([SSTX09]) are straightforward adaptions
of existing proofs, a novel technique was necessary for the proof of Lemma 9, the
reduction from PV-SIS to Partial-NTT P-SIS, assuming the hardness of deci-
sion NTRU. The NTRU instance acts as a lossy argument, in order to transform
a successful adversary A against the Partial-NTT P-SIS problem to a successful
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Fig. 1: A summary of all reductions in this paper. The two blue boxes are our
proposed encryption schemes. The orange boxes are all di�erent problems being
used in this paper. A question mark is used to denote a desired open reduction.

In particular, we show the equivalence of dec-PV-Knapχ and PV-LWEχ, for an
error distribution χ in Lemmata 6 and 7. The IND-CPA security of PASS Encrypt
is proved based on the hardness of dec-PV-Knapχ1

, dec-PV-Knapχ2

and PASSχ′,χ1,χ2
, where χ′ is independent of χ (Lemma 13). The IND-CPA

security of PV Regev Encrypt is proved assuming the hardness of PV-LWEχ
and Hybrid-PV-Pχ,χ (Lemma 15).

In a sequence of reductions, we show that (A) PV-LWEχα reduces to PV-SISβ
in Lemma 8 with β being approximately α−1/2 and χα = DZ,αq, that
(B) PV-SISβ , s-NTRUχα′ ,β′ , and dec-NTRUχα′ reduce to PNTT-PSISβ′

(Lemma 9) with β′ being approximately equal to β/(
√
2α′qn) and χα′ =

DZ,α′q, that (C) PNTT-PSISβ′ and s-PNTT-PLWEχ′′α are related in Lemma 10

with α′′β′ =
√
n/2 and χα′′ = Dα′′q and that (D) `d-PNTT-PLWEχ′′α reduces

to Hybrid-PV-Pχα′′ ,χα′′ (Lemma 11). Colored in blue, Lemma 10 gives a quan-
tum reduction between these problems. All the other reductions are classical.
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adversary B against PV-SIS. More precisely, given VΩ , B generates an instance
of NTRU b = g/f , where g, f are ring elements of small norm. It then runs A
on the input (VΩ ,b). The successful adversary A returns a solution (z1, z2) of
small norm such that z1+b ·z2 = 0 mod IΩ,q. The adversary B can now use the
trapdoor f to compute z = f ·(z1+b·z2) = f ·z1+g·z2. It ful�lls z = 0 mod IΩ,q,
or equivalently VΩ · z = 0 mod q and thus is a valid solution to PV-SIS.

Open Questions From a general perspective, it would be interesting to deepen
our understanding of the di�erent partial Vandermonde problems and their rela-
tions. In particular, a search-to-decision reduction for PNTT-PLWE (the ques-
tion mark in Figure 1) would complete the proof of security for PV Regev Encrypt
based only on dec-PV-Knap and NTRU problems. An interesting related ques-
tion is whether NTRU hardness is really necessary for PV Regev Encrypt and
how the hardness of NTRU is related to the hardness of dec-PV-Knap. In or-
der to gain more con�dence in the PASS problem, it would also be helpful to
relate it to a more standard lattice problem. Another interesting open problem
is to �nd worst-case to average-case reductions to PV-Knap and to PV-LWE,
respectively. An orthogonal direction is to further investigate the homomorphic
properties of PASS Encrypt. In its current state, it is not bootstrappable as the
decryption circuit is too deep. A possible lead could be to adapt the �attening
technique of Gentry et al. [GSW13] that was used in the setting of LWE-based
fully homomorphic encryption. We see at least one obstacle to overcome here:
Flattening techniques (relying on (reverse) bit-decomposition) are usually di-
rectly applied to the ciphertext, whereas in our case we would like to apply
them not on the ciphertext (which consists of elements that lie in the range
of VΩ or VΩc) but on the corresponding preimages.

Organization In Section 2 we recall the notions that are necessary for the rest
of the paper. In Section 3 we recall known and introduce new problems related to
the partial Vandermonde transformation matrix. We propose a provable secure
variant of PASS Encrypt in Section 4 and introduce a new encryption scheme
that we call PV Regev Encrypt in Section 5. We conclude with a detailed section
on the concrete security of both schemes in Section 6.

2 Preliminaries

For any n ∈ N, we represent the set {0, . . . , n − 1} by [n]. Let q be a positive
integer, then Zq is the ring of integers modulo q. Vectors are denoted in bold
lowercase and matrices in bold capital letters. We refer to the column vectors
and entries of a matrix A ∈ Rm×n as A = (aj)j∈[n] = (akj)k∈[m],j∈[n]. By AT

we denote the transpose of the matrix A and by 0 the zero vector/matrix. The
identity matrix of order n is denoted by In. If a ∈ Rn, then ‖a‖2 (resp. ‖a‖1
and ‖a‖∞) denotes the `2 (resp. `1 and in�nity) norm of a. For two vectors a1,a2
we denote by ‖(a1,a2)‖2 the norm of their (vertically) concatenated vector.
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For a set S and a distribution χ over S, we denote by a ← χ the process of
sampling a ∈ S according to χ. By U(S) we denote the uniform distribution
over S.

For n ∈ N, we denote by Ds(x) = exp(−π‖x‖22/s2)/sn, the Gaussian distri-
bution with parameter s (and standard deviation s/

√
2π) on Rn, and we denote

by DZn,s(x) = Ds(x)/Ds(Zn) the corresponding discrete Gaussian distribution
on Zn. For any a ∈ R, we denote by bac the greatest integer less than or equal
to a, which extends component-wise to vectors over R.

2.1 Number Theory

For ν ∈ Z, let K = Q(ζ) be the ν-th cyclotomic number �eld of degree n = ϕ(ν),
where ζ = exp(−2πi/ν) is a complex primitive ν-th root of unity and ϕ denotes
Euler's totient function. Further, let R = Z[ζ] be its ring of integers. The ring R
is isomorphic to Z[x]/〈φ(x)〉, where φ(x) is the minimal polynomial of ζ. We
further denote Rq = R/qR. Throughout this work, we identify every ring ele-
ment a ∈ R with the coe�cient vector a = (aj)j∈[n] of the corresponding polyno-
mial a(x) in Z[x]/〈φ(x)〉, which we call the coe�cient embedding. Multiplication
by a in R can be represented by a matrix multiplication, where we denote the
corresponding matrix by Rot(a) ∈ Zn×n. For j ∈ [n], the j-th column of Rot(a)
is given by xj · a(x) mod φ(x). In particular, for ν a power of two with n = ν/2,
it holds R ∼= Z[x]/〈xn + 1〉 and for any a =

∑
j∈[n] ajx

j ∈ R it yields

Rot(a) =


a0 −an−1 · · · −a1

a1 a0
. . .

...
...

...
. . . −an−1

an−1 an−2 · · · a0

 ∈ Zn×n.

We need the following upper bound on the norm of the product of two ring
elements in power-of-two cyclotomics.

Lemma 1. Let n be a power of 2. Further, let R = Z[x]/〈xn + 1〉. For any two
elements a,b ∈ R it yields ‖a · b‖∞ ≤ 2 · ‖a‖1 · ‖b‖∞.

Proof. Using the notion of expansion factor, as introduced in [LM06], we know
that in R it holds ‖a · b‖∞ ≤ 2 · ‖a ? b‖∞, where ? denotes the convolution
product of two polynomials in the ring Z[x], without modulo xn + 1. It yields

‖a ? b‖∞ ≤ max
k∈[2n−1]

∑
j∈[k+1]

|aj | · ‖b‖∞ ≤ ‖a‖1 · ‖b‖∞. ut

For d ≤ n, we denote Tn(d) the set of ternary polynomials in R with exactly d
coe�cients that equal 1, d that equal −1 and n− 2d coe�cients that equal 0.

Let q be a prime such that q = 1 mod ν. In this case, the minimal polyno-
mial φ(x) of ζ completely splits in Zq[x], i.e., φ(x) =

∏
j∈[n](x−ωj) mod q, where

every ωj is a distinct primitive n-th root of unity in Zq. Further, we have 〈q〉 =
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j∈[n]〈q, x − ωj〉. In this case, the ν-th cyclotomic number �eld K = Q(ζ) of

degree n possesses exactly n �eld homomorphisms σj : K → Zq for j ∈ [n] that
map ζ to each of the distinct roots ωj of the minimal polynomial φ(x). The canon-
ical embedding5 σ is the �eld homomorphism from K to Znq de�ned as σ(a) =
(σj(a))j∈[n], where addition and multiplication of vectors in Znq are performed
component-wise. The canonical and coe�cient embedding are linked through
the Vandermonde matrix of the roots of φ(x). It yields σ(a) = V · a mod q,
where V = (ωkj )j,k∈[n] ∈ Zn×nq .

We divide the set {ωj}j∈[n] into two random and disjoint subsets Ω and Ωc

of roughly the same size, say |Ω| = t = bn/2c and Ωc = n − t. The partial
Vandermonde transformation matrix VΩ ∈ Zt×nq and its complement VΩc ∈
Z(n−t)×n
q are given by VΩ = (ωkij )j∈[t],k∈[n] and VΩc = (ωkit+`)`∈[n−t],k∈[n],

where ωij ∈ Ω for j ∈ [t] and ωit+k ∈ Ωc for k ∈ [n − t]. Note that VΩ

and VΩc both have maximal row rank t and n − t, respectively. Multiplying
the coe�cient vector of an element a ∈ R by VΩ (resp. VΩc) corresponds
to the evaluation of a at the points ωij for j ∈ [t] (resp. at the points ωit+k
for k ∈ [n− t]). To ease notations, we omit most of the time the product syntax ·
and simply write VΩa for the matrix-vector product.

Furthermore,VΩa is a partial canonical embedding vector of a, as introduced
in Section 2.1. Knowing VΩa and VΩca gives the complete canonical embedding
vector σ(a) = V·a ∈ Znq and thus uniquely identi�es it modulo q. The matrixVΩ

de�nes a ring homomorphism from R to Ztq, where the latter is equipped with
component-wise addition and multiplication, denoted by + and ◦.

2.2 Lattices

A (full-rank) n-dimensional lattice Λ is the set of all linear integer combina-
tions of some linearly independent vectors B = {bj}j∈[n] ⊆ Rn, i.e., Λ =∑
j∈[n] Z ·bj . The (�rst) minimum λ1(Λ) of the lattice Λ is the Euclidean norm

of a shortest non-zero vector in Λ. The dual lattice Λ∗ is de�ned by Λ∗ =
{x ∈ Rn : 〈x,y〉 ∈ Z,∀y ∈ Λ}. If B is a basis of Λ, then B∗ = (BT )−1 is a basis
of Λ∗. One of the most studied lattice problems is the shortest vector prob-
lem (SVP). Within this paper we are using the approximate variant of its search
version.

De�nition 1 (SVPγ). Let γ = γ(n) ≥ 1 be a function in n. An input to
the approximate shortest vector problem SVPγ is a basis B of an n-dimensional
lattice Λ. The goal is to �nd a vector z 6= 0 such that ‖z‖2 ≤ γ · λ1(Λ).

Using a suitable embedding, any ideal I of the ring R (of degree n) de�nes
a lattice in Rn which we call an ideal lattice. The approximate shortest vec-
tor problem restricted to ideal lattices is denoted by Id-SVPγ for γ the ap-
proximation factor. We remark that for large approximation factors, as γ =

2Õ(
√
n), the Id-SVPγ problem has been shown to be solvable in polynomial

5 In other works, this term may also refer to the complex embeddings from K to C.
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time [CDPR16,CDW17,PHS19]. However, in this paper we are interested in
much smaller approximation factors that are only polynomial in n, for which
no e�cient attacks are known. We further need a promise lattice problem.

De�nition 2 (BDDδ). Let B be a basis of an n-dimensional lattice Λ and 0 <
δ < λ1(Λ(B))/2 be a positive real. An input to the bounded distance decoding
problem BDDδ is a point y ∈ Rn of the form y = x + e, where x ∈ Λ(B)
and ‖e‖∞ ≤ δ. The problem asks to �nd x.

2.3 The P-LWE, P-SIS and NTRU Problems

We now recall the Polynomial LWE (P-LWE) problem, as introduced in [SSTX09].

De�nition 3 (P-LWE). Let q ≥ 2, n > 0 and φ(x) be a polynomial of degree n,
de�ning Rq = Zq[x]/〈φ(x)〉. Let χe be a distribution over Z and �x s ∈ Rq.
Let Aφ,s,χe denote the Polynomial LWE distribution over Rq ×Rq, obtained by
sampling a← U(Rq), e← χne and returning (a,b = a · s+ e mod q). The Poly-
nomial LWE problem comes in two variants:

P-SLWEφ,χe : Let s ∈ Rq. Given arbitrarily many samples of Aφ,s,χe , �nd s.
P-LWEφ,χe,χs : Let χs be a distribution over Z and sample s ← χns . Dis-
tinguish between arbitrarily many independent samples from Aφ,s,χe and the
same number of independent samples from U(Rq ×Rq).

Worst-to-average case reductions guarantee that P-LWE is at least as hard
as Id-SVPγ for some approximation factor γ speci�ed by the corresponding re-
duction [SSTX09,LPR10].

We now recall the Polynomial SIS (P-SIS) problem, as introduced in [LM06]
and [PR06]. We specify it to its Hermite normal form and to 2 summands only.

De�nition 4 (P-SIS). Let q ≥ 2, n > 0 and φ(x) be a polynomial of de-
gree n, de�ning Rq = Zq[x]/〈φ(x)〉. Further, let β be a positive real. The prob-
lem P-SISq,β is as follows: Given a← U(Rq), �nd z1, z2 ∈ R such that z1 + a ·
z2 = 0 mod q and 0 < ‖(z1, z2)‖2 ≤ β.

Worst-to-average case reductions guarantee that P-SIS is at least as hard as Id-SVPγ
for some approximation factor γ speci�ed by the reduction.

We now recall the NTRU problem [HPS98] in its decision and search vari-
ant. The decision variant has also been called `Decision Small Polynomial Ra-
tio' (DSPR) problem [LTV12], and `NTRU Decisional Key Cracking' prob-
lem [Ste14]. We remark that for overstretched parameter choices, where the
modulus q is subexponentially large in the ring dimension, the NTRU problems
have been shown to be solvable in polynomial time, e.g. [DvW21]; however, in
this paper we are interested in much smaller values of q similar to that used
in the original NTRU cryptosystem [HPS98], for which no e�cient attacks are
known against either search or decision NTRU problems.
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De�nition 5 (NTRU). Let q ≥ 2, n > 0 and φ(x) be a polynomial of degree n,
de�ning Rq = Zq[x]/〈φ(x)〉. Let χ be a distribution over Z. Let Nχ denote the
NTRU key distribution over Rq, obtained by sampling g ← χn and f ← (χn ∩
R×q ) (i.e. χn restricted to invertible elements of Rq), and returning b = g/f ∈
Rq. The NTRU problem comes in two variants:

s-NTRUχ,β: Given a sample b ∈ Rq from Nχ, �nd (z1, z2) ∈ R2 such
that z1 + b · z2 = 0 mod q and 0 < ‖(z1, z2)‖2 ≤ β.
dec-NTRUχ: Given b ∈ Rq, distinguish between the real case where b← Nχ
and the random case where b← U(Rq).

2.4 Public Key Encryption

A Public-Key Encryption (PKE) scheme permits two parties to con�dentially ex-
change messages without sharing a common secret key beforehand. In the follow-
ing, we provide formal de�nitions of PKE schemes, their correctness and IND-CPA
security properties.

De�nition 6 (Public Key Encryption). A public key encryption (PKE)
scheme Π = (KGen,Enc,Dec) for a message space M and a ciphertext space C
is composed of three PPT algorithms, speci�ed as follows:

KGen: The key generation algorithm KGen takes as input a security parameter λ
and returns a key pair (sk, pk), called the secret key sk and the public key pk.

Enc: The encryption algorithm Enc takes as input the public key pk and a mes-
sage m ∈ M and returns the ciphertext c← Enc(pk,m) ∈ C.

Dec: The decryption algorithm Dec takes as input the secret key sk and a cipher-
text c ∈ C and returns Dec(sk, c) ∈ M ∪ {⊥}, where ⊥ denotes the failure
symbol.

De�nition 7 (Correctness). We call the PKE scheme Π = (KGen,Enc,Dec)
correct with correctness error δ ∈ [0, 1) if for any message m ∈ M it yields

Pr[Dec(sk,Enc(pk,m)) = m] ≥ 1− δ,

where the probability is taken over the key pair (sk, pk) ← KGen(1λ) and the
randomness used by the encryption and decryption algorithms. If δ = 0, we say
that Π is perfectly correct.

Informally speaking, the security notion IND-CPA captures that no e�cient ad-
versary can distinguish between the ciphertext of two messages, where the ad-
versary has even the right to choose the messages by themselves. The acronym
stands for indistinguishable against chosen-plaintext attacks.

De�nition 8 (IND-CPA Security).We say that the scheme Π = (KGen,Enc,Dec)
is IND-CPA secure, if for all PPT adversaries A, there is a negligible func-
tion negl(·) such that

Pr[IND-CPAAΠ = 1] <
1

2
+ negl(λ) ,

where IND-CPAAΠ is the security game from Figure 2.
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IND-CPAAΠ

1 : b← U({0, 1})

2 : (pk, sk)← KGen(1λ)

3 : (m0,m1)← A(1λ, pk)
4 : c← Enc(pk,mb)

5 : b′ ← A(1λ, pk, c)
6 : return b = b′

Fig. 2: The IND-CPA security game.

3 Partial Vandermonde Problems

In Section 3.1 we recall the partial Vandermonde knapsack problem (PV-Knap)
and its homogeneous counterpart, the partial Vandermonde SIS (PV-SIS) prob-
lem. We then de�ne in Section 3.2 the partial Vandermonde LWE (PV-LWE)
problem and show the equality between PV-Knap and PV-LWE in Section 3.3.
We proceed by presenting two variants of PV-Knap in Section 3.4.

The �rst variant of PV-Knap, called the PASS problem, is a leaky variant
of PV-Knap, whose hardness is required in our security analysis of PASS Encrypt.
Due to its leaky nature, it is clear that this problem is easier than the stan-
dard PV-Knap problem, but unfortunately, we do not know how to relate its
hardness to known/standard assumptions; we have to introduce its hardness as
an additional ad-hoc assumption needed for the security of PASS Encrypt. In
Section 6.1 we provide some re�ned analysis on the concrete hardness of PASS
against best known lattice attacks.

The second variant of PV-Knap, which we call the Hybrid-PV-P problem,
can be viewed as a hybrid of PV-Knap with the standard P-LWE problem (see
De�nition 3). The hardness of Hybrid-PV-P is required in our security anal-
ysis of the PV Regev Encrypt scheme in Section 5. In contrast to PASS, how-
ever, as outlined in the Introduction and Figure 1, for Hybrid-PV-P we show
a sequence of quantum hardness reductions (modulo a search-to-decision reduc-
tion for PNTT-PLWE that we leave as an open problem) from the hardness
of the PV-Knap problem and the hardness of the decision NTRU problem. In
this process, we also introduce the natural Partial- P-SIS problem (and its LWE
dual counterpart), which may be of independent interest as a relaxation of the
standard P-SIS problem.

3.1 Partial Vandermonde Knapsack and SIS

We now provide de�nitions of the search and decision versions of the partial Van-
dermonde knapsack problem (PV-Knap), which was �rst introduced by Ho�stein
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et al. [HPS+14].6 Throughout the section, we denote by R = Z[x]/〈φ(x)〉 a cyclo-
tomic ring of degree n. We use the same notation as in Section 2.1 and de�ne the
set Pt = {Ω ⊆ {ωj}j∈[n] : |Ω| = t} of all subsets of primitive ν-th roots of unity
in Zq of size t. The corresponding set Ω for an instance of partial Vandermonde
knapsack is chosen uniformly at random over Pt.

De�nition 9 (PV-Knap). Let χ denote a distribution over Zq.
The search partial Vandermonde knapsack problem PV-Knapχ is the follow-

ing: let a ← χn and Ω ← U(Pt); given b = VΩa (mod q), �nd the (unique)
solution a.

The decision partial Vandermonde knapsack problem dec-PV-Knapχ asks to
distinguish for a given tuple (VΩ ,b) ∈ Zt×nq × Ztq, where Ω ← U(Pt), if the
vector b was sampled from the uniform distribution over Ztq, or if the tuple is
given as an PV-Knapχ instance.

The problem is assumed to be hard to solve if the distribution χ provides ele-
ments of Zq with small norms, where smallness is with respect to q. The choice
of χ regarding the other parameters also de�nes whether the solution to this
problem is unique or not. We further de�ne a homogeneous variant of PV-Knap
with respect to the Euclidean norm.

De�nition 10 (PV-SIS). Let β be a positive integer. The partial Vander-
monde SIS problem PV-SISβ consists in �nding a ∈ Rq for a given Ω ← U(Pt)
such that VΩa = 0 and ‖a‖2 ≤ β.

Similar to previous works [HPS+14,LZA18,DHSS20], we call this problem par-
tial Vandermonde SIS in analogy to the standard short integer solution (SIS)
problem, as introduced by Ajatai [Ajt96]. Here, the fully random matrix over Zq
is replaced by a random structured one, the partial Vandermonde transformVΩ .
Note that an instance of PV-SIS corresponds to an instance of Id-SVP (Sec. 2.2)
in the special class of q-ary ideal lattices

IΩ,q := Λ⊥q (VΩ) = {a ∈ R : VΩa = 0 mod q}.

We can see that an element g ∈ R lies in IΩ,q if and only if all its eval-
uations at the roots ωj ∈ Ω equal 0 mod q. This is equivalent to lying in the
ideal

∏
ωj∈Ω〈q, x−ωj〉 (as g must factorize in g(x) =

∏
ωj∈Ω(x−ωj)·g

′(x) mod q,

for some g′ ∈ R). Hence, IΩ,q =
∏
ωj∈Ω〈x − ωj , q〉 (that is the ideal given by

half of the factors of the ideal 〈q〉) and the language of ideal lattices allows
us to look at the partial Vandermonde transform in another way. More pre-
cisely, for a given ring element a of small norm, the partial Vandermonde trans-
form VΩa mod q is a way to specify the coset a + IΩ,q. The PV-SISβ problem
for Ω ∈ Pt consists in �nding a short non-zero ring element a ∈ R in this
ideal, i.e. satisfying a = 0 mod IΩ,q. Further, the complement partial Vander-
monde transformVΩca mod q speci�es the coset a+I ′Ω,q, where I ′Ω,q := 〈q〉I

−1
Ω,q.

Given a+ IΩ,q and a+ I ′Ω,q uniquely de�nes a+ 〈q〉.
6 Even though they originally called it the partial Fourier recovery problem.
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Remark 1. In an earlier version of this work, we didn't choose the Ω uniformly
at random, but allowed for any �xed subset Ω, similar to earlier works, see
for instance [HPS+14,LZA18,DHSS20]. We think that the latter may not be
desirable in practice, as it �xes the underlying lattice and hence opens the door
to pre-processing attacks, where the attacker focuses all their energy to �nd a
good basis for this special lattice. Furthermore, there might exist bad choices
of Ω for which the underlying lattice problems are not hard, and by sampling
it at random, we minimize the probability of using such a set. In particular, an
example of such a bad choice of Ω is one that contains a large subgroup of Z×ν . It
seems possible to generalize the attack of Pan et al. [PXWC21] against Id-SVP
to non-primal ideal lattices to give a polynomial-time algorithm to solve PV-SIS
for such choices of Ω [GPM21]; however, the probability of such `bad' Ω for a
uniformly random Ω is negligible for typical parameter choices.

In the case of power-of-2 cyclotomic rings, the equality of the minima of
the ideal lattices IΩ,q gives the following lower bound on the minimum of such
lattices.

Lemma 2 (Adapted from [SS11, Sec.2]). Let n be a power of 2 and q a
prime such that q = 1 mod 2n and Ω ∈ Pt. The minimum of the ideal lat-
tice Λ⊥q (VΩ) is lower bounded as

λ1(Λ
⊥
q (VΩ)) ≥ qt/n.

In the following, we show that knowing b = VΩa mod q (but not explicitly a)
su�ces to compute B = VΩRot(a) mod q. In other words, knowing B does not
reveal more information than knowing b. The other direction is trivial, as the
�rst column of B equals b.

Lemma 3. Given n, t, q, Ω as above, de�ning VΩ = (ωkij )j∈[t],k∈[n]. Let b =

VΩa ∈ Ztq for some ring element a ∈ Rq. Then, for k ∈ [n], the k-th column of

the matrix B = VΩRot(a) is given by b ◦ (ωki0 , . . . , ω
k
it−1

)T .

Proof. Let a(x) denote the polynomial that corresponds to a ∈ Rq = Zq[x]/〈φ(x)〉.
For k ∈ [n], the k-th column of Rot(a) is given by the coe�cient vector of a(x) ·
xk mod φ(x). For ` ∈ [t], the `-th coe�cient of b corresponds to the evalua-
tion of a(x) at ωi` ∈ Ω. We know that B = (b`k)`∈[t],k∈[n] is given by b`k =

(a(x) · xk)(ωi`). Using the homomorphic properties of VΩ completes the proof.
ut

3.2 Partial Vandermonde LWE

Similar to the standard knapsack problem, we can de�ne a dual problem, called
partial Vandermonde (decision) LWE (PV-LWE). Whereas the partial Vander-
monde knapsack problem is de�ned with respect to the matrix VΩ , its trans-
pose VT

Ω is used for partial Vandermonde LWE. We use the same notation as in
Section 3.1.
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De�nition 11 (PV-LWE). Let χ be a distribution over Z and �x s ∈ Ztq.
Let Bs,χ denote the partial Vandermonde LWE distribution over Zt×nq × Znq ,
obtained by sampling Ω ← U(Pt), e ← χn and returning (VΩ ,b = VT

Ωs +
e mod q). The partial Vandermonde LWE problem comes in two variants:

PV-SLWEχ: Sample s← U(Ztq). Given a sample of Bs,χ, �nd s.
PV-LWEχ: Sample s ← U(Ztq). Distinguish between a sample from Bs,χ and a

sample of the form (VΩ ,b), where b← U(Znq ) and Ω ← U(Pt).

An instance of PV-LWE de�nes an instance of BDD (Def. 2) in the q-ary ideal
lattice

Λq(VΩ) = {a ∈ R : a = VT
Ωs mod q for some s ∈ Ztq}.

Lemma 4 below shows that it is not only closed with regard to addition, but
also closed with regard to multiplication by any ring element, making it indeed
an ideal lattice in R.

Lemma 4. Let a ∈ Λq(VΩ) and r ∈ R. Then, r · a ∈ Λq(VΩ).

Proof. Let a ∈ Λq(VΩ), i.e., a = VT
Ωs mod q for a vector s ∈ Ztq. Note that the

multiplication r · a is done in R = Z[x]/〈φ(x)〉. Let Rot(r) = (r̃`k)`,k∈[n] ∈ Zn×n
denote the matrix of multiplication of r in R with respect to the coe�cient
embedding. Then, it yields for ` ∈ [n] that (r·a)` = (Rot(r)·a)` =

∑
k∈[n] r̃`k ·ak.

Using that a = VT
Ω · s = (

∑
j∈[t] sj · ωkij )k∈[n] gives for ` ∈ [n] that

(r · a)` =
∑
k∈[n]

r̃`k

∑
j∈[t]

sj · ωkij

 =
∑
j∈[t]

∑
k∈[n]

r̃`kω
k−`
ij

ω`ij = ∑
j∈[t]

s′jω
`
ij ,

where s′j =
∑
k∈[n] r̃`kω

k−`
ij
∈ Zq. Thus, r · a = VT

Ω · s′, where s′ = (s′j)j∈[t] and

�nally r · a ∈ Λq(VΩ). ut

Remark 2. We do not de�ne a variant of the PV-LWE problem in the so-called
Hermite normal form (HNF), where the secret follows the same distribution as
the error, i.e., s← χt, since that variant is easy to solve. Namely, let b = VT

Ωs+e.
As the �rst column of VΩ is the vector that only contains 1's, the �rst coe�cient
of b is simply the sum of the coe�cients of s plus the �rst coe�cient of e. If s
and e are small, so is the �rst coe�cient of b, making it trivially distinguishable
from uniform.

Remark 3. If we allow for more than one sample of PV-LWE (even with large
uniform secret s), the decision problem is easy to solve: Let b = VT

Ωs + e be
a �rst sample and b′ = VT

Ω′s + e′ be a second sample, where Ω,Ω′ ← U(Pt)
and e, e′ ← χn. The �rst row of VT

Ω and VT
Ω′ are always the same and thus

the di�erence of the �rst coe�cients of b and b′ are the di�erence of the �rst
coe�cients of e and e′ which are unusually small elements. If we delete the �rst
row of VT

Ω (the all-1-row), then the duality of PV-LWE and PV-Knap (see the
section below) does not hold anymore.
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3.3 Equivalence of Partial Vandermonde Knapsack and LWE

We now show the equality between the PV-Knap and the PV-LWE matrices for
the special case of power-of-2 cyclotomics. Let ν be a power of two, n = ν/2
and t = n/2. As before, q is set to be a prime such that q = 1 mod ν. Further,
let ω be a primitive ν-th of unity modulo q and γ = ω2 be a primitive n-th root
of unity modulo q. We sample Ω ← U(Pt), and as ν is a power of two, the set Ω
(and Ωc) only contains odd powers of ω.

Additionally, we de�ne inv(VΩ) ∈ Zt×nq as the matrix whose (j, `)-th element
is the inverse in Zq of the (j, `)-th element of VΩ for j ∈ [t] and ` ∈ [n].
Since inv(VΩ) is just Vinv(Ω), where inv(Ω) is the set of inverses of the elements
of Ω, we write Vinv(Ω) instead of inv(VΩ) in the following.

Lemma 5. Given n, q,Ω as above, de�ning VΩ and VΩc . It yields

VΩ ·VT
inv(Ωc) = VΩc ·VT

inv(Ω) = 0 ∈ Zt×tq .

Proof. We only show the �rst part, as the second follows in an analog manner.
For j, ` ∈ [t], the entry of the j-th row and the `-th column of the matrix
product VΩ ·VT

inv(Ωc) is given by∑
k∈[n]

(
ωj · ω`−1

)k
=
∑
k∈[n]

(
ωij · ω−i`

)k
=
∑
k∈[n]

(ωu)
k
=
∑
k∈[n]

(γv)k,

where ωj = ωij ∈ Ω and ω` = ωi` ∈ Ωc and thus 0 6= ij − i` = u, with u =
0 mod 2. We can thus write u = 2v for some non-zero integer v and deduce
that ωu = γv. The last geometric sum T :=

∑
k∈[n](γ

v)k satis�es (1− γv) · T =

1− (γv)n. As γ is a primitive n-th root of unity and 0 < v < n, we have that γv

is an n-th root of unity and γv 6= 1, so the last sum T = 0. ut

In the proof of Lemma 5, we use the orthogonality of the power bases in
the power-of-2 cyclotomic �eld. It is easy to see that for other cyclotomic �elds,
the above statement is not true. We now show the equivalence of dec-PV-Knap
and PV-LWE, both in their decision variant. The equivalence of their search
versions follows in an analog manner. The proof is essentially the same as for
standard knapsack and LWE, see for instance [MM11, Sec. 4.2], combined with
the orthogonality Lemma 5. Essentially, the lemma above showed that VT

inv(Ω) is
the kernel of the ring homomorphism de�ned byVΩ . We use this to explicate the
ideal in which we instantiate the BDD problem given by PV-LWE. In Section 6.4,
we show how to interpret their duality in terms of error-correcting codes.

Lemma 6. Let n be a power of two, t = n/2 and Ω ← U(P(t)). Further,
let χ denote a distribution over Z. There is a PPT reduction from the prob-
lem dec-PV-Knapχ to PV-LWEχ.

Proof. Assume that we are given an e�cient algorithm A for PV-LWEχ. We now
build an e�cient algorithm B for dec-PV-Knapχ that is given an instance (VΩ ,b)
with b = VΩa mod q or b ← U(Ztq), where a ← χn and Ω ← U(Pt).
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Set VΩ′ = Vinv(Ωc) and note that if Ω ← U(Pt), then inv(Ωc) also follows
the uniform distribution over Pt, where inv(Ωc) = {ω−j = ων−j : ωj ∈ Ωc} ⊆
{ωk : k ∈ Z×ν }. Thus, VΩ′ de�nes a valid matrix for PV-LWE. The algorithm B
for dec-PV-Knap samples s ← U(Ztq) and picks an arbitrary preimage v ∈ R
of b under VΩ , i.e., VΩv = b mod q (such preimage exists since VΩ is of full
rank t over Zq). The algorithm B then sets b′ = VT

Ω′ · s + v and runs A on
input (VΩ′ ,b

′), returning whatever A returns. We now argue that in the real
case b = VΩ ·a mod q, then (VΩ′ ,b

′) is a valid real case instance of PV-LWEχ.
Indeed, we know that v = v′+a for some v′ ∈ R with VΩ ·v′ = 0 mod q. Using
Lemma 5, we have VΩ · VT

Ω′ = 0 mod q and thus, v′ has to be in the image
ofVT

Ω′ and hence v
′ = VT

Ω′ ·s′, for some s′ ∈ Ztq and �nally b′ = VT
Ω′ ·(s+s′)+a,

so b′ has the correct real case PV-LWE distribution with secret s′′ := s+ s′ uni-
formly random in Ztq (thanks to the uniformly random choice of s) and error a
sampled from χn, as required. In the random case b ← U(Ztq), b′ is uniformly

random in Znq since v is in the uniformly random coset of Λ⊥q (VΩ) de�ned by b,
and b′ is also uniformly random in this coset thanks to the uniformly random s′.
Therefore, the advantage of B is the same as that of A. ut

Lemma 7. Let n be a power of two, t = n/2 and Ω ← U(P(t)). Further,
let χ denote a distribution over Z. There is a PPT reduction from the prob-
lem PV-LWEχ to dec-PV-Knapχ.

Proof. Given an e�cient algorithm A for dec-PV-Knapχ, we build an e�cient
algorithm B for PV-LWEχ, that is given an instance (VΩ ,b) with either b =
VT
Ω ·s+e mod q or b← U(Znq ), where Ω ← U(Pt), s← U(Ztq) and e← χn. With

the same argumentation as above, we de�neVΩ′ = Vinv(Ωc) ful�llingVΩ′ ·VT
Ω =

0 mod q and following the uniform distribution over Pt. The algorithm B then
computes b′ = VΩ′ · b and runs A on input (VΩ′ ,b

′), returning whatever A
returns. We now argue that in the real case b = VT

Ω ·s+e mod q, then (VΩ′ ,b
′) is

a valid real case instance of dec-PV-Knapχ. Indeed, using Lemma 5, we have b′ =

VΩ′(V
T
Ω · s + e) = VΩ′ · e, with e ← χn. In the random case b ← U(Znq ), b′

is uniformly random in Ztq, as the matrix VΩ′ has full rank t. Hence, B has the
same advantage as A. ut

3.4 Variants of Partial Vandermonde Knapsack

In this section, we introduce two additional variants of the PV-Knap problem
needed for the security of our encryption schemes, and present our results on
their hardness.

PASS Problem We call this special leaky variant of dec-PV-Knap the PASS
problem, as it is used as the underlying hard problem of PASS Encrypt. As op-
posed to the problems before, it does not only make use of the partial Vander-
monde transform VΩ , but simultaneously also uses its complement VΩc .
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De�nition 12 (PASS). Given n, t, q as above de�ning the set Pt. Let χf , χr
and χs be distributions over Z. The problem PASSχf ,χr,χs asks to distinguish the
following two cases, when given

(VΩf ,b,VΩcr,VΩcs) ∈
(
Ztq
)2 × (Zn−tq

)2
.

In the �rst case Ω ← U(Pt), f ← χnf , r← χnr , s← χns and b = VΩ(f · r+ s). In

the second case, the only di�erence is that b← U(Ztq).

Intuitively, the vector a = f ·s+e can be seen as the secret of an instance (VΩ ,b)
of the problem dec-PV-Knap, where we are given additional information in the
form of VΩf ,VΩcs and VΩce, which we interpret as some leakage on the se-
cret a. It is clear that this problem is easier than the standard dec-PV-Knap. In
Section 6.1 we provide some re�ned analysis on the concrete hardness of PASS.

Hybrid-PV-P Problem We call this combination of an instance of Polynomial
LWE (P-LWE) and an instance of dec-PV-Knap the Hybrid-PV-P problem,
where the underlying secrets of both instances are related to each other. It serves
as the underlying hard problem of PV Regev Encrypt in Section 5 and is de�ned
for power-of-two cyclotomics.

De�nition 13 (Hybrid-PV-P). Let n be a power two and let q be a prime such
that q = 1 mod 2n, de�ning Rq = Zq[x]/〈xn + 1〉. Further, let χr and χe be
two distributions over Z. The Hybrid-PV-Pχr,χe problem asks to distinguish the
following two cases, given a sample of the form

(VΩ ,b,u,v) ∈ Ztq ×Rq.

In the �rst case Ω ← U(Pt), b ← U(Rq), u = VΩ · r, where r ← χnr , and v =
b · r̃+ e, where e← χne and r̃ = (r0,−rn−1, . . . ,−r1)T for r = (rj)j∈[n]. In the
second case, VΩ and b are as before, but u← U(Ztq) and v← U(Rq).

Let T : R → R be the linear map that sends a ring element r = (rj)j∈[n] to the
vector T ·r = (r0,−rn−1, . . . ,−r1)T . Thus, in the �rst case u de�nes an instance
of dec-PV-Knapχr and v de�nes an instance of P-LWExn+1,χe,χ̃r , where χ̃r =
T · χr and thus both secrets, r and r̃ = T · r, are related to each other. Note
that this construction is based on the structure of R as the ring of integers of a
power-of-two cyclotomic number �eld.

We now show a sequence of hardness reductions that implies the hardness
of Hybrid-PV-P from PV-LWE and standard NTRU problems, via the natural
Partial-P-SIS and P-LWE problems that we introduce below. Refer to Figure 1
for an illustration of these reductions and to Section 2.3 for a reminder of the
de�nitions of NTRU,P-SIS and P-LWE. As a �rst step, we observe that the well-
known `dual lattice' attack (see, e.g. [MR10, Se.5.4]) on LWE, when specialized
to PV-LWE, gives a reduction from PV-LWE to PV-SIS.

Lemma 8 (PV-LWE to PV-SIS). Let χα = DZ,αq be a discrete Gaussian noise
distribution with parameter αq for some α ∈ (0, 1). There is a PPT reduction
from the problem PV-LWEχα to PV-SISβ, with β = α−1/2.
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Proof. The dual lattice attack (see for instance [MR10]) makes use of a short
vector in the dual lattice Λ⊥q (VΩ). For completeness we summarise the proof
below. Namely, given an e�cient algorithm A for PV-SISβ , we build an e�cient
algorithm B for PV-LWEχα , that works as follows. Given an instance (VΩ ,b),
the algorithm B runs A on VΩ . If A succeeds to compute a short non-zero v ∈
Λ⊥q (VΩ) with ‖v‖2 ≤ β, B computes I := vT · b mod q ∈ Zq and returns 1
if |I| ≤ q/4 and 0 else. If A fails, B returns a random bit. Note that in case b
comes from the real PV-LWE distribution (i.e., b = VT

Ω ·s+e mod q, whereΩ ←
U(Pt), s← U(Ztq) and e← χnα) then I = vTe has a Gaussian distribution with

standard deviation αq/
√
2π · ‖v‖2 ≤ β · αq/

√
2π, so I ≤ q/4 with probability ≥

2/3 using β = α−1/2, by a Gaussian tail bound. In the other case that b comes
from the random PV-LWE distribution (i.e., b is uniformly random in Znq ), I is
uniformly random in Zq so |I| ≤ q/4 with probability 1/2. Since 2/3 − 1/2 =
Ω(1), the advantage εB of B is lower bounded asΩ(εA), where εA is the advantage
of A, as required. ut

Next, we de�ne Partial-P-SIS, which is a relaxation version of the standard P-SIS
problem (De�nition 4) as discussed above; instead of requiring z1+b ·z2 to be 0
in Rq, we only require t out of n NTT coe�cients to be zero. Note that we
de�ne it for two summands only and in the Hermite normal form, but that both
restrictions are not necessary in general. In particular, it is straightforward to
generalize the de�nition to m ≥ 2 summands b1, . . . ,bm.

De�nition 14 (PNTT-PSIS). Given n, t, q, β > 0. The Partial-NTT P-SIS
problem (PNTT-PSISVΩ ,β) is de�ned as follows: Given Ω ← U(Pt) and b ←
U(Rq), �nd z1, z2 ∈ R such that VΩ(z1 +b · z2) = 0 mod q (i.e. z1 +b · z2 = 0
mod IΩ,q, where IΩ,q =

∏
ωj∈Ω〈q, x− ωj〉), and 0 < ‖(z1, z2)‖2 ≤ β.

Partial-NTT P-SIS corresponds to solve SVP (Sec. 2.2) in the q-ary module
lattice

Λ⊥q (VΩ ,b) = {a1,a2 ∈ R : VΩ · (a1 + b · a2) = 0 mod q}. (1)

We now show that, for appropriate parameter choices, the hardness of PV-SIS,
together with the hardness of the NTRU problems (from Section 2.3), implies
the hardness of PNTT-PSIS.

Lemma 9 (PV-SIS+NTRU to PNTT-PSIS). Let χα = DZ,αq be a discrete
Gaussian distribution with parameter αq for some α ∈ (0, 1). There is a PPT
reduction from either PV-SISβ′ , dec-NTRUχα or s-NTRUχα,β to PNTT-PSISβ
with β′ = β · (αq) ·

√
2n.

Proof. The proof strategy from a high level perspective is that the NTRU
instance acts as a lossy argument in order to transform a successful adver-
sary A against PNTT-PSIS into a successful adversary C against PV-SIS or
against a successful adversary D against s-NTRU. Given an e�cient algorithm A
for PNTT-PSISβ that, given Ω ← U(Pt) and b ← U(Rq), returns with non-
negligible probability εA a valid PNTT-PSIS solution (z1, z2) satisfying z1 + b ·
z2 = 0 mod IΩ,q and 0 < ‖(z1, z2)‖2 ≤ β.
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First, let PNTT-PSIS′α,β denote a modi�cation of PNTT-PSISβ , where the
distribution of b is changed to the NTRU key distribution b ← Nχα (i.e. ob-
tained by sampling g ← χnα and f ← (χnα ∩ R×q ), and returning b = g/f ∈
Rq), instead of the original uniform distribution on Rq. We claim that the
hardness of dec-NTRUχα implies that A has a non-negligible advantage ε′A
against PNTT-PSIS′α,β . Indeed, if ε

′
A di�ers non-negligibly from εA then, since

the validity of the PNTT-PSIS solution returned by A is e�ciently veri�able,
we can construct an e�cient distinguisher B against dec-NTRUχα with advan-
tage ε′A − εA. Namely, given b, B runs A on b to get (z1, z2) and B returns 1
i� (z1, z2) is a valid PNTT-PSISβ solution.

Second, we construct algorithms C and D against PV-SISβ′ and s-NTRUχα,β
respectively. Algorithm C, given Ω ← U(Pt), works as follows: C samples b =
g/f ∈ Rq from Nχα by sampling f ,g as above, and runs A on input (VΩ ,b) to
get (z1, z2). C then computes and returns z = f · z1 + g · z2 ∈ R. Algorithm D,
given b = g/f ∈ Rq sampled from Nχα , runs A on input (VΩ ,b) to get (z1, z2)
and returns (z1, z2).

We claim that εC+εD ≥ ε′A−2−n+1 (where εC and εD denote the advantages
of C and D respectively), so that if ε′A is non-negligible, then one of εC or εD is
non-negligible. Indeed, in the PV-SISβ′ game of algorithm C, let S denote the
event that A outputs a valid PNTT-PSISβ solution, i.e. (z1, z2) satisfying z1 +
b · z2 = 0 mod IΩ,q and 0 < ‖(z1, z2)‖2 ≤ β. We have ε′A = Pr[S]. Now let Z
denote the event that z = f ·z1+g ·z2 = 0 ∈ R. Note that if event S∩Z occurs,
then we have (since f ∈ R×q ) f−1 ·z mod q = z1+b ·z2 mod q = 0, so (z1, z2) is a
valid solution to s-NTRUχα,β , i.e. εD ≥ Pr[S∩Z]. On the other hand, if event S∩
¬Z occurs, then z = f ·z1+g·z2 is a valid solution to PV-SISβ′ because z1+b·z2 =
0 mod IΩ,q so that z = f ·(z1+b·z2) = 0 mod IΩ,q, z 6= 0 and by the Schwartz
inequality, ‖z‖2 ≤

√
n · ‖(f ,g)‖2 · ‖(z1, z2)‖2 ≤

√
n · (αq

√
2n) · β := β′, where

we have used the discrete Gaussian tail bound ‖(f ,g)‖2 ≤ (αq
√
2n) which holds

except with negligible probability ≤ 2−n+1. It follows that εC+εD ≥ ε′A−2−n+1,
as required. ut

We now de�ne a dual problem to the problem above by transposing the ma-
trix VΩ , or more precisely the matrix (VΩ |VΩ ·Rot(b)). We call it Partial-NTT
P-LWE.

De�nition 15 (Partial-NTT P-LWE). Let χ denote a distribution over R
and �x s ∈ Ztq. Let Cs,χ denote the Partial-NTT P-LWE distribution over Zt×nq ×
(Rq)

3, obtained by sampling Ω ← U(Pt), b ← U(Rq), e1, e2 ← χn and return-
ing (VΩ ,b,y1 = VT

Ω ·s+e1,y2 = Rot(b) ·VT
Ω ·s+e2). The Partial-NTT P-LWE

problem comes in two variants:

s-PNTT-PLWEχ: Let s← U(Ztq). Given a sample of Cs,χ, �nd s.

d-PNTT-PLWEχ: Let s ← U(Ztq). Distinguish between a sample from Cs,χ

and a sample of the form (VΩ ,b,y1,y2), where VΩ and b as before, but
now y1,y2 ← U(Rq).
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Partial-NTT P-LWE corresponds to solve BDD (Def. 2) in the q-ary module
lattice

Λq(VΩ ,b) = {a1,a2 ∈ R : ∃s ∈ Ztq s.t. VT
Ωs = a1 and Rot(b)VT

Ωs = a2 mod q}.

As for the PNTT-PSIS problem introduced above, it is possible to de�ne a
more general version of PNTT-PLWE, where not only one b is used, but sev-
eral b1, . . . ,bm, de�ning multiple y1, . . . ,ym+1. We now show that the quantum
reduction of [SSTX09] from P-SIS to search P-LWE can be specialized to the
Partial-NTT case.

Lemma 10 (PNTT-PSIS to s-PNTT-PLWE). Let χα := Dαq be a continu-

ous Gaussian noise distribution with parameter αq <
√
πq1−t/n/(4

√
n ln(20n)).

There is a quantum PPT reduction from PNTT-PSISβ with β =
√
n/2 · α−1

to s-PNTT-PLWEχα .

Proof. In the following, we need a slightly modi�ed version of PNTT-PLWE,
that we call PNTT-PLWE′. The only di�erence between both variants is the
way how y2 is de�ned in the plain distribution: Whereas in PNTT-PLWE it is
set to y2 = Rot(b) ·VT

Ω · s+e2, it is de�ned as y′2 = Rot(b)T ·VT
Ω · s+e2 in the

latter. Hence, the only di�erence is that the rotation matrix of b is transposed
in PNTT-PLWE′. By mapping y2 to T · y2, where T is as in the de�nition
of Hybrid-PV-P (Def. 13) and assuming that χ is a balanced distribution over R
(i.e., χ(−x) = χ(x) for all x ∈ R), it is easy to see that both variants are
equivalent. Here, we use that Rot(b)T = Rot(T ·b) for power-of-two cyclotomics.
Note that PNTT-PLWE′ corresponds to BDD in Λq(VΩ , T ·b) and that its dual
lattice is given by Λ⊥q (VΩ ,b) (see Equation 1).

The proof is almost the same as the proof of [SSTX09, Thm. 3],
so we only summarize the main di�erences here. Given an e�cient algo-
rithm A for s-PNTT-PLWEχα , we can construct an e�cient algorithm A′

for s-PNTT-PLWE′χα by using the map T as elaborated above. Note that χα
is a balanced distribution. This is essentially a BDD algorithm on the lat-
tice Λq(VΩ , T ·b) and the general quantum PPT reduction in [SSTX09, Lem. 9]
transforms it into a quantum algorithm B that samples a short vector v from
a distribution with bounded statistical distance from the discrete Gaussian dis-
tribution DΛ⊥q (VΩ ,b),

1
2α

on the corresponding dual SIS lattice, which in our case

is Λ⊥q (VΩ ,b). To apply [SSTX09, Lem. 9], the hypothesis αq < λ/(4
√
n) must

be satis�ed, where λ := λ1(Λq(VΩ , T · b)) is the �rst minimum of the lat-
tice Λq(VΩ , T · b). We observe that for any lattice vector v ∈ Λq(VΩ , T · b),
the top n coordinates of v are a vector v1 in the ideal lattice Λq(VΩ). There-
fore, λ ≥ λ1(Λq(VΩ)) = λ1(Λ

⊥
q (VΩ′)) ≥ q1−t/n with Ω′ := inv(Ωc), using

Lemma 5, and the fact that the minimum of the ideal lattice Λ⊥q (VΩ′) is lower

bounded by q1−t/n using Lemma 2, since |inv(Ωc)| = n − t. Therefore, the
hypothesis of [SSTX09, Lem. 9] is satis�ed if αq < q1−t/n/(4

√
n). The other

condition needed following the proof of [SSTX09, Thm. 3] is that the probabil-
ity that v = 0 is exponentially small in n; using [SSTX09, Lem. 1] this is true
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if 1/(2α) ≥ 2
√

ln(20n)/π

λ∞ , where λ∞ is the in�nity-norm minimum of Λ⊥q (VΩ ,b).

The above lower bound on λ gives the lower bound λ∞ ≥ q−t/n/
√
n and

therefore, the desired condition 1/(2α) ≥ 2
√

ln(20n)/π

λ∞ is implied by the con-

dition (αq) <
√
πq1−t/n/(4

√
n ln(20n)), as required. ut

As explained in the introduction, we conjecture that PNTT-PLWE enjoys a
search-to-decision reduction from s-PNTT-PLWE to d-PNTT-PLWE. One way
to show such a reduction would be to adapt the corresponding reduction shown
for P-LWE by Lyubashevsky et al. [LPR13, Sec. 5]. Unfortunately, we currently
don't see how to perform this adaption as we meet several issues. First, the
secret s ∈ Ztq of the underlying problem in our case is, in contrary to P-LWE,
not a ring element. This makes it di�cult to perform the same trick as in [LPR13,
Lem. 5.5], where the full secret can be recovered by learning its values modulo
all the di�erent prime ideals appearing in the factorization of 〈q〉. Second, when
amplifying the success probability while performing the worst-case to average-
case reduction [LPR13, Lem. 5.12], one has to have access to several samples of
the problem. As explained in Remark 3, this is impossible for PV-LWE and hence
also for PNTT-PLWE. We thus leave it as an open problem to investigate other
search-to-decision techniques, ideally sample-preserving as for instance [MM11].

Using such a search-to-decision reduction, we could complete our sequence of
reductions by showing that d-PNTT-PLWE reduces to the Hybrid-PV-P prob-
lem, which is needed for the security of our PV Regev Encrypt.

Lemma 11 (d-PNTT-PLWE to Hybrid-PV-P). Let χ be a balanced distribu-
tion over Z. There is a PPT reduction from d-PNTT-PLWEχ to Hybrid-PV-Pχ,χ.

Proof. The proof uses the syndrome reduction [MM11], similar to the proof of
Lemma 7. Let A be an e�cient algorithm for Hybrid-PV-Pχ,χ. In the follow-
ing, we transform A to an e�cient algorithm B for d-PNTT-PLWEχ via two
intermediate algorithms A′ and B′.

We recall that real case instances of Hybrid-PV-Pχ,χ are of the following
form (VΩ′ ,b,u,v), where Ω

′ ← U(Pt), b ← U(Rq) and where u = VΩ′ · r
and v = b · r̃ + e = Rot(b) · T · r + e = T · Rot(b)T · r + e, with r, e ← χn,
where we used the fact that Rot(b) · T = T · Rot(b)T and T 2 = I, the identity
function.

We �rst build an e�cient algorithm A′ for a variant of Hybrid-PV-Pχ,χ,
that we call Hybrid-PV-P′χ,χ, where in the latter, real case instances have

the form (VΩ′ ,b,u,v), where u = VΩ′ · r and v = −Rot(−b)T · r + e,
with Ω′ ← U(Pt), b ← U(Rq), e, r ← χn. The only di�erence is that in the
latter v, there is no T . The algorithm A′ maps an input instance (VΩ′ ,b,u,v)
to (VΩ′ ,b,u,v

′), where v′ = T ·v, runs A and returns whatever A does. Since χ
is balanced, T maps χn to itself and hence maps the real (resp. random) case
instance distribution of Hybrid-PV-P′χ,χ to real (resp. random) case instance
distribution of Hybrid-PV-Pχ,χ.

Recall that real case instances of d-PNTT-PLWEχ are given by some tu-
ple (VΩ ,b,y1,y2), with (y1,y2) = A · s + (e1, e2) mod q, where A has VT

Ω as
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its �rst n rows and Rot(b) ·VT
Ω as its last n rows, with Ω ← U(Pt), b← U(Rq)

and e1, e2 ← χn. We now use the e�cient algorithm A′ to build an e�cient
algorithm B′ for a variant of d-PNTT-PLWEχ, that we call d-PNTT-PLWE′χ,
where in the latter, real case instances have the form (VΩ ,b,y1,y2), where y1 =
VT
Ω · s+ e1 and y2 = Rot(b)T ·VT

Ω · s+ e2. Thus, the only di�erence is that the
rotation matrix is now transposed (similar to the proof of Lemma 10).

The reduction from d-PNTT-PLWE′χ to Hybrid-PV-P′χ,χ runs as follows:
given input (VΩ ,b,y1,y2), B′ transforms it to (VΩ′ ,b,u,v), where Ω′ :=
inv(Ωc), with (u,v) = M · (y1,y2) mod q, where M is the (2n− t)× 2n matrix
having as its �rst n − t rows the submatrix M1 := (VΩ′ |0(n−t)×n) and as its
last n rows the submatrix M2 := (−Rot(b)T |In). The algorithm B′ runs A′ on
input (VΩ′ ,b,u,v) and returns whatever A′ returns.

For real case d-PNTT-PLWE′χ instances, we have (y1,y2) = A · s +

(e1, e2) mod q, where A has VT
Ω as its �rst n rows and Rot(b)T · VT

Ω as
its last n rows, with e1, e2 ← χn. Observe that M is the check matrix
for A, i.e M · A = 0 mod q and M has full rank 2n − t over Zq. It follows
that (u,v) = M · (y1,y2) = M · (e1, e2) mod q has the correct real case distribu-
tion required by Hybrid-PV-P′χ,χ. For random case d-PNTT-PLWEχ instances,
we have (y1,y2) ← U(Z2n

q ) and so (u,v) = M · (y1,y2) is uniformly random
in Z2n−t

q thanks to the full-rank of M , as required.
Finally we build an e�cient algorithm B for d-PNTT-PLWEχ. The algo-

rithm B maps an input instance (VΩ ,b,y1,y2) to an instance (VΩ ,b,y1,y
′
2),

where y′2 = T · y2, runs B′ and does whatever B does. Again, since χ is bal-
anced, T maps χn to itself and thus maps the real (resp. random) case instance
distribution of d-PNTT-PLWEχ to the real (resp. random) case instance distri-
bution of d-PNTT-PLWE′χ. This concludes our proof. ut

4 Provable Secure PASS Encrypt

PASS Encrypt is a public key encryption (PKE) scheme introduced by Ho�-
stein and Silverman in 2015. In its original version, PASS Encrypt comes with-
out a security proof with respect to the hardness of explicit computational
problems, and the scheme is deterministic and thus cannot satisfy the stan-
dard notion of IND-CPA security.7 Further, partial Vandermonde SIS over the
ring Zq[x]/〈xn − 1〉 is easy to solve as we explain in Section 6.3.

In the following, we propose a modi�ed version of PASS Encrypt, see Figure 3.
First, we move to the ring Zq[x]/〈xn + 1〉. It is the ring of integers of the ν-th
cyclotomic number �eld, where ν is a power of 2 (and thus n = ν/2), and does
not allow the same trivial solution to PV-SIS as before. Second, we make the
scheme probabilistic by adding the random terms VΩ(p · s) to e and VΩc(p · s)
to e′′, where s is a random ring element of small norm. We then give a proof of
correctness (Lemma 12) and a proof of security (Lemma 13).

7 A deterministic PKE scheme cannot be IND-CPA secure as an adversary can simply
encrypt both messages using the public key and decide which one is used in the
challenge ciphertext.
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Let λ denote the security parameter. We use the same notation as in Sec-
tion 3.1, where we assume that ν is a power of 2 and q is a prime such that q =
1 mod ν. Further, we set n = ν/2 and t = n/2. There are exactly n primi-
tive ν-th roots of unity over Zq and for the key generation of our scheme we
need to choose at random t (i.e., half) of them. To this end, we denote by Pt
the set of all subsets Ω of size t of all primitive ν-th roots of unity over Zq.
Every Ω de�nes the corresponding partial Vandermonde matrix VΩ and its
complement VΩc . Let χf , χr, χs be distributions over Z. Recall that we denote
by + and ◦ component-wise addition and multiplication of vectors over Zq. The
message space M is given by {0, 1}n, and we select a message m ∈ M. Finally,
let p be a small prime which is coprime to q.

KGen(1λ). Sample f ← χnf and Ω ← U(Pt),
return sk = f ∈ Zn, pk = (pk0, pk1) = (Ω,VΩ · f) ∈ Ztq × Ztq.

Enc(pk,m). Sample r← χnr , s← χns ,
set r′ = p · r and m′ = p · s+m,
set e = (VΩ · r′ ◦ pk1) +VΩ ·m′
set e′ = VΩc · r′,
set e′′ = VΩc ·m′,
return c = (e, e′, e′′) ∈ Ztq × Zn−tq × Zn−tq .

Dec(sk, c). Compute c′ = (e′ ◦VΩc · sk) + e′′ ∈ Zn−tq ,
combine e and c′ to obtain c′′ as a vector over Znq ,
return V−1 · c′′ mod p.

Fig. 3: Our slightly modi�ed PASS Encrypt.

We now describe our slightly modi�ed version of PASS Encrypt, as summa-
rized in Figure 3. During key generation, we sample f from the distribution χnf ,

de�ning the secret key sk = f ∈ Zn. Then, we sample Ω ∈ Ztq uniformly at
random over the set Pt, which determines the public key pk = (pk0, pk1) =
(Ω,VΩf) ∈ Ztq×Ztq, where the second part is the partial Vandermonde transform
of f evaluated at the roots given by Ω. In order to encrypt a message m ∈ M, we
sample two random vectors r← χnr and s← χns , which de�ne r′ = pr and m′ =
ps + m. This randomizes the message vector and thus converts PASS Encrypt
from a deterministic in a randomized scheme. The ciphertext c is then given by
three elements. The �rst is e = (VΩr

′ ◦ pk1) + VΩm
′ ∈ Ztq, using the partial

Vandermonde matrix VΩ . And the other two are given by e′ = VΩcr
′ ∈ Zn−tq

and e′′ = VΩcm
′ ∈ Zn−tq , using the complementary partial Vandermonde ma-

trix VΩc . In order to decrypt a ciphertext c, we use the secret key sk to �rst
compute c′ = (e′ ◦VΩcsk)+ e′′ ∈ Zn−tq . Now, using the knowledge of Ω and Ωc,
we can combine e and c′ to obtain a full vector c′′ over Znq . The decryption
algorithm then returns V−1c′′ mod p. For completeness, we give some sample
parameters in Section 7 in Figure 8.
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Our version of PASS Encrypt di�ers in two aspects from the original version
as presented in [HS15, Sec. 4]. First, they use the partial Fourier transform (that
they denote by FS) instead of the partial Vandermonde transform VΩ , and
second, in their case it always yields s = 0 and thus m′ = m. This makes the
third part e′′ of their ciphertext only dependent on m and hence the scheme
deterministic. Additionally, the modi�cations also apply to the second version
of the original proposed scheme, see [HS15, Sec. 6].

We would like to emphasize the following connection of PASS Encrypt to
ideal lattices. As elaborated in Section 3.1, the �rst part of the public key
of PASS Encrypt given by the partial Vandermonde transform pk1 = VΩf can
be seen as a way to specify the coset f + IΩ,q, where IΩ,q =

∏
ωj∈Ω〈q, x −

ωj〉 is an ideal lattice. Simultaneously, the complement partial Vandermonde
transforms VΩcr

′ and VΩcm
′ (i.e., the second and third part of the cipher-

text of PASS Encrypt) can be seen as a way to specify the cosets r′ + IΩc,q
and m′ + IΩc,q, where IΩ,q · IΩc,q = 〈q〉. In other words, PASS Encrypt allows
a formulation directly in the language of ideal lattices, as we summarize in Fig-
ure 4.

KGen(1λ). Sample f ← χnf and Ω ← U(Pt),
return sk = f , pk = (pk0, pk1) = (Ω, f + IΩ,q) ∈ Ztq ×R/IΩ,q.

Enc(pk,m). Sample r← χnr , s← χns ,
set r′ = pr and m′ = ps+m,
set e = ((r′ + IΩ,q) · pk1) + (m′ + IΩ,q)
set e′ = r′ + IΩc,q,
set e′′ = m′ + IΩc,q,
return c = (e, e′, e′′).

Dec(sk, c). Compute c′ = (e′ · (sk+ IΩc,q)) + e′′,
combine e ∈ R/IΩ,q and c′ ∈ R/IΩc,q to obtain c′′ + 〈q〉,
return c′′.

Fig. 4: Our PASS Encrypt formulated over ideals.

Correctness We now show that the PKE scheme de�ned above is perfectly
correct under a proper choice of parameters. See De�nition 7 for the formal
statement of the correctness property of a PKE scheme.

Lemma 12 (Correctness). Let Pt, p and χf , χr, χs be the public parameters of
the scheme PASS Encrypt. Assume that there exists α, β > 0 such that for f ←
χnf , r ← χnr and s ← χns it yields with probability 1 that ‖f‖∞ ≤ 1, ‖r‖1 ≤
α and ‖s‖∞ ≤ β. Further, we require p(α + β) + 1 < q/2. For every key
pair (sk, pk)← KGen(1λ) and message m ∈ M, it holds

Pr [Dec(sk,Enc(pk,m)) = m] = 1.
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Proof. The decryption oracle �rst computes c′ = (e′ ◦VΩcsk) + e′′ ∈ Zn−tq and
then combines it with e ∈ Ztq in order to obtain a full vector c′′ ∈ Znq . To
guarantee correctness, we need to make sure that V−1c′′ = m mod p. Using the
de�nition of sk, e′ and e′′ it yields

c′ = (VΩcr
′ ◦VΩcf) +VΩcm

′ = VΩc(r
′ · f +m′).

Simultaneously, using the de�nition of pk and e it yields

e = (VΩr
′ ◦VΩf) +VΩm

′ = VΩ(r
′ · f +m′).

In both cases we use the homomorphic properties ofVΩ andVΩc . Thus, combin-
ing both c′ and e provides c′′ = V(r′ ·f+m′) and thus V−1c′′ = r′ ·f+m′ = pr ·
f+ps+m mod q. Hence, V−1c′′ mod p = m mod p if ‖pr · f + ps+m‖∞ < q/2.
Using the properties of power-of-2 cyclotomics to bound the in�nity norm of the
product of two elements as presented in Lemma 1 and that m ∈ M = {0, 1}n, it
yields

‖pr · f + ps+m‖∞ ≤ p‖r · f‖∞ + p‖s‖∞ + ‖m‖∞
≤ p · ‖f‖∞ · ‖r‖1 + p‖s‖∞ + ‖m‖∞
≤ pα+ pβ + 1.

As we require p(α + β) + 1 < q/2, the decryption algorithm decrypts correctly
with probability 1. ut

Security We now prove the security of PASS Encrypt as de�ned above based on
the hardness of PASS and dec-PV-Knap, both problems are de�ned in Section 3.
We use the standard notion of IND-CPA security whose proper de�nition we recall
in De�nition 8.

In order to show the IND-CPA security of PASS Encrypt, we use a common
game-hopping argument, as summarized in Figure 5. Game 1 corresponds to the
our version of PASS Encrypt. In Game 2 we change the de�nition of e, in Game 3
the one of e′ and last in Game 4 the one of e′′. Note that in Game 2, 3 and 4 the
decryption algorithm does in general not succeed as the ciphertext parts e, e′

or/and e′′, when chosen uniformly at random, do in general not possess a small
preimage under VΩ or VΩc , respectively. For the proof of IND-CPA security,
however, this does not pose any problem.

Lemma 13 (Security). Let Pt, p and χf , χr, χs be the public parame-
ters of PASS Encrypt and the message m ∈ M. Assuming the hard-
ness dec-PV-Knapχ1

, dec-PV-Knapχ2
and PASSχf ,χ1,χ2

, where χ1 = p · χr
and χ2 = p·χs+m, the encryption scheme as summarized in Figure 3 is IND-CPA
secure.

Proof. Note that Game 1 corresponds to the proposed PASS Encrypt. The only
di�erence between Game 1 and Game 2 is the way how e is de�ned. In the �rst
game, it is a partial Vandermonde transform, given by (VΩr

′ ◦ pk) +VΩm
′ =
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Game 1 Game 2

KGen: sk = f ← χnf , Ω ← U(Pt) sk = f ← χnf , Ω ← U(Pt)
pk = (pk0, pk1) = (Ω,VΩf mod q) pk = (Ω,VΩf mod q)

Enc: r← χnr , s← χns r← χnr , s← χns
r′ = pr, m′ = ps+m r′ = pr, m′ = ps+m
e = (VΩr

′ ◦ pk1) +VΩm
′ e← U(Ztq)

e′ = VΩcr
′ e′ = VΩcr

′

e′′ = VΩcm
′ e′′ = VΩcm

′

Game 3 Game 4

KGen: sk = f ← χnf , Ω ← U(Pt) sk = f ← χnf , Ω ← U(Pt)
pk = (Ω,VΩf mod q) pk = (Ω,VΩf mod q)

Enc: r← χnr , s← χns r← χnr , s← χns
r′ = pr, m′ = ps+m r′ = pr, m′ = ps+m
e← U(Ztq) e← U(Ztq)
e′ ← U(Zn−tq ) e′ ← U(Zn−tq )
e′′ = VΩcm

′ e′′ ← U(Zn−tq )

Fig. 5: Game hopping for IND-CPA security of PASS Encrypt.

VΩ(r
′ · f + m′), and in the second game it is sampled uniformly at random

over Ztq. Notice that pk, e′ and e′′ are not independent from e, but assuming the
hardness of PASSχf ,χ1,χ2

, with χ1 = p · χr and χ2 = p · χs + m, an adversary
cannot distinguish between the two games.

Now, we are studying the di�erence between Game 2 and Game 3. Here, the
second ciphertext part e′ is replaced by a uniform element over Zn−tq . We remark,
that e′ is independent from the other two ciphertext parts e and e′′ and also in-
dependent from the secret key. Thus, assuming the hardness of dec-PV-Knapχ1

,
an adversary cannot distinguish Game 2 from Game 3.

The only di�erence between Game 3 and Game 4 is the de�nition of e′′. With
the same argument, they cannot distinguish Game 3 from Game 4, assuming the
hardness of dec-PV-Knapχ2

.
In the last Game 4, the ciphertext c = (e, e′, e′′) is independent of the mes-

sagem and the key pair (sk, pk). Thus, the adversary has no chance to distinguish
two ciphertexts in the IND-CPA security game better than to guess. ut

Homomorphic Properties In the following, we show that our slight modi�-
cations on PASS Encrypt preserve its additive and multiplicative homomorphic
properties, as originally demonstrated by Ho�stein and Silverman [HS15, Sec. 5].

Additive Homomorphic For addition, we can simply sum the di�erent parts
of two given ciphertexts to obtain the encryption of the sum of the original
messages. To decrypt the sum, we can use the same decryption algorithm as
for a single ciphertext. More precisely, given for a �xed key pair (sk, pk) two
ciphertexts c1 = (e1, e

′
1, e
′′
1) and c2 = (e2, e

′
2, e
′′
2) on two messages m1 and m2,

where during encryption the random ring elements r1, s1 and r2, s2 were used.
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Then, the element c = (e1 + e2, e
′
1 + e′2, e

′′
1 + e′′2) de�nes the ciphertext of the

message m = m1+m2 with encryption randomness r = r1+ r2 and s = s1+ s2.
Here, we only use the linearity of matrix-vector products.

Multiplicative Homomorphic The situation is slightly more complex for
multiplication, where an additional cross term has to be provided in the cipher-
text in order to enable the decryption of the product of two ciphertexts. In
more details, assume that we are given for a �xed key pair (sk, pk) two cipher-
texts c1 = (e1, e

′
1, e
′′
1) and c2 = (e2, e

′
2, e
′′
2) on two messages m1 and m2, where

during encryption the random elements r1, s1 and r2, s2 were used. In order to
provide enough information to recover the product message m1 ·m2 mod p, we
need to transmit in the ciphertext the respective products e = e1◦e2, e′ = e′1◦e′2
and e′′ = e′′1 ◦e′′2 , and additionally a cross term E = e′1 ◦e′′2 +e′2 ◦e′′1 . To decrypt,
we use e, e′, e′′,E and the secret key sk to compute

c′ =
(
e′ ◦ (VΩcsk)

2
)
+ (E ◦VΩcsk) + e′′

=
(
VΩcr

′
1 ◦VΩcr

′
2 ◦ (VΩcf)

2
)
+ (VΩcr

′
1 ◦VΩcm

′
2 ◦VΩcf)

+ (VΩcr
′
2 ◦VΩcm

′
1 ◦VΩcf) + (VΩcm

′
1 ◦VΩcm

′
2)

= VΩc
(
(r′1r

′
2f

2) + (r′1m
′
2f) + (r′2m

′
1f) + (m′1m

′
2)
)
.

On the other hand, it yields

e = e1 ◦ e2
= ((VΩr

′
1 ◦ pk) +VΩm

′
1) ◦ ((VΩr

′
2 ◦ pk) +VΩm

′
2)

= (VΩ(r
′
1f +m′1)) ◦ (VΩ(r

′
2f +m′2))

= VΩ

(
(r′1r

′
2f

2) + (r′1m
′
2f) + (r′2m

′
1f) + (m′1m

′
2)
)
.

Combining c′ and e gives the full Vandermonde transform and by applying V−1,
we obtain c′′ = (r′1r

′
2f

2) + (r′1m
′
2f) + (r′2m

′
1f) + (m′1m

′
2) mod q. If ‖c′′‖∞ <

q/2, we can compute c′′ mod p = m′1m
′
2 mod p = m1m2 mod p. Here, we use

that r′j = prj and m′j = psj +mj for j ∈ {1, 2}.

5 PV Regev Encrypt

In this section, we propose PV Regev Encrypt, a PKE scheme following Regev's
approach for LWE-based encryption [Reg05], adapted to the partial Vander-
monde setting. We �rst present the scheme, illustrated in Figure 6, then give a
proof of correctness (Lemma 14) and a proof of security (Lemma 15).

Let λ denote the security parameter. We use the same notation as in Sec-
tion 3.1, where we assume that ν is a power of two and q is a prime such
that q = 1 mod ν, de�ning Rq = Zq[x]/〈xn + 1〉. Further, let Pt denote the set
of all subsets Ω of size t of all primitive ν-th roots of unity over Zq. The message
space M is given by {0, 1}n, and we select a message m ∈ M. Let χe and χr
denote two distributions over Z.
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KGen(1λ). Sample Ω ← U(Pt), s← U
(
Ztq

)
and e← χne ,

return sk = s ∈ Ztq,
and pk = (Ω,b = VT

Ω · s+ e mod q) ∈ Ztq × Znq .
Enc(pk,m). Sample r← χnr and e′ ← χne ,

set u = VΩ · r
set v = Rot(r)T · b+ e′ + bq/2c ·m mod q,
return c = (u,v) ∈ Ztq × Znq .

Dec(sk, c). Construct U = VΩ · Rot(r) out of u,
compute c′ = v −UT · s.
For each coe�cient c′k of c′:
If c′k is closer to 0 than to bq/2c, set m̂k = 0, else m̂k = 1.
Return m̂.

Fig. 6: PV Regev Encrypt.

In analog to the standard Regev-like PKE, the public key pk is an instance
of the problem PV-LWE and the secret key sk contains the underlying secret s
and noise e. To encrypt a message m, a random vector r of small norm is
chosen. The �rst part u of a ciphertext c is given as an instance of PV-Knap
in order to mask the vector r. The second part v uses the public key b and the
randomness r to hide a message m via a sample of P-LWE. Using the structure
of the partial Vandermonde transform VΩ , we can encrypt an n-dimensional
binary message vector. The security of this scheme is simultaneously based on
the hardness of PV-LWE and Hybrid-PV-P, a hybrid variant of dec-PV-Knap
together with an instance of P-LWE, where the underlying secrets are related to
each other. For a more detailed discussion on this variant, we refer to Section 3.4.
For completeness, we give some sample parameters in Section 7 in Figure 9.

Correctness We now show that the PKE scheme de�ned above is perfectly
correct under a proper choice of parameters. See De�nition 7 for the formal
statement of the correctness property of a PKE scheme.

Lemma 14 (Correctness). Let Pt and χe, χr be the public parameters
of PV Regev Encrypt as presented in Figure 6. Assume that there exists α, β > 0,
such that for e ← χe and r ← χr it yields with probability 1 that |e| ≤ α and
that |r| ≤ β. Further, we require α(nβ +1) < q/4. For every key pair (sk, pk)←
KGen(λ) and message m ∈ M it holds

Pr[Dec(sk,Enc(pk,m)) = m] = 1.

Proof. As shown in Lemma 3, in order to construct the k-th column of U =
VΩ · Rot(r) out of u for k ∈ [n], we multiply component-wise u with the vec-
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tor (ωki0 , . . . , ω
k
it−1

)T . It yields

c′ = v −UT · s
= Rot(r)T · b+ e′ + bq/2c ·m− Rot(r)T ·VT

Ω · s
= Rot(r)T · (VT

Ω · s+ e) + e′ + bq/2c ·m− Rot(r)T ·VT
Ω · s

= Rot(r)T · e+ e′ + bq/2c ·m.

For k ∈ [n], the k-th row of Rot(r)T and the k-th coe�cient of e′ satisfy

|(Rot(r)T )k · e+ e′k| ≤ ‖(Rot(r)T )k‖2 · ‖e‖2 + |e′k| ≤
√
nβ ·
√
nα+ α,

where we use the special form of the rotation matrix in power-of-two cyclotomics.
As we require α(nβ + 1) < q/4, the decryption algorithm always succeeds. ut

Security We now prove the security of PV Regev Encrypt as de�ned above based
on the hardness of PV-LWE and Hybrid-PV-P, both problems are de�ned in Sec-
tion 3. We use the standard notion of IND-CPA security whose proper de�nition
we recall in De�nition 8.

Again, we use a standard game-hopping argument, as summarized in Fig-
ure 7. Game 1 corresponds to the proposed PKE scheme. Note that in Game 2
and 3 the decryption algorithm does in general not succeed anymore. For the
proof of IND-CPA security, however, this does not pose any problem.

Game 1 Game 2 Game 3

KGen: sk = (s, e) sk = (s, e) sk = (s, e)
b = VT

Ω · s+ e b← U(Znq ) b← U(Znq )
pk = (VΩ ,b) pk = (VΩ ,b) pk = (VΩ ,b)

Enc: u = VΩ · r u = VΩ · r u← U(Ztq)
v = Rot(r)Tb+ e′ + bq/2cm v′ = Rot(r)Tb+ e′ v′ ← U(Rq)

v = v′ + bq/2cm v = v′ + bq/2cm

Fig. 7: Game hopping for IND-CPA security of PV Regev Encrypt.

Lemma 15 (Security). Let Pt and χe, χr be the public parameters
of PV Regev Encrypt with message space M = {0, 1}n. Assuming the hardness
of PV-LWEχe and Hybrid-PV-Pχr,χe , the encryption scheme as summarized in
Figure 6 is IND-CPA secure.

Proof. Note that Game 1 corresponds to the proposed PV Regev Encrypt. The
only di�erence between Game 1 and Game 2 is how the vector b is de�ned.
Assuming the hardness of PV-LWEχe , the second is computationally indistin-
guishable from the �rst one.
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In Game 2, we are given u = VΩ · r and v = Rot(r)T · b + e′ + bq/2c ·m,
where b is a uniform random ring element. We observe that Rot(r)T · b =
Rot(r̃) · b = r̃ · b, where r̃ = T · r = (r0,−rn−1, . . . ,−r1)T for r = (rj)j∈[n].
Hence, v′ = b · r̃ + e′, which de�nes an instance of P-LWE with secret r̃ and
error e′. Note that r is used in u and v, so we cannot argue with dec-PV-Knapχr
and P-LWExn+1,χe,χ̃r with χ̃r = Tχr, independently. We need a hybrid assump-
tion, that one dec-PV-Knap instance together with one P-LWE instance, where
the underlying secrets depend on each other, are computationally indistinguish-
able from uniform. This is exactly the Hybrid-PV-P problem that we introduced
in Section 3.4. Assuming the hardness of Hybrid-PV-Pχr,χe , Game 3 and Game 2
are computationally indistinguishable. In the last game, the adversary has no
chance to distinguish two ciphertexts better than guessing. ut

Remark 4. It is also possible to build a PKE scheme following the dual-Regev
framework, in the spirit of [GPV08]. In this setting, the public key consists of
an instance of PV-Knap and the ciphertext consists of an instance of PV-LWE
together with an instance of P-LWE, where the corresponding secrets are related
to each other.

6 Concrete Security against Best Known Attacks

We start this section by investigating the concrete security against best known
attacks of both schemes PASS Encrypt and PV Regev Encrypt. We then argue
why we move from the Fourier to the Vandermonde transform in Section 6.3.
Furthermore, we show how to interpret the partial Vandermonde problems in
terms of error-correcting codes in Section 6.4.

6.1 Concrete Security of PASS Encrypt

In this section, we analyze the concrete security of PASS Encrypt, as proposed
in Section 4, by presenting three di�erent attacks.

The �rst two attacks, that we call the key recovery and randomness recovery
attack in the following, were already studied in the original PASS Encrypt pro-
posal [HS15]. We restate them for completeness and rephrase them in the primal
attack framework of LWE as done by Alkim et al. [ADPS16]. Further, [HS15] use
the less common notion of MIPS-years, where one MIPS-year equals the number
of instructions executed during one year of computing at one million instruc-
tions per second. Note that in the parallel line of work concerning PASS Sign,
the same type of attacks is studied as well ([HPS+14,LZA18,DHSS20]).

Essentially, recovering the secret key sk (resp. the randomness r′) used in the
encryption algorithm (see Figure 3) corresponds to solve an instance of PV-Knap
with regard to the partial Vandermonde matrix VΩ (resp. the complement par-
tial Vandermonde matrix VΩc). However, no attack that aims at recovering the
secret vector of the PASS instance given by a ciphertext has been studied so far.
This leads us to the third attack, that we call the plaintext recovery using hints
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attack in the following. This novel attack takes the design of PASS Encrypt into
account and thus improves our understanding of its security.

We give concrete sample parameters and values for all three attacks in Sec-
tion 7 in Figure 8. We also compare PASS Encrypt with PV Regev Encrypt and
two other e�cient lattice-based PKE schemes in Section 7.4.

Key Recovery Attack We now describe the �rst attack against PASS Encrypt,
as already considered in the original proposal [HS15, Sec. 7]. We restate it for
completeness and rephrase it in the attack framework of LWE as done by Alkim
et al. [ADPS16], using the BKZ algorithm with quantum sieving to solve the
associated unique shortest vector problem (u-SVP). The second component of
the public key pk of PASS Encrypt is a vector g ∈ Ztq de�ned as g = VΩf mod q,

where f ← χnf . We can write VΩ = [A|B] ∈ Zt×nq with A ∈ Zt×(n−t)q and B ∈
Zt×tq , where B has full rank t and thus by multiplying VΩ by the inverse of B, it

takes the form [Ã|It] ∈ Zt×nq , for some matrix Ã ∈ Zt×(n−t)q and It the identity
matrix of order t. Hence, we can transform the equation above to

g̃ = Ã · f1 + f2 mod q, (2)

where g̃ = B−1g and f = (f1, f2)
T with f1 ∈ Zn−t and f2 ∈ Zt. Equation 2 can

be seen as an instance of LWE in its Hermite normal form (HNF) with public
matrix Ã of LWE dimension n − t and with t denoting the number of given
samples. In doing so, we ignore the known structure of the matrix Ã and treat
it as a uniform random matrix. This is a common approach used in structured
lattice-based cryptography as no cryptanalytic technique making use of the al-
gebraic structure is known, for a more elaborated discussion see [ACD+18]. We
proceed as we usually do for LWE (see [ADPS16] for more details) and rewrite
the equation above as Ã·f1+f2−g̃ = 0 mod q. This de�nes an instance of u-SVP
in the lattice Λ = Λ(Ã, g̃) given by

Λ = {(x,y, w)T ∈ Zt × Zn−t × Z : x+ Ã · y − wg̃ = 0 mod q}.

A basis of this lattice is given by the column vectors of

C =

 qIt −Ã g̃
0(n−t)×t In−t 0(n−t)×1
01×t 01×(n−t) 1

 ∈ Z(n+1)×(n+1),

where for n,m ∈ N, we denote by 0n×m the n ×m matrix composed of zeros.
The lattice Λ has full rank n+ 1 as it is has an upper triangular form. Further,
its determinant is qt, corresponding to the determinant of C. It is easy to see
that the vector (f2, f1, 1)

T ∈ Zn+1 lies in Λ, where its norm depends on the
distribution χf . Assuming that χf = U({−1, 0, 1}), we expect its Euclidean

norm to be ≈
√

2n
3 .

When estimating the expected length of a shortest vector, one can use the
Gaussian heuristic. More precisely, the Gaussian heuristic for the given lattice Λ
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with determinant qt and of dimension n + 1 states that the shortest vector

in Λ has Euclidean norm approximately
√

n+1
2πe · q

t
(n+1) ≈ √q · n, for t = n/2.

This is much larger than the norm of (f2, f1, 1)
T . In other words, we assume

that (f2, f1, 1)
T is the unique shortest vector and the second shortest vector has

the norm following the Gaussian heuristic. This is an instance of u-SVP. If we
assume that q is linear in n, then the ratio of the shortest and the second shortest
vector (also called the SVP gap) is approximately 1√

n
.

The u-SVP instance can be solved by the BKZ algorithm and its running
time depends on the used blocksize within BKZ. We use the publicly accessi-
ble8 Leaky LWE Estimator [DDGR20] to estimate the necessary blocksize for
the BKZ algorithm, denoted as bikz. The algorithm BKZ itself uses an SVP or-
acle in dimension bikz. As in [ADPS16], we evaluate the running time of BKZ
using the core SVP hardness, thus considering only the cost of one call to an SVP
oracle in dimension bikz.

As the best known heuristic quantum algorithm to solve SVP in dimen-
sion bikz runs in time 20.265·bikz [Laa15], we give the number of quantum security
bits by 0.265 · bikz.

Randomness Recovery Attack We now describe the second attack
against PASS Encrypt, which aims at recovering the underlying random-
ness r used during encryption. The second component of the ciphertext c
of PASS Encrypt is given by a vector e′ ∈ Zn−tq satisfying e′ = VΩcr

′ mod q,
with r′ = pr for r← χr. As p is publicly known and coprime to q, we can divide
the above by p to obtain g := e′/p = VΩcr mod q. As for the key recovery
attack from above, we can interpret this as an instance of LWE. More precisely,

we write VΩc = [C|D] ∈ Z(n−t)×n
q with C ∈ Z(n−t)×t

q and D ∈ Z(n−t)×(n−t)
q ,

where D has full rank n− t. We multiply the equation above by the inverse of D
to obtain

g̃ = C̃ · r1 + r2 mod q, (3)

where [C̃|In−t] = [C|D] · D−1, g̃ = D−1g and r = (r1, r2)
T with r1 ∈ Zt

and r2 ∈ Zn−t. In other words, Equation 3 describes an instance of LWE in
Hermite normal form with public matrix C̃ of dimension t, where n− t samples
are given. Note that the roles of the dimension and the number of samples are
exactly the reversed roles as in the key recovery attack. However, for t = n/2,
the dimension and number of samples of the LWE instances are in both attacks
the same. Further, for χr = χf , as we do in the sample parameters in Figure 8,
both attacks are equally hard.

In order to recover the plaintext m from the ciphertext c = (e, e′, e′′), an
attacker can use the same approach as in the key recovery attack to solve the
associated LWE instance (obtaining r) and to compute r′ = pr. They can then
use r′ to compute VΩm

′ = e − (VΩr
′ ◦ pk). By combining VΩm

′ and e′′ =
VΩcm

′ to the full discrete Vandermonde transform Vm′, one can multiply it

8 https://github.com/lducas/leaky-LWE-Estimator

https://github.com/lducas/leaky-LWE-Estimator
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by V−1 to obtain m′ = ps+m mod q. Finally, the plaintext message m mod p
can be recovered by computing m′ mod p.

Plaintext Recovery Using Hints Attack In the following we present a new
attack against PASS Encrypt, which is inspired by the recent work of Dachman-
Soled et al. [DDGR20] on exploiting hints that are given on the LWE secret or
noise. The �rst part of the ciphertext c of PASS Encrypt is given by e = (VΩr

′ ◦
pk) +VΩm

′, where r′ = pr, pk = VΩf and m′ = ps+m with f ← χnf , r← χnr
and s ← χns . Using the homomorphic properties of VΩ we can rewrite e as
e = VΩ · (f · r′ + m′). Recall that Rot(f) denotes the matrix describing the
multiplication by f in the coe�cient embedding. In matrix form this gives

e = VΩ · (Rot(f) · r′ + In ·m′) = [A|VΩ ] ·
(
r′

m′

)
mod q,

where A = VΩ · Rot(f) ∈ Zt×nq . Note that we can compute A by knowing the
roots ωi` ∈ Ω for ` ∈ [t] and the public key pk, and not necessarily the secret
key sk = f , as explained in Lemma 3. As VΩ has full rank t, we can use Gauss
elimination to transform this equation into

ẽ = [B|It] ·
(
r′

m′

)
= B · r̃′ + m̃′ mod q,

with B ∈ Zt×(2n−t)q , r̃′ containing r′ and the �rst n− t coe�cients of m′ and m̃′

containing the last t coe�cients of m′. This corresponds to an instance of LWE
of dimension 2n−t and t the number of given samples, with B the public matrix.

At �rst sight, one can see that the LWE instance is of much larger dimension
than in the two previous attacks, and thus one may wonder why this attack
should provide tighter security estimates. As we will see now, this is because of
the additional information provided by the rest of the ciphertext. The second
and third part of the ciphertext e′ and e′′ can be viewed as hints on r′ and m′.
To be more precise, e′ = VΩc · r′ and e′′ = VΩc ·m′. This can be rewritten as

e′ = [VΩc |0(n−t)×n] ·
(
r′

m′

)
mod q, e′′ = [0(n−t)×n|VΩc ] ·

(
r′

m′

)
mod q.

Note that the vector (r̃′, m̃′)T is simply a re-labeling of the vector (r′,m′)T . In
the language of Dachman-Soled et al. [DDGR20] this corresponds to 2(n − t)
modular hints.

For simplicity, we assume that m = 0 and thus m′ = ps. As p is a public
parameter we can assume that the secret r′ and the noise m′ of the correspond-
ing LWE sample are drawn from the distributions χnr and χns , respectively.

As in the key recovery attack, the number of security bits claims that a
quantum algorithm would need at least a running time of 20.265·bikz, where bikz
is the blocksize resulting from the Leaky LWE Estimator [DDGR20].
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6.2 Concrete Security of PV Regev Encrypt

In the following we analyze the concrete security of PV Regev Encrypt, as pro-
posed in Section 5, by presenting three di�erent attacks. We call the �rst attack
the key recovery attack, where the attacker aims at solving the search variant of
the PV-LWE instance given by the public key. The second attack is called the
randomness recovery attack, where the attacker aims at solving the PV-Knap
instance given by the �rst component of the ciphertext. The third attack, called
plaintext recovery using hints attack, is an application of the theory of LWE
with side information, as recently studied by Dachman-Soled et al. [DDGR20].

We give concrete sample parameters and values for all three attacks in Sec-
tion 7 in Figure 9. We also compare PV Regev Encrypt with PASS Encrypt and
two other e�cient lattice-based PKE schemes in Section 7.4.

Key Recovery Attack The public key pk of PV Regev Encrypt as presented in
Figure 6 is given by a tuple (VΩ ,b) ∈ Zt×nq ×Znq , satisfying b = VT

Ω ·s+e mod q,
where s ← U(Ztq) and e ← χne . This can be seen as a sample of the learning

with errors (LWE) problem with public matrix VT
Ω of LWE dimension t and

with n denoting the number of given samples. In doing so, we ignore the known
structure of the partial Vandermonde transformation matrix VΩ and treat it
as a uniform random matrix. As already mentioned before, this is a common
technique used in structured lattice-based cryptography. As for PASS Encrypt in
Section 6.1, we use the Leaky LWE Estimator to estimate the necessary blocksize
for the BKZ algorithm, denoted as bikz. Note that for the given LWE instance,
the secret vector s is uniformly sampled over Ztq, but the instance we feed to the
Leaky LWE Estimator is in HNF, i.e., the secret follows the same distribution χe
as the noise e. From a cryptanalytic point of view, the LWE instance de�nes an
easier problem when it is in its HNF as the norm of the shortest vector becomes
smaller and thus the SVP gap, that we mentioned in Section 6.1, becomes larger
and �nally the given u-SVP instance becomes easier.

Randomness Recovery Attack The �rst component of the ciphertext c
of PV Regev Encrypt as presented in Figure 6 is given by a vector u ∈ Ztq,
satisfying u = VΩ · r mod q. As we explained in detail for the key recovery
attack of PASS Encrypt in Section 6.1, this de�nes an instance of LWE of di-
mension n − t, where t samples are given. In order to recover the plaintext m
from the ciphertext c = (u,v), an attacker can �rst solve the associated LWE
instance to recover r. The attacker can then use r to compute v − Rot(r)T · b
and �nally coe�cient-wise recover m.

Plaintext Recovery Using Hints Attack We now present a third attack
against PV Regev Encrypt scheme from Section 5. Similar to the plaintext re-
covery using hints attack against PASS Encrypt, it is inspired by the recent
work of Dachman-Soled et al. [DDGR20] on investigating the hardness of LWE
in the presence of side information. In order to facilitate notations, we set
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the linear transformation T : R → R as the map that sends any ring ele-
ment r = (r0, . . . , rn−1)

T to the vector T · r = (r0,−rn−1, . . . ,−r1)T , as we did
in Section 3.4. The second component of the ciphertext c of PV Regev Encrypt
is given by v = Rot(r)T · b + e′ + bq/2cm = Rot(b) · T · r + e′ + bq/2cm.
This corresponds to an instance of LWE of dimension n and n the number of
given samples, with Rot(b) · T the public matrix. In an analog manner as for
the plaintext recovery using hints attack against PASS Encrypt, the �rst com-
ponent u = VΩ · r of the ciphertext c can be viewed as t di�erent modular
hints on the secret r. For simplicity, we assume that m = 0, and thus that the
secret r and the error e′ of the given LWE instance are drawn from the same
distribution.

6.3 Choice of Ring

In the original description of PASS Encrypt [HS15], the partial Fourier transform
is used, and not as we propose the partial Vandermonde transform. The main
di�erence between the original and our version is that the latter works over the
ring of integers of some cyclotomic number �eld, whereas the �rst one works
over the cyclic ring Z[x]/〈xn − 1〉, for some prime n. The setting in [HS15] is
the following. Let n and q be primes satisfying q = 1 mod n and let ω be a
primitive n-th root of unity in Zq. Further, let S be a subset of [n] of size t
and let Ω = {ωk−1 : k ∈ S} and Ωc = {ωk−1 : k ∈ [n] \ S}. The partial Fourier
transformation matrix FΩ is de�ned as FΩ := (ωk−1j )j∈[t],k∈[n], where ωj ∈
Ω for j ∈ [t]. In an analog manner to Section 3.1, where we de�ne partial
Vandermonde SIS (De�nition 10), we can de�ne partial Fourier SIS, denoted
by PF-SIS. More concretely, for a given parameter β > 0, PF-SISβ asks to �nd
an element a ∈ Z[x]/〈xn − 1〉 of norm ‖a‖2 ≤ β satisfying FΩ · a = 0 mod q.

Lemma 16 (Solution to Partial Fourier SIS). The problem PF-SISβ is easy
to solve for any β ≥

√
n.

Proof. Let 1 denote the element in Z[x]/〈xn − 1〉 whose coe�cient vector is
given by (1, . . . , 1)T ∈ Zn. The polynomial xn − 1 can be factorized in the
product xn− 1 = (x− 1)(xn−1+ · · ·+x+1). As for any j ∈ [t] the element ωj is
a solution to the equation xn−1 mod q, we also know that

∑
k∈[n] ω

k
j = 0 mod q

and thus FΩ1 = 0 mod q with ‖1‖2 =
√
n ≤ β. ut

This generic solution only holds for the homogeneous problem PF-SIS, and not
for the inhomogeneous Knapsack counterpart. However, we prefer to move to the
ring R = Z[x]/〈xn + 1〉, where n is a power of two. For this ring, the so-called
evaluation-at-1 attack does not work. Note that the evaluating-at-1 approach
already led to successful attacks against NTRU.

6.4 Partial Vandermonde Problems as Error Correcting Codes

We now explain how the partial Vandermonde transform can be interpreted in
terms of error-correcting codes. For a gentle introduction to coding theory, we
refer to the book of Roth [Rot06].
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More formally, the partial Vandermonde transformation matrix VΩ ∈ Zt×nq ,
as de�ned in Section 3.1, describes the check matrix of an [n, t, d] Reed-Solomon
code, with d = n − t + 1 its minimum distance. Using the duality connection
from Section 3.3, the PV-LWE matrix VT

inv(Ωc) corresponds to the generating
matrix of the same code. More concretely, it is a punctured Reed-Solomon code
ful�lling the optimal singleton-bound. Thus, it is a maximum distance separable
code with correction capability b(d− 1)/2c = b(n− t)/2c. As we set t = bn/2c,
the correction capability is bounded above by bn/4c. It is further a unit-derived
code and the theory of error-decoding pairs provides e�cient decoder, see for
instance the work by Hurley and Hurley [HH18].

In order to prevent coding-based attacks, we need to choose distributions for
the secret in PV-Knap and for the noise in PV-LWE such that the expected Ham-
ming weight is not near the correction capability bound. For example, setting the
distribution χ as the uniform distribution over {−1, 0, 1}n and sampling e← χ,
we expect the Hamming weight of e to be 2n/3, which is much larger than the
error-correcting capacity, which is at most bn/4c. So this would be a choice that
does not allow for code-based attacks. If, however, we set the distribution χ as a
sparse distribution over {−1, 0, 1}n, where an element e← χ has only very few
non-zero coe�cients, let's say about n/4 non-zero coe�cients, then the e�cient
decoder from [HH18] would apply.

7 Concrete Parameters

In the following we present sample parameters for both encryption schemes to-
gether with the estimated quantum security. We then discuss the in�uence of
the parameter t on their security. We conclude with a comparison of our two
schemes with two other e�cient lattice-based PKE schemes.

7.1 Parameters for PASS Encrypt

We propose the following sample parameters for PASS Encrypt, under which the
scheme as presented in Figure 3 is correct (Lemma 12).

We consider the case where K is the ν-th cyclotomic number �eld with ν
a power of 2. By n = ν/2 we denote its degree and the number of rows of the
partial Vandermonde matrix t is given by n/2. In Section 7.3 below we argue
why this is the optimal choice for t. The parameter q denotes the modulus
over which the partial Vandermonde transformation matrix VΩ is taken. We
require q = 1 mod ν such that the de�ning polynomial of K, given by xn + 1,
fully splits modulo q. Concretely, we provide two parameter sets, as summarized
in Figure 8. In the �rst, we choose ν = 2048 and q = 12289, and in the second,
we keep the same q and set ν = 4096. Note that the relevant parameter for
security is t.

We set the distributions χf , χr and χs of the secret key and the encryp-
tion randomness as U(Tn(d)), the uniform distribution over Tn(d), the set of
ternary polynomials with exactly d coe�cients that equal 1, and d coe�cients
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that equal −1, and n − 2d coe�cients that equal 0, where d = bn/3c. Thus,
for every element f ← χf (resp. r ← χr and s ← χs) it yields ‖f‖∞ ≤ 1
(resp. ‖r‖1 ≤ 2n/3 and ‖s‖∞ ≤ 1) with probability 1. Hence, we can set the
parameter α to 2n/3 and β to 1. Fixing the number of coe�cients that equal −1
and 1 makes it possible to set α = 2n/3 (in order to keep perfect correctness
for the given q), but adds a structural hint, as exploited by Dachman-Soled et
al. [DDGR20, Sec. 6.3]. This structural hint roughly decreases the estimated bikz
by 1. Further, we set p as 2.

We then provide the needed block sizes of the BKZ algorithm in order to
perform the three attacks on PASS Encrypt for both parameter sets, as presented
in Section 6. All estimations are computed with SageMath using the Leaky LWE
Estimator [DDGR20].

Parameter Set 1 Set 2

ν 2048 4096
n 1024 2048
t 512 1024
q 12289 12289
p 2 2
α b2n/3c b2n/3c
β 1 1
χf = χr = χs U(Tn(bn/3c)) U(Tn(bn/3c))
key recovery (bikz0) 298.87 710.11
randomness recovery (bikz1) 298.87 710.11
plaintext recovery using hints (bikz2) 298.14 712.95
quantum security (bits) 79 188

Fig. 8: Sample parameters and security estimations for PASS Encrypt. The num-
ber of quantum security bits is computed as 0.265 ·minj∈[3](bikzj).

With the �rst sample set, we achieve a quantum bit security of 79 and with
the second one, we achieve a quantum bit security of 188. We made the SageMath
code of our experiments publicly available.9

7.2 Parameter for PV Regev Encrypt

We propose the following sample parameters for PV Regev Encrypt, under which
the scheme as presented in Figure 6 is correct (Lemma 14).

Again, we consider the case where K is the ν-th cyclotomic number �eld
with ν a power of two with R its ring of integers. By n we denote its degree and t
is given by n/2. The parameter q denotes the modulus over which the matrixVΩ

is taken. We require q = 1 mod ν to ensure that the de�ning polynomial of K,
given by xn + 1, fully splits modulo q. Concretely, we provide two parameter

9 https://github.com/KatinkaBou/SecurityAnalysisPASSEncrypt

https://github.com/KatinkaBou/SecurityAnalysisPASSEncrypt
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sets, as summarized in Figure 9. In the �rst, we choose ν = 2048 and q = 12289,
and in the second, we keep the same q and set ν = 4096. Note that the relevant
parameter for security is t.

We set the distributions χe and χr of the LWE noise and the encryption ran-
domness as the uniform distribution over ternary elements, i.e., U({−1, 0, 1}).10
Thus, for every element e← χne (resp. r← χnr ) it yields ‖e‖∞ ≤ 1 (resp. ‖r‖∞ ≤
1) with probability 1. Hence, we can set the parameter α and β to 1.

We then provide the needed block sizes of the BKZ algorithm in order to
perform the three attacks on PV Regev Encrypt for both parameter sets, as pre-
sented in Section 6. All estimations are computed with SageMath using the
Leaky LWE Estimator [DDGR20].

Parameter Set 1 Set 2

ν 2048 4096
n 1024 2048
t 512 1024
q 12289 12289
α 1 1
β 1 1
χe = χr U({−1, 0, 1}) U({−1, 0, 1})
key recovery (bikz0) 299.64 711.06
randomness recovery (bikz1) 299.64 711.06
plaintext recovery using hints (bikz2) 299.64 711.06
quantum security (bits) 79 188

Fig. 9: Sample parameters and security estimations for PV Regev Encrypt. The
quantum security bits are computed as 0.265 ·minj∈[3](bikzj).

Using the �rst sample set, we achieve a quantum bit security of 79 and using
the second sample set, we achieve a quantum bit security of 188. We made the
SageMath code of our experiments publicly available.11

7.3 Choice of the Number of Rows

We now discuss the in�uence of the parameters t, i.e., the number of rows of the
Vandermonde matrix chosen to construct VΩ , on the security of our scheme.
This observation also applies to the the original proposal in [HS15].

Increasing t leads to an easier key recovery attack against PASS Encrypt and
an easier randomness recovery attack against PV Regev Encrypt, as the under-
lying LWE dimension n− t decreases. On the other hand, decreasing t leads to

10 In contrast to PASS Encrypt we don't need to bound the `1-norm for the correctness
of PV Regev Encrypt and thus there is no motivation to use the uniform distribution
over Tn(d) as before.

11 https://github.com/KatinkaBou/SecurityAnalysisPVRegevEncrypt

https://github.com/KatinkaBou/SecurityAnalysisPVRegevEncrypt
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an easier randomness recovery attack against PASS Encrypt and an easier key
recovery attack against PV Regev Encrypt, as the underlying LWE dimension t
decreases. Hence, choosing t = bn/2c is the optimal choice, as it balances the
hardness of all attacks. Our experiments with t = bn/3c (Set A), t = bn/2c
(Set B) and t = b2n/3c (Set C) validate those observations and are summa-
rized in Figure 10. In both variations (Set A and Set C) the quantum security
of PASS Encrypt and PV Regev Encrypt decreases from 79 to 45.

We emphasize that the observations made above do not apply to the se-
quence of works on PASS Sign. In the recent publication on the aggregate variant
of PASS Sign by Doröz et al. [DHSS20], the parameter t is set to bn/3c. Note that
there is only the partial Fourier SIS problem with the matrix FΩ ∈ Zt×nq aris-
ing in the design of the signature scheme, and not the complement matrix FΩc .
Hence, decreasing t only makes the corresponding dimension of the LWE in-
stance, that is de�ned by an instance of partial Fourier SIS, larger and thus the
problem harder.

Parameter Set A Set B Set C

ν 2048 2048 2048
n 1024 1024 1024
t 341 512 682
q 12289 12289 12289

PASS Encrypt

key recovery (bikz0) 474.89 298.87 171.82
randomness recovery (bikz1) 171.09 298.87 473.45
plaintext recovery using hints (bikz2) 202.87 298.14 430.49
quantum security (bits) 45 79 45

PV Regev Encrypt

key recovery (bikz0) 171.86 299.64 432.39
randomness recovery (bikz1) 476.45 299.64 172.59
plaintext recovery using hints (bikz2) 433.18 299.64 172.59
quantum security (bits) 45 79 45

Fig. 10: Security estimations with di�erent number of rows t for PASS Encrypt
and PV Regev Encrypt. The number of quantum security bits is computed
as 0.265 ·minj∈[3](bikzj).

7.4 Comparison

Finally, we provide a comparison between the asymptotic parameters
of PASS Encrypt and PV Regev Encrypt with two other e�cient lattice-
based PKE schemes. We therefore compute the asymptotic parameters in bits
for the secret key sk, the public key pk and the ciphertext c. As the variable t
is the important parameter de�ning the asymptotic security of PASS Encrypt
and PV Regev Encrypt, we state everything with regard to t.
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In PASS Encrypt the secret key is a ring element sampled from the uniform
distribution over Tn(bn/3c). Assuming n = 2t, the bit size of the secret key
is 2t · log2 3. The public key is given by pk = (Ω,VΩsk) and lies in Ztq × Ztq,
requiring 2t · log2 q bits to transmit it.12 Finally, the ciphertext is an element
of Ztq × Zn−tq × Zn−tq , with n− t = t, requiring 3t · log2 q bits.

In PV Regev Encrypt the secret key is given by s ∈ Ztq, i.e., of bit size t · log2 q.
The public key is given by pk = (Ω,b) and lies in Ztq × Znq , requiring 3t · log2 q
bits to transmit it. The ciphertext is an element of Ztq × Znq , and thus of bit
size 3t · log2 q.

We now compare our schemes with two other e�cient lattice-based PKE
schemes, as illustrated in Figure 11. The �rst is the Regev-like PKE scheme
based on P-LWE, as presented in [LP11], and the second is the NTRU scheme,
as presented in [HPS98]. In [LP11], the secret key and the public key are both
ring elements of the ring R = Z[x]/〈xt + 1〉, where t is a power of two and
the parameter that is determining the asymptotic security. For a better com-
parison, we assume that the secret is, as in PASS Encrypt, sampled uniformly
over Tt(bn/3c). The ciphertext is composed of two ring elements, allowing to
encrypt a t-bit message. In [HPS98], the ring R = Z[x]/〈xt − 1〉 is used. The
secret key is a ring element of small norm. Again, for better comparison, we use
the same distribution as in PASS Encrypt. The public key and the ciphertext are
elements of R and the schemes allows to encrypt a t-bit message. We note that
for simplicity we consider non-optimized versions of the four schemes.

An important characteristic of an PKE scheme is the ratio between the sum
of the bit size of its public key and ciphertext and the bit size of the encrypted
message. Figure 11 shows that this ratio is 2.5 log2 q for PASS Encrypt and 3 log2 q
for PV Regev Encrypt and thus placing them in the same range as NTRU [HPS98]
and the P-LWE-based Regev scheme [LP11].

Param. PASS Encrypt PV Regev Encrypt [LP11] [HPS98]

sk 2t · log2 3 t · log2 q t · log2 3 t · log2 3
pk 2t · log2 q 3t · log2 q t · log2 q t · log2 q
c 3t · log2 q 3t · log2 q 2t · log2 q t · log2 q
m 2t 2t t t
(pk, c)/m 2.5 · log2 q 3 · log2 q 3 · log2 q 2 · log2

Fig. 11: Asymptotic parameters in bits for PASS Encrypt, PV Regev Encrypt, the
Regev-like PKE over P-LWE [LP11] and NTRU [HPS98].

12 We could further save in storage and bandwidth by only transmitting an index vector
in {0, 1}n (instead of the full vector Ω) indicating which row of V is used for the
public key.
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