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ABSTRACT
The potential advent of large-scale quantum computers in the near

future poses a threat to contemporary cryptography.Without doubt,

one of the most active and ubiquitous usage of cryptography is

currently present in the very vibrant field of cellular networks, i.e.,

3G, 4G, 5G and 6G, which is already in the planning phase. The

entire cryptography of cellular networks is centered around seven

secret-key algorithms 𝑓1, . . . , 𝑓5, 𝑓
∗
1
, 𝑓 ∗
5
, aggregated into an "authen-

tication and key agreement" algorithm set. Still, these secret key

algorithms have not yet been subject to quantum cryptanalysis.

Instead, many quantum security considerations for telecommunica-

tion networks argue that the threat posed by quantum computers

is restricted to public-key cryptography. On the other hand, the

only threat to secret-key algorithms would stem from the famous

Grover quantum search algorithm, which admits a general square

root speedup of all oracle based search problems, thus resulting in

an effectively halved key length of the above algorithms. However,

various recent works have presented quantum attacks on secret key

cryptography that result in more than a quadratic speedup. These

attacks call for a re-evaluation of quantum security considerations

for cellular networks, encompassing a quantum cryptanalysis of

the secret-key primitives used in cellular security. In this paper,

we conduct such a quantum cryptanalysis for the Milenage al-

gorithm set, the prevalent instantiation of the seven secret-key

algorithms that underpin cellular security. Building upon recent

quantum cryptanalytic results, we show attacks that go beyond a

quadratic speedup. Concretely, we provide for all Milenage algo-

rithms various quantum attack scenarios, including exponential

speedups distinguishable by different quantum attack models. The

presented attacks include a polynomial time quantum existential

forgery attack, assuming an attacker has access to a superposition

oracle of Milenage and key recovery attacks that reduce the security

margin beyond the quadratic speedup of Grover. Our results do not

constitute an immediate quantum break of the Milenage algorithms,

but they do provide strong evidence against choosing Milenage as

the cryptographic primitive underpinning the security of quantum

resistant telecommunication networks.

1 INTRODUCTION
Telecommunication operators are evidently expecting the advent of

general purpose quantum computers, as indicated by their funding

of various research projects investigating the new technologies’ po-

tential [27]. As part of these efforts, telecommunication standardiza-

tion bodies also pay increasing attention to post-quantum security

in telecommunication networks. As a result, the sixth generation of

telecommunication networks (6G) is intended to be post-quantum

secure, and proposals for extensions of the fifth generation (5G)

already integrate quantum security considerations, cf. [13]. These

security considerations are often based on the assumption that the

threat posed by quantum computers is restricted to asymmetric

cryptography. In contrast, symmetric cryptography would assume

— up to a quadratic speed-up of exhaustive search due to Grover’s

algorithm — to be unaffected by quantum cryptananalysis. Hence,

so the argument goes, increasing the key size of symmetric cryp-

tography used in 6G to 256-bit would provide sufficient protection

against quantum adversaries [24, 33].

In light of recent quantum cryptanalytic results however, this

common belief can no longer be assumed to be trivially true. Indeed,

it has been shown in various works that, depending on the assumed

attacker capabilities, quantum computers can be used to either

efficiently break certain symmetric-key cryptography schemes or

significantly reduce the time needed to attack them [8, 21, 30].

The distinguishing feature in the attacker capabilities for quantum

cryptanalysis is the kind of oracle access that is provided to the

attacker. In the 𝑄1 model, the attacker has only classical access to

an encryption oracle, but “offline” access to a quantum computer. In

the 𝑄2 setting, also called the quantum known plaintext attack, the

attacker can make superposition queries to an encryption oracle.

This capability allows the attacker to leverage powerful quantum

algorithms, the most prominent one being Simon’s algorithm for

quantum period finding, cf. [31]. For example, in the 𝑄2 setting,

Simon’s algorithm enables attackers to execute forgery attacks

against an otherwise classically secure CBC-MACs in polynomial

time [21].

Therefore, these results call for a careful re-evaluation of the

truism that has guided quantum security considerations for 6G so

far. Doubling the key-size might not be sufficient to ensure long-

term security of telecommunication protocols. Instead, symmetric-

key cryptographic schemes used in telecommunications protocols

must be evaluated towards their resilience against quantum enabled

adversaries as well.

Contributions. We conduct such a quantum cryptanalysis for

the Milenage algorithm set, a set of symmetric-key cryptographic

algorithms ubiquitously used for authentication and key derivation

in the cellular world. The Milenage algorithms, consisting of five

functions 𝑓1, . . . , 𝑓5, are used to authenticate a subscriber towards

a cellular network. The authentication procedure, a part of the

Authentication and Key Agreement Protocol (AKA), leverages the

Milenage algorithms in a challenge-response protocol. All Milenage

algorithms make use of the network authentication key 𝐾 , a secret
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key shared between the subscriber (stored in his network provider’s

SIM card) and the network. Breaking the Milenage algorithm set

would therefore allow attackers to perform account takeover at-

tacks. Thus, the security of Milenage algorithms is crucial for the

security of pervasive cellular networks in general. As such, the

algorithms underpin the security of the worldwide cellular net-

works and provide a great starting point for the required quantum

cryptanalysis of symmetric ciphers.

In conducting the quantum cryptanalysis, we take a gentle ap-

proach that can be followed by researchers who are not familiar

with the internals of quantum computing as well. First, in Section

3, we distill a quantum toolbox from the various works on quantum

cryptanalysis and quantum algorithms, i.e., a minimum set of quan-

tum algorithms and results about their complexity that have proven

to be useful in quantum cryptanalysis. For each algorithm in the

toolbox, we explain the requirements that an attacker needs to meet

in order to use the respective algorithm. For example, whether a

quantum algorithm requires superposition access or can also be

executed with only classical oracle access to the encryption un-

der attack. Once equipped with this quantum toolbox, no more

detailed understanding of quantum computing is required. The

attacker then only needs to construct a function that meets the

respective requirements, after which the algorithms can be applied

as a black-box.

Leveraging this minimum quantum toolbox, we develop multiple

attacks on the Milenage algorithm set inspired by various prior

works. The quantum cryptanalysis of Milenage is the main contri-

bution of this paper and can be found in Section 4. We analyze the

Milenage set from several dimensions. In the two different query

models 𝑄1 and 𝑄2, considering different attacker goals such as full

key recovery or existential forgery and considering more powerful

attacker models such as the related key model. Our results show

that the quantum toolbox can be utilized to provide speedups in all

dimensions, and even leads to polynomial time attacks in the 𝑄2

model. As a helpful overview, Table 1 summarizes the breadth of

our results. Our attacks imply that when considering the most pow-

erful quantum adversaries, Milenage does not fulfill the security

requirements that are specified in the corresponding design doc-

ument [3]. Less powerful adversaries are still able to significantly

speed up their attacks, albeit not to an extent that fully breaks the

algorithm set in polynomial time.

Our results call into question whether quantum-resilient cellu-

lar networks can still rely on the Milenage algorithm set as their

cryptographic foundation. The Milenage algorithms exhibit a struc-

ture that can be exploited by quantum computers to obtain attacks

far more efficiently than Grover’s search. This not only voids any

chance to transfer proofs of Milenage’s pseudorandomness to the

quantum setting [15, 34]. It also entails that in the 𝑄2 model, Mile-

nage must be even considered broken. Although the superposition

access required in the 𝑄2 model is a very strong assumption and

not trivially feasible, it would undermine security best practices

to use Milenage in post-quantum secure networks. It is standard

security best practice to pick cryptographic schemes which are

secure against more powerful adversaries over schemes which are

not [32]. This practice is motivated by mainly two reasons. First,

attacks that can be executed by a powerful adversary could point

to potential weaknesses against less powerful adversaries as well.

Second, dismissing the powerful attacker model might be too opti-

mistic; superposition queries could turn out to be feasible through

either physical breakthroughs or unforeseen and overlooked use-

cases of the analyzed cryptographic scheme. Indeed, visions for 6G

networks demand that the cryptography in use “cannot be broken

even by quantum computers of arbitrary complexity” ([13]).

A misjudgement and subsequent standardization of an insecure

cryptographic foundation of 6G would be a post-quantum disaster.

Our work however shows that quantum security considerations

for cryptography used in telecommunication need to go beyond a

trivial Grover attack. The threat of quantum attacks against Mile-

nage might soon become reality. Compared to past surveys, experts

in the field of quantum computing tend to view a quantum com-

puter capable of breaking RSA-2048 as increasingly more likely [26].

The attacks presented here require a significantly lower amount

of qubits than algorithms capable of breaking RSA-2048, and can

thus be expected to be feasible much earlier. We discuss the impli-

cations of the present results as well as the potential for Milenage

alternatives in Section 5.

In light of our results, two urgent tasks present themselves. First,

further evaluation of symmetric cryptography in telecommuni-

cation networks needs to be guided by a more refined notion of

post-quantum security. To this end, the desired security margins

and the intended use-case for a cryptographic scheme in cellular

protocols should determine the quantum attacker model. Second,

more quantum cryptanalysis of the symmetric cryptography used

in telecommunication networks is required. Once the quantum

security requirements are established, standardization bodies can

then draw on quantum cryptanalytical results such as the present

one to decide whether a cryptographic scheme is suitable for usage

in quantum resilient cellular networks.

2 PRELIMINARIES
2.1 Notation
Throughout this paper, we will make use of a block cipher encryp-

tion function 𝐸, which takes as input an𝑚-bit message, an 𝑛-bit key

and returns an𝑚-bit output. We denote by 𝐸𝐾 [𝑚] the encryption
of bit-string𝑚 under block cipher 𝐸 with secret 𝑘 . Similarly, if a

function 𝑓 takes as input a secret key 𝑘 and a message𝑚, we denote

by 𝑓𝑘 (𝑚) the invocation of that function with 𝑘 and message𝑚. For

a bit-string 𝑥 ∈ {0, 1}∗, we denote by |𝑥 | the length of the bit-string.

We write 0
𝑛
to denote the bit-string of 𝑛 zeros.

Additionally, we define the function 𝑟𝑜𝑡𝑟 (𝑥) and 𝑟𝑜𝑡−1𝑟 (𝑥) which
are the results of cyclically rotating the 128-bit value 𝑥 by 𝑟 bit

positions towards the most significant or least significant bit, re-

spectively. If 𝑥 = 𝑥 [0] | |𝑥 [1] | | . . . 𝑥 [127], and 𝑦 = 𝑟𝑜𝑡𝑟 (𝑥), then
𝑦 = 𝑥 [𝑟 ] | |𝑥 [𝑟 + 1] | | . . . 𝑥 [127] | |𝑥 [0] | |𝑥 [1] | |𝑥 [𝑟 − 1]. Of course, it
holds that 𝑟𝑜𝑡𝑟 (𝑟𝑜𝑡−1𝑟 (𝑥)) = 𝑥 and 𝑟𝑜𝑡−1𝑟 (𝑟𝑜𝑡𝑟 (𝑥)) = 𝑥 .

To state complexities, we use the big-𝑂 notation, where we use

𝑂 (𝑓 (𝑛)) to hide constant factors and 𝑂∗ (𝑓 (𝑛)) to hide polynomial

factors.

2.2 The AKA Protocol and Milenage Algorithms
Cellular protocols base their security on seven secret-key crypto-

graphic functions, referred to as a authentication and key genera-

tion algorithm set. Upon session establishment between the home



Breaking the quadratic barrier:
Quantum cryptanalysis of Milenage,
telecommunications’ cryptographic backbone

Attack Model Classical

Queries

Quantum

Queries

Complexity OP Known? Best Known

Classical At-

tack

Description

Grover’s attack

for key recov-

ery, OP known

𝑄1 𝑂 (1) 0 𝑂

(
2
|𝐾 |/2

)
Yes 𝑂

(
2
|𝐾 |

)
Sec. 4.1

Grover’s at-

tack for key

recovery, OP

unknown

𝑄1 𝑂 (1) 0 𝑂

(
2
( |𝐾 |+ |𝑂𝑃𝑐 |)/2

)
No 𝑂

(
2
|𝐾 |+ |𝑂𝑃𝑐 |

)
Sec. 4.1

Key Recovery

𝑓2, OP un-

known

𝑄2 0 𝑂 ( |𝑀 |) 𝑂

(
|𝑀 |3 · 2 |𝐾 |/2

)
No 𝑂

(
2
|𝐾 |+ |𝑂𝑃𝑐 |

)
Sec. 4.2

Offline Key Re-

covery 𝑓2, OP

unknown

𝑄1 𝑂

(
2
|𝑀 |

)
0 𝑂∗

(
2
|𝑀 | + 2

|𝐾 |/2
)

No 𝑂

(
2
|𝐾 |+ |𝑂𝑃𝑐 |

)
Sec. 4.2

Existential

Forgery 𝑓1

𝑄2 𝑂 (1) 𝑂 ( |𝑀 |) 𝑂
(
|𝑀 |3

)
No 𝑂

(
2
|𝑀 |/2

)
Sec. 4.3

Related Key At-

tack 𝑓1, . . . , 𝑓5

𝑄2 0 𝑂 ( |𝐾 |) 𝑂
(
|𝐾 |3

)
No 𝑂

(
2

|𝐾 |+|𝑂𝑃𝑐 |
2

)
Sec. 4.4

Offline Related

Key Attack

𝑓1, . . . , 𝑓5

𝑄1 𝑂

(
2
|𝐾 |/3

)
0 𝑂∗

(
2
|𝐾 |/3

)
No 𝑂

(
2

|𝐾 |+|𝑂𝑃𝑐 |
2

)
Sec. 4.4

Table 1: Summary of the results. |𝐾 | is the length of the message authentication key, |𝑂𝑃𝐶 | is the length of the 𝑂𝑃𝑐 bitstring
and |𝑀 | is the block length of the underlying block cipher. In the case of Milenage, |𝐾 | = |𝑂𝑃𝐶 | = |𝑀 | = 128. For all complexity
estimates, the big-𝑂 notation hides only a very small multiplicative constant.

network and the subscriber, these algorithms are used to authenti-

cate the subscriber to the network and derive keys that are in turn

used protect subsequent communication. To this end, telecommu-

nication operators assign each subscriber a secret key, the network

authentication key, denoted as 𝐾 . The operator provisions each

subscriber’s SIM card with their individual network authentication

key. To authenticate itself to the network, the subscriber then takes

part in a challenge-response protocol, the so-called Authentication

and Key Agreement (AKA) protocol. The use of the AKA protocol

is mandated through standardization bodies — all cellular networks

follow this protocol.

The AKA protocol is built around a set of cryptographic func-

tions 𝑓 1, . . . , 𝑓 5 and 𝑓 1∗, 𝑓 5∗, keyed with the network authentica-

tion key 𝐾 . In summary, the subscriber sends the telecommunica-

tion operator an authentication request, containing the subscriber’s

identity. The operator then generates a random challenge 𝑅𝐴𝑁𝐷

and uses one of the provided cryptographic functions to calculate

a corresponding response. The operator then sends the challenge

𝑅𝐴𝑁𝐷 to the subscriber’s device, which derives the response using

the same cryptographic function and sends the derived response

to the network. If the derived response and the expected response

match, the subscriber has successfully authenticated themselves to

the operator. In addition, the cryptographic functions 𝑓 1, . . . , 𝑓 5∗

are used to derive additional key material for encryption and in-

tegrity protection of subsequent messages and transferred user

data. The exact details of the AKA protocol are not required to

understand the present analysis — however, it is important to note

that the results of the functions 𝑓 1 and 𝑓 2 are sent in cleartext

over the network upon authentication. A more detailed protocol

description is given in Appendix A.

Note that if an attacker obtains a subscriber’s secret key 𝐾 , the

attacker can impersonate the respective subscriber towards the

home network. This amounts to a complete account takeover. In

addition, an attacker can derive all keys used for encryption and

integrity protection and thus eavesdrop on all communication be-

tween the subscriber and the home network. Therefore, the security

of cellular networks is completely contingent on the security of the

cryptographic functions used in the AKA protocol.

Themost commonly used set of functions for the AKA protocol is

the Milenage authentication and key generation algorithm set. The

Milenage algorithm set consists of five basis functions, ℎ1, . . . , ℎ5,1

whose outputs are mapped to the seven required outputs for the

functions 𝑓 1, . . . , 𝑓 5∗. Figure 1 describes the Milenage algorithm

set, standardized through the 3rd Generation Partnership Project

(3GPP) [2]. All five functions take as input the random 128-bit

challenge 𝑅𝐴𝑁𝐷 , generated by the operator upon registration of

the subscriber’s device towards the network. The second to fifth

basis function, ℎ2, . . . , ℎ5, take this random challenge as an input

and output:

ℎ𝑖𝐾,𝑂𝑃𝑐 (𝑅𝐴𝑁𝐷) = 𝐸𝐾 [𝑐𝑖⊕𝑟𝑜𝑡𝑟𝑖 (𝑂𝑃𝑐 ⊕ 𝐸𝐾 [𝑅𝐴𝑁𝐷 ⊕ 𝑂𝑃𝑐 ])]⊕𝑂𝑃𝑐 ,

1
The standard denotes the basis functions as OUT1, . . . ,OUT5
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where the function 𝐸𝐾 , also referred to as the kernel, is a block

cipher with block and key length of 128-bit.

The first basis function ℎ1 takes as an additional input a 128

bit-string 𝐼𝑁 1, that is composed of the concatenation of a sequence

number 𝑆𝑄𝑁 and a fixed authentication management field 𝐴𝑀𝐹 .

The function ℎ1 is then defined as:

ℎ1𝐾,𝑂𝑃𝑐 (𝑅𝐴𝑁𝐷, 𝐼𝑁 1) = 𝐸𝐾 [𝑇𝐸𝑀𝑃 ⊕𝑟𝑜𝑡𝑟1 (𝐼𝑁 1⊕𝑂𝑃𝑐 ) ⊕𝑐1] ⊕𝑂𝑃𝑐 ,

where 𝑇𝐸𝑀𝑃 = 𝐸𝐾 [𝑅𝐴𝑁𝐷 ⊕ 𝑂𝑃𝐶 ].
The output of the basis functions is mapped to the seven required

outputs 𝑓 1, . . . , 𝑓 5∗ as follows. The first 64 bits of the ℎ1 output

are mapped to represent the output of 𝑓 1, the last 64 bits of ℎ1’s

output are used as the output of 𝑓 1∗. The output of ℎ2 is split in the

same vein, to obtain the outputs for 𝑓 5 and 𝑓 2. The basis function

ℎ3, ℎ4, ℎ5 are used as-is for the output of 𝑓 3, 𝑓 4, 𝑓 5∗. To highlight

this almost one-to-one relation between the basis functions and

their respective AKA counterparts and to support an intuitive un-

derstanding of the implications of our attacks, we will simply refer

to the basis function ℎ1, . . . , ℎ5 as the functions 𝑓 1, . . . , 𝑓 5 for the

remainder of this paper. This is also done to emphasize that vulner-

abilities in the basis functions translate into immediate insecurities

of their respective AKA counterparts.

All functions in the Milenage algorithm use AES as the underly-

ing block cipher 𝐸𝐾 . The cipher is keyed with the network authen-

tication key 𝐾 , a 128-bit-string shared between the operator and

the subscriber. The bit-strings 𝑐1, . . . , 𝑐5 and 𝑟1, . . . , 𝑟5 are public

constants which are defined in the standard. Notably, 𝑟2 = 0 and

𝑐1 = 0. As additional key material, the 𝑂𝑃𝑐 bit-string is derived

from a (potentially secret) constant 𝑂𝑃 , defined by the operator.

The operator provides the additional 128-bit string 𝑂𝑃 , which was

intended to provide separation between different operators [2]. The

per-subscriber secret 𝑂𝑃𝑐 is then derived as 𝑂𝑃𝑐 = 𝐸𝐾 [𝑂𝑃] ⊕ 𝑂𝑃 .
Note that the 𝑂𝑃-bit string is never used directly in the Milenage

algorithm set, only the derived value 𝑂𝑃𝑐 . As such, it suffices to

store the 𝑂𝑃𝑐 bit-string on a subscriber’s SIM card, without ever

revealing the operator constant 𝑂𝑃 .

There are no requirements on how the operators generate and

manage the 𝑂𝑃-bit string. It is conceivable that each operator uses

the same 𝑂𝑃 bit-string for all handed-out SIM cards, but the opera-

tor could also rotate the 𝑂𝑃 for every batch of produced SIM cards.

Although the Milenage algorithm set is designed to be secure even

if the 𝑂𝑃 is public, in practice, operators do not reveal the value of

𝑂𝑃 . Instead of the𝑂𝑃 , they store the𝑂𝑃𝑐 bit-string on the SIM card.

Arguably, this makes attacks only harder. In the present analysis,

we will show attacks for both the case when the 𝑂𝑃 bit-string is

known and when it is secret.

2.3 Classical Cryptanalysis of Milenage
algorithms

The Milenage algorithm set was designed to fulfill the following

security requirements, as specified in [3]:

(1) Without knowledge of secret keys, the functions
f1, f1*, f2, f3, f4, f5 and f5* should be practi-
cally indistinguishable from independent ran-
dom functions of their inputs (RAND||SQN||AMF)
and RAND. Examples: Knowledge of the values

of one function on a fairly large number of given
inputs should not enable its values to be pre-
dicted on other inputs. The outputs from any
one function should not be predictable from the
values of the other functions (on the same or
other inputs).

(2) It should be infeasible to determine any part of
the secret key K, or the operator variant config-
uration field, OP, by manipulation of the inputs
and examination of the outputs to the algorithm.

(3) Events tending to violate criteria 1 and 2 should
be regarded as insignificant if they occur with
probability approximately 2

−128 or less (or re-
quire approximately 2

128 operations).
(4) Events tending to violate criteria 1 and 2 should

be examined if they occur with probability ap-
proximately 2−64 (or require approximately 2

64

operations) to ensure that they do not have seri-
ous consequences. Serious consequences would
include recovery of a secret key, or ability to em-
ulate the algorithm on a large number of future
inputs.

So far, no attack violating this criteria has been identified. Simplified

versions (not using the constant 𝑂𝑃𝑐 ) of the Milenage algorithm

set have been proven to be pseudorandom under the assumption

that the kernel function 𝐸𝐾 is a random permutation. The proof

gives rise to a lower bound of 2
64

queries for attacks on the Mile-

nage algorithms. This lower bound is tight, i.e., 2
64

queries suffice

to identify collisions between the functions 𝑓 1 and 𝑓 2 or in the

function 𝑓 1 itself. Once identified, a collision allows an attacker to

perform existential forgery [3]. For a full key recovery however, no

attacks that perform better than exhaustive search are known. The

brute-force attacks amount to a complexity of 𝑂

(
2
|𝐾 |

)
if the 𝑂𝑃

bit-string is known, and 𝑂

(
2
|𝐾 |+ |𝑂𝑃𝑐 |

)
if 𝑂𝑃 is unknown.

2.4 Quantum Computation
For a thorough introduction to quantum computing in-depth, we

refer to the accessible exposition of [28]. Briefly, quantum computa-

tion can be described as follows. Quantum computation is usually

modelled in the quantum circuit model. A quantum circuit con-

sists of a sequence of quantum gates, acting on logical qubits. A

qubit is encoded in the state of a system, which is described by

a vector in a 2-dimensional Hilbert space. This vector describes

a complex linear superposition of two computational basis state

vectors |0⟩ and |1⟩, i.e, 𝛼0 |0⟩ + 𝛼1 |1⟩, where 𝛼0, 𝛼1 are called the

complex amplitudes of the basis states and adhere to the normaliza-

tion constraint |𝛼0 |2 + |𝛼1 |2 = 1. An 𝑛-qubit state |𝜓 ⟩ is described
by the complex linear superposition over all 2

𝑛
computational basis

states |𝜓 ⟩ =
∑
𝑥 ∈{0,1}𝑛 𝛼𝑥 |𝑥1, . . . , 𝑥𝑛⟩ , where again it must hold

that

∑
𝑥 |𝛼𝑥 |2 = 1. Measuring a state |𝜓 ⟩ will output the label 𝑥

with probability |𝛼𝑥 |2 and leave the system in state |𝑥⟩. Quantum
gates that act on 𝑛 qubits are unitary operators𝑈 that transform a

quantum state |𝜓 ⟩ into a quantum state𝑈 |𝜓 ⟩.

2.4.1 Quantum Oracles andQuantum Complexity. When acting on

a function 𝑓 : {0, 1}𝑛 → {0, 1}𝑛 , quantum computation requires
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𝑂𝑃 EK 𝑂𝑃𝑐

Figure 1: The Milenage algorithm set as standardized by 3GPP [2]. The outputs of the five Milenage basis functions are mapped
almost one-to-one to the seven required outputs.

some kind of oracle access to this function. The oracle access is

usually given through a unitary operator O𝑓 , that performs the

following calculation O𝑓 : |𝑥⟩ ⊗ |𝑦⟩ → |𝑥⟩ |𝑦 ⊕ 𝑓 (𝑥)⟩, where 𝑥,𝑦 ∈
{0, 1}𝑛 and |𝑥⟩ , |𝑦⟩ are the corresponding quantum states.

There are multiple ways to measure the complexity of quantum

algorithms. We will focus here on two fundamental dimensions.

The query complexity and the time complexity. Query complexity

measures the number of accesses to the oracle O𝑓 , while time com-

plexity is measured by the depth of the respective quantum circuit

consisting of elementary gate operators from a universal quantum

gate set, cf. [28].

We note here that this model abstracts away constraints that

arise when actually implementing physical systems for quantum

computation. For example, instead of measuring just the depth

of the circuit, it has been proposed to include also the number of

qubits (the width of the circuit) [19], to account for the fact that

ensuring coherence of idle qubits might be costly. Unless otherwise

mentioned, our work will focus on the time and query complexity

of the described attacks. Arguably, these metrics are fine-grained

enough to justify the impact of the presented results. Accounting

for other metrics would require to model the designed circuits in

more detail, which we leave as future work.

2.5 Attacker Model
Almost all attacks described in this paper assume access to an

encryption oracle which can be queried with arbitrary plaintexts.

This follows the standard security model of a known plaintext

attack. In quantum cryptanalysis, the attacker’s capabilities are

additionally determined by the kind of queries that are allowed to

this oracle, namely whether only classical or also superposition

queries are allowed.

In more detail, let 𝐹 = {𝑓𝑘 : {0, 1}𝑛 → {0, 1}𝑛}𝑘∈{0,1}𝑛 be a

family of functions indexed by 𝑘 and assume that for any given

𝑘, 𝑥 ∈ {0, 1}𝑛 , there exists a polynomial-time algorithm to compute

𝑓𝑘 (𝑥). Intuitively, each function 𝑓𝑘 defines encryption under key

𝑘 . For a given function 𝑓𝑘 sampled from 𝐹 , the attacker is given

oracle access to 𝑓𝑘 , denoted by O𝑓𝑘 . Following other quantum crypt-

analytic works [20, 34], we will consider two quantum adversary

models, distinguished by the capabilities of their oracle access.

In the standard security model, or𝑄1 model, the attacker can only

make classical queries to the function 𝑓𝑘 . In this case, the oracle

O𝑓𝑘 is a classical function O𝑓𝑘 : {0, 1}𝑛 ↦→ {0, 1}𝑛 .
In the quantum security model, or 𝑄2 model, the attacker is al-

lowed to query the oracle in superposition. That is, the attacker can
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provide as input to the oracle O𝑓𝑘 a superposition

∑
𝑥,𝑦 _𝑥,𝑦 |𝑥⟩ |𝑦⟩

and the oracle will return the output

∑
𝑥,𝑦 _𝑥,𝑦 |𝑥⟩ |𝑦 ⊕ 𝑓𝑘 (𝑥)⟩.

We stress that even in the 𝑄1 model, the attacker can still guess

the key 𝑘 and then construct (and access) a quantum circuit that,

given any 𝑘, 𝑥 ∈ {0, 1}𝑛 , efficiently evaluates 𝑓𝑘 (𝑥). This quantum
circuit can receive as input any superposition of 𝑘 and 𝑥 . We will

make use of this offline computation later on.

Note that all Milenage functions 𝑓 1, . . . , 𝑓 5 can be viewed as a

function family 𝐹 , where generating a random secret key 𝑘 amounts

to sampling a function from the family 𝐹 . The attacker is given

access to an oracle O𝑓𝑘 , which evaluates a function 𝑓𝑘 with a fixed

key 𝑘 , where 𝑘 is not known by the attacker.

3 THE QUANTUM CRYPTANALYSIS TOOLBOX
In recent years, symmetric cryptography has received increasing

scrutiny with respect to resilience against quantum attacks. This

quantum cryptanalysis of symmetric cryptography has mostly un-

covered new attacks in the 𝑄2 model, but also yielded speedups in

the 𝑄1 model. Most of the cryptanalytic works present quantum

algorithms that equip quantum attackers with powerful attack prim-

itives that can be used as a black box. We follow this approach and

present in this section a quantum toolbox. I.e., a set of algorithms

that facilitate cryptanalytic attacks on symmetric key cryptography.

To keep our work accessible to researchers outside of the quantum

community, we will hereafter use these algorithms only as a black

box.

The quantum cryptanalysis presented in this paper is based

on three algorithms. Grover’s algorithm to speed up exhaustive

search, Simon’s algorithm to identify a hidden period, and the of-

fline version of Simon’s algorithm, which combines the two former

algorithms to speed up attacks in the 𝑄1 model. In this section, we

will briefly describe the intuition of the relevant algorithms, the

problems they solve, the requirements for their usage and their

respective complexity. For the remainder of this work, we will

then use these algorithms as a black box and focus our analysis on

classical constructions that will then allow us to employ quantum

algorithms in a simple fashion.

3.1 Grover’s Algorithm: Fast unstructured
search

In his seminal work, Grover [17] described an algorithm that achieves

a quadratic speedup when performing an unstructured, brute-force

search. We state the main result as relevant for this paper as follows,

where we ignore small constants in Grover’s time and query com-

plexity and also the extremely high success probability for better

readability.

Theorem 1 (Grover’s Algorithm). Consider a function 𝑓 :

{0, 1}𝑛 → {0, 1}, such that 2𝑡 inputs map to 1 and the rest maps
to 0. Given quantum oracle access to the function 𝑓 , Grover’s algo-
rithm finds a preimage of 1, i.e., a 𝑘 ∈ {0, 1}𝑛 satisfying 𝑓 (𝑘) = 1, in√︁
2
𝑛/2𝑡 time and oracle queries. If there is exactly one preimage of 1,

i.e. only one 𝑘 such that 𝑓 (𝑘) = 1, then Grover’s algorithm finds this
𝑘 in in

√
2
𝑛 time.

Intuitively, Grover’s algorithm “cooks” a solution 𝑘0, such that

𝑓 (𝑘0) = 1, by constructing an equal superposition over all inputs in

the domain of 𝑓 and repeating a sub-procedure that increases the

amplitude of 𝑘0 while decreasing all other amplitudes. For a detailed

explanation, we refer the reader to the standard literature [17, 28].

Note that Grover’s algorithm requires quantum oracle access to 𝑓 .

In quantum cryptanalysis, Grover’s algorithm is typically used

to speed up the exhaustive search (bruteforce) of a key. To this

end, an attacker can construct a quantum circuit for a given cipher,

e.g., AES. This circuit will take as input a message and a key guess

𝑘∗ and will return the encryption of the message under the key

𝑘∗. To then bruteforce the key for a fixed but unknown key 𝑘 , the

attacker first captures enough plaintext-ciphertext pairs so that the

secret key is uniquely determined by those pairs. An attacker can

then easily construct a quantum circuit for a function 𝑓 that, on

input of a key guess 𝑘∗ returns 1 if 𝑘∗ is equal to the correct 𝑘 and

zero otherwise. The construction works as follows. The quantum

circuit encrypts the collected plaintexts under the key guess 𝑘∗ and
compares the resulting ciphertexts with the captured ciphertexts.

If they match, 𝑓 returns 1, otherwise 𝑓 returns 0. Thus, an attacker

can construct a quantum cirucit for 𝑓 and then leverage Grover’s

algorithm to find the key 𝑘 in time 2
|𝑘 |/2

.

3.2 Simon’s Algorithm: Quantum Period
Finding

Simon’s algorithm can identify hidden period in a function 𝑓 in

polynomial time, given quantum oracle access to this function. This

powerful primitive has been successfully used in various quantum

attacks on symmetric cryptography [8, 21, 22]. Formally, Simon’s

algorithm solves the following problem:

Definition 1 (Simon’s problem). Let 𝑓 : {0, 1}𝑛 → {0, 1}𝑛 be a
function that is either injective, or there exists a single period 𝑠 ≠ 0

𝑛

such that

∀𝑥 ≠ 𝑥 ′ : 𝑓 (𝑥) = 𝑓 (𝑥 ′) ⇐⇒ 𝑥 ′ = 𝑥 ⊕ 𝑠;
determine s.

Given quantum oracle access to 𝑓 through an oracle O𝑓 , this
problem can be solved with 𝑂 (𝑛) quantum queries to 𝑓 and 𝑂 (𝑛3)
time using Simon’s algorithm [31]. In summary, Simon’s algorithm

relies on a quantum subroutine which queries the function 𝑓 with

a superposition query and returns a random value 𝑦, s.t. 𝑦 ⊕ 𝑠 = 0

or a random 𝑦 if 𝑓 is injective. After 𝑐 · 𝑛 invocations of Simon’s

quantum subroutine (for a small constant 𝑐 ≥ 1), we obtain 𝑛 linear

independent vectors 𝑦1, . . . , 𝑦𝑛 , such that 𝑦𝑖 ⊕ 𝑠 = 0. This gives

rise to an equation system and allows us to recover 𝑠 via Gaussian

elimination.

Note that for cryptanalytic purposes, where 𝑓 represents some

sort of cryptographic construction, 𝑓 does not necessarily fulfill

the requirement of Simon’s problem perfectly. Instead, there might

be unwanted collisions in 𝑓 . Kaplan et al. [21] showed that Simon’s

algorithm can still recover the period 𝑠 efficiently, provided that

the probability of an unwanted collision is bounded away from 1.

They prove the following theorem.

Theorem 2 (Simon’s algorithm with approximate promise).

Let 𝑓 : {0, 1}𝑛 → 𝑋 be a function with period 𝑠 . Define the probability
of an unwanted collision as

Y (𝑓 , 𝑠) = max

𝑡 ∈{0,1}𝑛\{0,𝑠 }
𝑃𝑟𝑥 [𝑓 (𝑥) = 𝑓 (𝑥 ⊕ 𝑡)] .
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If Y (𝑓 , 𝑠) ≤ 𝑝0 < 1, then with 𝑐 · 𝑛 calls of the quantum subroutine,
Simon’s algorithm returns 𝑠 with probability at least

1 −
(
2 ·

(
1 + 𝑝0
2

)𝑐 )𝑛
.

Note that the theorem also holds for cases where the codomain

of the function is smaller than the domain, i.e., |𝑋 | < 2
𝑛
. It follows

from Theorem 2 that as long as 𝑐 ≥ 3/(1− 𝑝0) the error probability
decreases exponentially in 𝑛. Thus, given a constant bound on 𝑝0
on the probability of unwanted collision for a function 𝑓 , we can

recover that function’s period 𝑠 with 𝑂 (𝑛) quantum queries and

polynomial time. Throughout this paper, we will make implicit use

of a related theorem. For almost all functions with large enough

outputs (in terms of bit length), the impact of unwanted collisions

on the query cost is negligible, c.f. [7]. This allows us to ignore

the issue of unwanted collisions for the remainder of this paper at

all, since we will only deal with functions that have large enough

outputs.

3.3 Offline Simon’s algorithm: Attacks without
superposition queries

In the 𝑄1 model, superposition queries to an oracle O𝑓 are not

possible. Instead, the attacker can only query O𝑓 classically. Many

quantum cryptanalytic attacks on symmetric ciphers thus are not

applicable in the𝑄1 setting, since the attacks require superposition

queries to the attacked cipher. However, even in the 𝑄1 setting,

quantum computers can speed up attacks. Indeed, Bonnetain et al.

[8] introduced a new algorithm, called the “Offline Simon’s Al-

gorithm”, which leverages structural properties of cryptographic

schemes to execute quantum attacks which are ways faster than

their known classical counterparts [8, 9]. The “Offline Simon’s Al-

gorithm” can be divided into two phases. An online phase, in which

the attacker makes classical queries to the oracle. The results of the

classical queries are then used to assemble a database of function

inputs/outputs in superposition. Once this database is established,

an offline phase follows. In the offline phase the attacker uses the

database to run a quantum search and period finding algorithms.

The key idea of the offline Simon’s algorithm is that the database

can be reused throughout the whole offline phase, without any

further additional oracle queries. Thus, reusing the database yields

speedups in the 𝑄1 model, as well as a reduced query complexity

in the 𝑄2 model.

In more detail, the offline Simon’s algorithm is applicable in the

following situation. Consider a function 𝑔 : {0, 1}𝑛 → {0, 1}𝑙 to
which an attacker has only classical oracle access and a family of

functions 𝐹 = {𝑓𝑖 : {0, 1}𝑛 → {0, 1}𝑙 , 𝑖 ∈ {0, 1}𝑚}. Assume that

given any (𝑖, 𝑥) ∈ {0, 1}𝑚 × {0, 1}𝑛 , there exists a polynomial-time

quantum circuit to compute 𝐹 (𝑖, 𝑥) = 𝑓𝑖 (𝑥). For example,𝑔might be

an encryption oracle for an encryption under a fixed (and unknown)

key 𝑘 with a cipher 𝐸, while the function 𝐹 (𝑖, 𝑥) is an encryption

through the cipher 𝐸 under a key 𝑖 that is provided as input to the

circuit. Further assume that there exists an 𝑖0 ∈ {0, 1}𝑚 such that

𝑓𝑖0 ⊕𝑔 has a hidden period, i.e., 𝑓𝑖0 (𝑥) ⊕𝑔(𝑥) = 𝑓𝑖0 (𝑥 ⊕ 𝑠) ⊕𝑔(𝑥 ⊕ 𝑠)
for some 𝑠 ∈ {0, 1}𝑛 .

The following result due to Bonnetain et al. [8] shows that in

this setting, the strategy described above can be used to achieve a

substantial speed up over classical algorithms when searching for

the value 𝑖0 and the period 𝑠 .

Theorem 3 (Asymmetric Search of a Period). Let 𝐹 = {𝑓𝑖 :
{0, 1}𝑛 → {0, 1}𝑙 , 𝑖 ∈ {0, 1}𝑚} be a family of functions, define 𝐹 (𝑖, ·) =
𝑓𝑖 (·) and let 𝑔 be a function 𝑔 : {0, 1}𝑛 → {0, 1}𝑙 . Assume that we are
given quantum oracle access to 𝐹 . Further, assume that there exists
exactly one 𝑖0 ∈ {0, 1}𝑚 such that 𝑓𝑖0 ⊕ 𝑔 has a hidden period, i.e.,
for all 𝑥 ∈ {0, 1}𝑛 it holds that 𝑓𝑖0 (𝑥) ⊕ 𝑔(𝑥) = 𝑓𝑖0 (𝑥 ⊕ 𝑠) ⊕ 𝑔(𝑥 ⊕ 𝑠)
for some 𝑠 . Moreover, let the probability of unwanted collisions for all
𝑓𝑖 ⊕ 𝑔 be bounded from above by 1/2, i.e.,

max

𝑖∈{0,1}𝑚\{𝑖
0
}

𝑡∈{0,1}𝑛\{0𝑛 }

𝑃𝑟𝑥 [𝑓𝑖 (𝑥) ⊕ 𝑔(𝑥) = 𝑓𝑖 (𝑥 ⊕ 𝑡) ⊕ 𝑔(𝑥)] ≤ 1

2

.

Then, offline Simon’s algorithm can identify 𝑖0 with the following
complexities:

(1) If we are given classical oracle access to 𝑔, then we can iden-
tify 𝑖0 with extremely high success probability using 𝑂 (2𝑛)
classical queries to 𝑔 and additional computations with a
time complexity of𝑂 ((𝑛3 +𝑛𝑇𝐹 ) · 2𝑚/2), where𝑇𝐹 is the time
required to evaluate 𝐹 once.

(2) If we are given quantum oracle access to 𝑔, then we can iden-
tify 𝑖0 with extremely high success probability, using 𝑂 (𝑛)
quantum queries to 𝑔 and additional computations with time
complexity 𝑂 ((𝑛3 + 𝑛𝑇𝐹 ) · 2𝑚/2).

The offline version of Simon’s algorithm leverages Grover’s al-

gorithm to search for the 𝑖0 such that 𝑓𝑖0 ⊕ 𝑔 has a period, and uses

Simon’s algorithm as a sub-procedure in that search to verify that

a given guess 𝑖∗ indeed results in a period for the function 𝑓𝑖∗ ⊕ 𝑔.
In the case where only classical access to𝑔 is provided, Bonnetain

et al. [8] first build up a database of all 𝑂 (2𝑛) input-outputs pairs
of 𝑔 to obtain a superposition

|𝜙𝑔⟩ =
𝑐 ·𝑛⊗©«

∑︁
𝑥 ∈{0,1}𝑛

|𝑥⟩ |𝑔(𝑥)⟩ª®¬ ,
where

⊗
is the usual tensor product, cf. [28]. This database can

then be used to run the above-mentioned combination of Grover

and Simon without any additional classical or quantum queries to

𝑔. In the case where quantum access to 𝑔 is provided, this database

can be built faster by querying 𝑔 in superposition directly. Note

that once that 𝑖0 such that 𝑓𝑖0 ⊕ 𝑔 has a period 𝑠 is identified, we
can recover the actual period 𝑠 in polynomial time using Simon’s

algorithm — again reusing the 𝑔-database |𝜙𝑔⟩.
Throughout this paper, we will make use of the fact that the

offline Simon’s algorithm is also applicable in a more generalized

setting, where the attacker combines the function 𝑔 with a quantum

circuit through means other than xoring the results [7, 8].

Theorem 4 (Generalized Offline Simon’s Algorithm). Con-
sider a family of functions 𝐹𝑖 : {0, 1}𝑛 × {0, 1}𝑙 → {0, 1}𝑙 , in-
dexed by 𝑖 ∈ {0, 1}𝑚 . Let 𝑔 be a function 𝑔 : {0, 1}𝑛 → {0, 1}𝑙
to which the attacker has classical or quantum oracle access and
𝑝𝑖 : {0, 1}𝑛 → {0, 1}𝑛 be a permutation. Assume that for the index
value 𝑖0, the function 𝐹𝑖0 (𝑥,𝑔(𝑝𝑖0 (𝑥))) has some period 𝑠 . The Of-
fline Simon’s algorithm can identify 𝑖0 with extremely high success
probability, with the following complexities:
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(1) If we are given classical oracle access to𝑔, then we can identify
𝑖0 using𝑂 (2𝑛) classical queries to 𝑔 and additional computa-
tions with time complexity 𝑂 ((𝑛3 + 𝑛𝑇𝐹 ) · 2𝑚/2), where 𝑇𝐹
is the time required to evaluate 𝐹 once.

(2) If we are given quantum oracle access to 𝑔, then we can iden-
tify 𝑖0 using 𝑂 (𝑛) quantum queries to 𝑔 and additional com-
putations with time complexity 𝑂 ((𝑛3 + 𝑛𝑇𝐹 ) · 2𝑚/2).

In the same vein as Simon’s algorithm, the offline Simon’s al-

gorithm can deal with unwanted collisions; again, for functions

with large enough output the impact of unwanted collisions can be

neglected [7].

4 QUANTUM CRYPTANALYSIS OF THE
MILENAGE ALGORITHMS

The main idea of this paper is to leverage the above described quan-

tum toolbox to perform a quantum cryptanalysis of the Milenage

algorithm set. To this end, we extend existing attacks on symmetric

ciphers to perform forgery attacks or recover the secret key 𝐾 . Our

results go beyond the trivial Grover attack and show the complexity

of quantum security considerations. Contrary to common belief, a

larger key size might not be sufficient to ensure quantum resilience

of the Milenage algorithm set. We discuss the consequences of our

work in more detail in Section 5.

To describe the complexities of the presented attacks, we will

consider three parameters:

• the length of the secret key 𝐾 ,

• the length of the 𝑂𝑃𝑐 bit-string, and

• the block length of the underlying block-cipher 𝐸𝐾 , which

we denote by |𝑀 |.

Note that for the current Milenage configuration it holds that |𝐾 | =
128, |𝑂𝑃𝑐 | = 128 and |𝑀 | = 128. With this we can summarize our

four different attacks as follows.

(1) For reasons of (exposition) completeness, the trivial Grover

attack that results in a quadratic reduction of the time com-

plexity of exhaustive key search.

(2) A quantum slide attack against the 𝑓 2 function, which re-

duces the complexity of recovering the secret key mate-

rial in case the 𝑂𝑃 bit-string is not known. If quantum

superposition access to 𝑓 2 is granted, the attacker can ac-

quire the 𝑂𝑃𝑐 and the key 𝐾 with only 𝑂 ( |𝑀 |) superposi-
tion queries and 𝑂∗ (

2
|𝑂𝑃𝑐 |/2)

time. If the attacker is given

only classical access to 𝑓 2, then we require 𝑂 (2 |𝑀 |) online
classical queries, and the attack has a time complexity of

𝑂∗ (
2
|𝑀 | + 2

|𝑂𝑃𝑐 |/2)
, i.e., approximately 2

64
operations in

the𝑄2 model and 2
128 + 2

64
operations in the𝑄1 model. To

the best of our knowledge, recovering the network authen-

tication key 𝐾 as well as the 𝑂𝑃𝑐 bit-string in a classical

known-plaintext attack would require 𝑂

(
2
|𝐾 |+ |𝑂𝑃𝑐 |

)
, i.e.

approximately 2
256

, classical operations.

(3) A quantum polynomial time existential forgery attack on

the MAC function 𝑓 1, assuming quantum superposition ac-

cess to 𝑓 1. Classical attacks that achieve existential forgery

on the 𝑓 1 cipher require 𝑂 (2 |𝑀 |/2) operations and queries,

i.e., approximately 2
64

queries and time in the current Mile-

nage configuration.

(4) A quantum related key attack against Milenage, which can

recover the secret key in polynomial time in the 𝑄2 model,

and in 𝑂
(
2
( |𝐾 |+ |𝑂𝑃𝑐 |)/3)

time in the 𝑄1 model.

4.1 The Grover Key Recovery for 𝑓 1, . . . , 𝑓 5
We first describe the most obvious attack on the Milenage algo-

rithms, that gives an upper bound on the complexity of quantum

attacks. Note that the Milenage algorithms only rely on AES encryp-

tion and the xor operation — both of these operations can be fully

simulated by a quantum computer [35]. We can thus use Grover to

execute the following attack:

(1) Using classical oracle access to one of the functions

𝑓 1, . . . , 𝑓 5, obtain enough function input/outputs pairs

(𝑐1,𝑚1), . . . , (𝑐𝑟 ,𝑚𝑟 ) to uniquely determine the network

authentication key 𝐾 and — if required — the bitstring𝑂𝑃𝑐 .

(2) Given these plaintext/ciphertext pairs, we can construct a

quantum circuit for the following function 𝑓 : on input of a

key guess 𝐾∗,𝑂𝑃∗
𝐶
, return 1 if 𝐾∗ = 𝐾,𝑂𝑃∗𝑐 = 𝑂𝑃𝑐 and zero

otherwise. This circuit can be constructed as described in

Section 3.1.

(3) By this quantum circuit, we now have quantum oracle ac-

cess to the function 𝑓 . This allows us to apply Grover’s

algorithm to search for the key 𝐾 and the bit-string 𝑂𝑃𝑐 .

With Theorem 1, the attack can recover the key with time and

query complexity𝑂 (2 |𝐾 |+ |𝑂𝑃𝑐 |/2)) or𝑂 (2 |𝐾 |/2) if the bit-string𝑂𝑃
is known. For the current Milenage configuration, this transfers to

approximately 2
128

and 2
64

operations, respectively. Up until now,

quantum security considerations [24, 33] took only this obvious

and simple attack scenario into account. Clearly, the impact of

the quadratic speedup that results from Grover’s algorithm can be

mitigated by simply doubling the key size. As we will showcase

with the following attacks, other quantum attacks on the Milenage

algorithm set will provide more than a quadratic speedup — up to

exponential speedups.

4.2 Quantum Slide Attacks Against 𝑓2
Bonnetain et al. [8] describe that the offline Simon algorithm can

be used to execute a quantum slide attack against a 2-round self-

similar cipher. A self-similar cipher builds upon a block cipher 𝐸 to

encrypt a message𝑚, using two keys 𝑘1, 𝑘2 in the following way:

𝑖𝐹𝑋 (𝑚) = 𝐸𝑘2 [𝐸𝑘2 [𝑚 ⊕ 𝑘1] ⊕ 𝑘1] ⊕ 𝑘1 .

The attack described by Bonnetain et al. [8] yields a speedup

compared to classical attacks. This quantum slide attack can be

adapted to work on the 𝑓 2 function as well.

To this end, we first show how the 𝑓 2 function be transformed

into a 2-round self-similar cipher and then describe how the attack

described by Bonnetain et al. [8] can be applied to our construction.

This leads to an attack that reduces the additional security provided

by the 𝑂𝑃𝑐 bit-string, a value which is unknown in practice.

In more detail, recall that function 𝑓2 is defined as

𝑓 2(𝑚) = 𝐸𝐾 [𝑟𝑜𝑡𝑟2 (𝐸𝐾 [𝑚 ⊕ 𝑂𝑃𝐶 ] ⊕ 𝑂𝑃𝐶 ) ⊕ 𝑐2] ⊕ 𝑂𝑃𝑐 .
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𝑚 𝐸𝐾 𝐸𝐾

𝑐2 ⊕ 𝑂𝑃𝑐 𝑐2 ⊕ 𝑂𝑃𝑐 𝑐2 ⊕ 𝑂𝑃𝑐

Figure 2: The 𝑓 2′ function, which now resembles an iterated
FX cipher.

Now, the standard defines 𝑟2 as 𝑟2 = 0, which simplifies 𝑓 2 to

𝑓 2(𝑚) = 𝐸𝐾 [𝐸𝐾 [𝑚 ⊕ 𝑂𝑃𝐶 ] ⊕ 𝑂𝑃𝐶 ⊕ 𝑐2] ⊕ 𝑂𝑃𝑐
To transform 𝑓 2 into a self-similar cipher, we define the function

𝑓 ′
2
, which for each input𝑚 instead queries 𝑓2 for𝑚 ⊕ 𝑐2 and then

xor’s the result with 𝑐2. I.e.,

𝑓 2′(𝑚) def

= 𝑓 2(𝑚 ⊕ 𝑐2) ⊕ 𝑐2
= 𝐸𝐾 [𝐸𝐾 [𝑚 ⊕ 𝑐2 ⊕ 𝑂𝑃𝐶 ] ⊕ 𝑂𝑃𝐶 ⊕ 𝑐2] ⊕ 𝑂𝑃𝑐 ⊕ 𝑐2 .

Note that 𝑐2 is public. As a result, if the attacker has (quantum)

oracle access to 𝑓 2, the attacker can easily construct a quantum

circuit to also have (quantum) oracle access 𝑓 2′. Clearly, 𝑓 2′ follows
the description of a self-similar cipher, as visualized in Figure 2.

This enables us to execute the attack presented in [8], which

we now describe in the following. Define the functions 𝑝𝑖 , 𝐹𝑖 , 𝑔 as

follows:

𝐹𝑖 ((𝑏, 𝑥), 𝑦)
def

=

{
𝑦 ⊕ 𝑥 if b=0

𝐸𝑖 (𝑦) ⊕ 𝑥 if b=1

𝑝𝑖 ((𝑏, 𝑥))
def

=

{
𝐸𝑖 (𝑥) if b=0

𝑥 if b=1

𝑔(𝑥) def

= 𝑓 2′(𝑥).
We combine now the above functions into a function 𝐹 ∗

𝑖
, indexed

by 𝑖 , which will have the desired hidden period,

𝐹 ∗𝑖 (𝑏, 𝑥)
def

= 𝐹𝑖 ((𝑏, 𝑥), 𝑔(𝑝𝑖 (𝑏, 𝑥))).
Note that for a given 𝑖 , an attacker can easily construct an efficient

quantum circuit for 𝐹𝑖 ((𝑏, 𝑥), 𝑦) and 𝐹 ∗𝑖 (𝑏, 𝑥).
The function 𝐹 ∗

𝑘
(𝑏, 𝑥) = 𝐹𝑘 ((𝑏, 𝑥), 𝑔(𝑝𝑘 (𝑏, 𝑥))) has a hidden pe-

riod (1,𝑂𝑃𝑐 ⊕ 𝑐2), as shown below. This is sufficient to apply the

offline Simon’s algorithm. Armed with Theorem 4 and the above

definitions, we arrive at the following complexities.

• In the 𝑄2 setting, the attack requires 𝑂 ( |𝑀 |) superposition
queries to 𝑓 2 and𝑂∗ (2 |𝐾 |/2) time. For the current Milenage

configuration, this results in 𝑐 · 128 superposition queries

and 𝑐 · 2 |𝐾 |/2
operations for a small constant 𝑐 .

• In the𝑄1 setting, the attack requires more time and queries

to prepare the database of 𝑔’s input-output pairs. To this

end, the attacker needs to query 𝑓 2′(𝑥) for all possible
2
|𝑀 |

inputs. Once the database is prepared, the attacker

can recover the key 𝐾 as well as the 𝑂𝑃𝑐 bit-string via

the offline Simon’s algorithm. As such, the attack takes

𝑂 (2 |𝑀 |) online classical queries, and has a time complexity

of𝑂∗ (2 |𝑀 |+2 |𝐾 |/2). For the currentMilenage configuration,

this results in 𝑐 ·2128 superposition queries and 𝑐 · (2128+264)

operations for a small constant 𝑐 . Note that while this is no

improvement over the trivial Grover attack, the advantage

of the quantum slide attack shows when increasing the

AES key length to 256 bit. Then, the quantum slide attack

requires 𝑐 · (2128 +2128) operations, while the Grover attack
requires 𝑐 · (2384/2) = 𝑐 ·2192 operations, for a small constant

𝑐 .

To the best of our knowledge, the best classical attack against the

𝑓 2 construction — when both the𝑂𝑃 bit-string as well the network

authentication key 𝐾 are unknown — has a complexity of approxi-

mately 2
256

. Therefore, the presented quantum slide attack reduces

the additional security provided by the 𝑂𝑃𝑐 bit-string significantly.

In contrast, to the best of our knowledge, classical slide attacks

against the 𝑓 2 construction do not provide any advantage over a

bruteforce attack [12].

It remains to be shown that 𝐹 ∗
𝑘
(𝑏, 𝑥) = 𝐹𝑘 ((𝑏, 𝑥), 𝑔(𝑝𝑘 (𝑏, 𝑥)))

indeed has the hidden period (1,𝑂𝑃𝑐 ⊕𝑐2). To see why, first observe
that

𝑓 2′(𝐸𝐾 (𝑥 ⊕ 𝑂𝑃∗𝑐 )) ⊕ (𝑥 ⊕ 𝑂𝑃∗𝑐 ) = 𝐸𝐾 (𝑓 2′(𝑥)) ⊕ 𝑥, (1)

where we write𝑂𝑃∗𝑐 = 𝑂𝑃𝑐 ⊕ 𝑐2 for the sake of brevity. To see why
Equation 1 holds, note that:

𝑓 2′(𝐸𝐾 [𝑥 ⊕ 𝑂𝑃∗𝑐 ]) ⊕ (𝑥 ⊕ 𝑂𝑃∗𝑐 )
= 𝐸𝐾 [𝐸𝐾 [𝐸𝐾 [𝑥 ⊕ 𝑂𝑃∗𝑐 ] ⊕ 𝑂𝑃∗𝑐 ] ⊕ 𝑂𝑃∗𝑐 ] ⊕ 𝑂𝑃∗𝑐 ⊕ (𝑥 ⊕ 𝑂𝑃∗𝑐 )
= 𝐸𝐾 [𝐸𝐾 [𝐸𝐾 [𝑥 ⊕ 𝑂𝑃∗𝑐 ] ⊕ 𝑂𝑃∗𝑐 ] ⊕ 𝑂𝑃∗𝑐 ] ⊕ 𝑥

and

𝐸𝐾 (𝑓 2′(𝑥)) ⊕ 𝑥
= 𝐸𝐾 [𝐸𝐾 [𝐸𝐾 [𝑥 ⊕ 𝑂𝑃∗𝑐 ] ⊕ 𝑂𝑃∗𝑐 ] ⊕ 𝑂𝑃∗𝑐 ] ⊕ 𝑥
= 𝑓 2′(𝐸𝐾 [𝑥 ⊕ 𝑂𝑃∗𝑐 ]) ⊕ (𝑥 ⊕ 𝑂𝑃∗𝑐 ) .

Thus, it follows that 𝐹 ∗
𝑘
(1, 𝑥) = 𝐹 ∗

𝑘
(0, 𝑥 ⊕ 𝑂𝑃𝑐 ⊕ 𝑐2) because

𝐹 ∗
𝑘
(1, 𝑥) = 𝐹𝑘 ((1, 𝑥), 𝑔(𝑝𝑘 (1, 𝑥)))

= 𝐹𝑘 ((1, 𝑥), 𝑔(𝑥))
= 𝐹𝑘 ((1, 𝑥), 𝑓 ′2 ((𝑥)))
= 𝐸𝑘 (𝑓 ′2 (𝑥)) ⊕ 𝑥

and

𝐹 ∗
𝑘
(0, 𝑥 ⊕ 𝑂𝑃𝑐 ⊕ 𝑐2)

= 𝐹𝑘 ((0, 𝑥 ⊕ 𝑂𝑃∗𝑐 ), 𝑔(𝑝𝑘 (0, 𝑥 ⊕ 𝑂𝑃∗𝑐 )))
= 𝐹𝑘 ((0, 𝑥 ⊕ 𝑂𝑃∗𝑐 ), 𝑔(𝐸𝑘 (𝑥 ⊕ 𝑂𝑃∗𝑐 )))
= 𝑓 2′(𝐸𝑘 (𝑥 ⊕ 𝑂𝑃∗𝑐 )) ⊕ 𝑥 ⊕ 𝑂𝑃∗𝑐
= 𝐸𝑘 (𝑓 2′(𝑥)) ⊕ 𝑥,

where the last step follows from equation 1.

4.3 Existential forgery of 𝑓 1
Our third attack is based on the seminal work of Kaplan et al. [21],

who describe a polynomial time existential forgery attack against a

CBC-MAC construction in the 𝑄2 model. As a result, if superposi-

tion queries against the CBC-MAC oracle are allowed, CBC-MACs

must be considered insecure. The attack can be extended to an

attack that allows for polynomial time existential forgery against

the 𝑓 1 function from the Milenage algorithm set. In the following,

we provide the details of our novel quantum attack.
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In summary, the attack assumes superposition access to an oracle

O𝑓 1𝐾,𝑂𝑃𝐶 (𝑥,𝑦) = 𝑓 1𝐾,𝑂𝑃𝑐 (𝑥,𝑦), invoking the function 𝑓 1 on input

(𝑥,𝑦) with a fixed network authentication key 𝑘 and fixed value

𝑂𝑃𝑐 . Given this access, the attacker can efficiently construct 𝑞 + 1

outputs of the function 𝑓 1𝐾,𝑂𝑃𝑐 after issuing a total of 𝑞 quantum

and classical queries to the function 𝑓 1𝐾,𝑂𝑃𝑐 .

Beforewe provide the details of the attack, recall that the function

𝑓 1 is defined as

𝑓 1𝐾,𝑂𝑃𝑐 (𝑅𝐴𝑁𝐷, 𝐼𝑁 1)
def

= 𝐸𝐾 [𝐸𝐾 [𝑅𝐴𝑁𝐷 ⊕ 𝑂𝑃𝐶 ] ⊕ 𝑟𝑜𝑡𝑟1 (𝐼𝑁 1 ⊕ 𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕ 𝑂𝑃𝑐 .

Also, for the sake of brevity, we will set 𝑥 = 𝑅𝐴𝑁𝐷, and 𝑦 = 𝐼𝑁1,

where𝑥,𝑦 ∈ {0, 1} |𝑀 |
. Then, the function 𝑓 1 can be a bit “shortened”

to

𝑓 1𝐾,𝑂𝑃𝑐 (𝑥,𝑦) = 𝐸𝐾 [𝐸𝐾 [𝑥 ⊕ 𝑂𝑃𝐶 ] ⊕ 𝑟𝑜𝑡𝑟1 (𝑦 ⊕ 𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕ 𝑂𝑃𝑐 .

To now perform an existential forgery attack, pick two arbitrary

bit-strings 𝛼0, 𝛼1 ∈ {0, 1} |𝑀 |
with 𝛼0 ≠ 𝛼1. We then define the

following function 𝑓 ′ : {0, 1} × {0, 1} |𝑀 | → {0, 1} |𝑀 |
by

𝑓 ′(𝑏,𝑦)
def

= 𝑓 1𝐾,𝑂𝑃𝑐 (𝛼𝑏 , 𝑦)
= 𝐸𝐾 [𝐸𝐾 [𝛼𝑏 ⊕ 𝑂𝑃𝐶 ] ⊕ 𝑟𝑜𝑡𝑟1 (𝑦) ⊕ 𝑟𝑜𝑡𝑟1 (𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕ 𝑂𝑃𝑐 .

Clearly, if an attacker has access to a quantum oracle for 𝑓 1𝐾,𝑂𝑃𝐶 ,

the attacker can construct an efficient quantum circuit for 𝑓 ′ as
well. As we will show below, the function 𝑓 ′ has the hidden period

(1, 𝑟𝑜𝑡−1
𝑟1

(𝛼∗
0
⊕ 𝛼∗

1
)), where 𝛼∗

𝑏
= 𝐸𝑘 [𝛼𝑏 ⊕𝑂𝑃𝑐 ]. This hidden period

can be recovered in polynomial time using Simon’s algorithm. Once

an attacker obtained the period (1, 𝑟𝑜𝑡−1𝑟1 (𝛼∗
0
⊕𝛼∗

1
)), the attacker can

easily perform an existential forgery. Assume the attacker knows

the value 𝑡 = 𝑓 1𝐾,𝑂𝑃𝑐 (𝛼0, 𝑥), where 𝑥 ∈ {0, 1} |𝑀 |
. Then he also

knows the output of the function call 𝑓 1𝐾,𝑂𝑃𝑐 (𝛼1, 𝑥 ⊕ 𝑟𝑜𝑡−1𝑟 (𝛼∗
0
⊕

𝛼∗
1
)) = 𝑓 1𝐾,𝑂𝑃𝑐 (𝛼0, 𝑥) = 𝑡 . Since the 𝑓 1 function is intended to be

used as a MAC, this amounts to an existential forgery attack.

The attacks proceeds then as follows.

(1) Recover the hidden period (1, 𝑟𝑜𝑡−1
𝑟1

(𝛼∗
0
⊕𝛼∗

1
)) using Simon’s

algorithm. Let 𝑞′ denote the number of quantum queries

made through running Simon’s algorithm.

(2) Repeat the following steps 𝑞′ + 1 times:

(a) Pick an arbitrary bit-string 𝑦 ∈ {0, 1} |𝑀 |
.

(b) Query the function 𝑓 1𝐾,𝑂𝑃𝑐 on input (𝛼0, 𝑦) to obtain

𝑡 = 𝑓 1𝐾,𝑂𝑃𝑐 (𝛼0, 𝑦).
(c) The same value 𝑡 is also a value output/MAC tag for

the input (𝛼1, 𝑦 ⊕ 𝑟𝑜𝑡−1𝑟 (𝛼∗
0
⊕ 𝛼∗

1
))

This will produce a total of 2𝑞′ + 2 tags after issuing only 2𝑞′ + 1

queries. Overall the attack has a query complexity of 𝑂 ( |𝑀 |) quan-
tum queries to 𝑓 1𝐾,𝑂𝑃𝑐 and 𝑂 ( |𝑀 |3) classical computation time.

For the Milenage key lengths, this translates to 𝑐 · 128 quantum

queries for a small constant 𝑐 and a negligible amount of compu-

tation. This quantum existential forgery attack clearly violates the

security requirements of the 𝑓 1 function, as stated by 3GPP [3]:

“Without knowledge of secret keys, the functions f1,
f1*, f2, f3, f4, f5 and f5* should be practically indis-
tinguishable from independent random functions of

their inputs (RAND||SQN||AMF) and RAND. Exam-
ples: Knowledge of the values of one function on a
fairly large number of given inputs should not enable
its values to be predicted on other inputs. The outputs
from any one function should not be predictable from
the values of the other functions (on the same or other
inputs).”

It remains to be shown that 𝑓 ′ indeed has the hidden period

(1, 𝑟𝑜𝑡−1
𝑟1

(𝛼∗
0
⊕ 𝛼∗

1
)). To this end, we need to show that

𝑓 ′(0, 𝑦) = 𝑓 ′(1, 𝑦 ⊕ 𝑟𝑜𝑡−1𝑟1 (𝐸𝑘 [𝛼0 ⊕ 𝑂𝑃𝑐 ] ⊕ 𝐸𝑘 [𝛼1 ⊕ 𝑂𝑃𝑐 ])) .

First, observe that by linearity of rotation it holds that

𝑓 1𝐾,𝑂𝑃𝑐 (𝑥,𝑦)
= 𝐸𝐾 [𝐸𝐾 [𝑥 ⊕ 𝑂𝑃𝐶 ] ⊕ 𝑟𝑜𝑡𝑟1 (𝑦 ⊕ 𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕ 𝑂𝑃𝑐
= 𝐸𝐾 [𝐸𝐾 [𝑥 ⊕ 𝑂𝑃𝐶 ] ⊕ 𝑟𝑜𝑡𝑟1 (𝑦) ⊕ 𝑟𝑜𝑡𝑟1 (𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕ 𝑂𝑃𝑐 .

Thus, we have

𝑓 ′(0, 𝑦) = 𝐸𝐾 [𝛼∗0 ⊕ 𝑟𝑜𝑡𝑟1 (𝑦) ⊕ 𝑟𝑜𝑡𝑟1 (𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕ 𝑂𝑃𝑐 ,

and

𝑓 ′(1, 𝑦 ⊕ 𝑟𝑜𝑡−1𝑟 (𝛼∗
0
⊕ 𝛼∗

1
))

= 𝐸𝐾 [𝛼∗1 ⊕ 𝑟𝑜𝑡𝑟1 (𝑦 ⊕ 𝑟𝑜𝑡−1𝑟1 (𝛼∗
0
⊕ 𝛼∗

1
)) ⊕ 𝑟𝑜𝑡𝑟1 (𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕

𝑂𝑃𝑐

= 𝐸𝐾 [𝛼∗1 ⊕ 𝑟𝑜𝑡𝑟1 (𝑦) ⊕ 𝑟𝑜𝑡𝑟1 (𝑟𝑜𝑡−1𝑟1 (𝛼∗
0
⊕ 𝛼∗

1
)) ⊕

𝑟𝑜𝑡𝑟1 (𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕ 𝑂𝑃𝑐 .

Now, using 𝑟𝑜𝑡𝑟1 (𝑟𝑜𝑡−1𝑟1 (𝑥)) = 𝑥 we can continue as

= 𝐸𝐾 [𝛼∗1 ⊕ 𝑟𝑜𝑡𝑟1 (𝑦) ⊕ 𝛼∗0 ⊕ 𝛼∗
1
⊕ 𝑟𝑜𝑡𝑟1 (𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕ 𝑂𝑃𝑐

= 𝐸𝐾 [𝑟𝑜𝑡𝑟1 (𝑦) ⊕ 𝛼∗0 ⊕ 𝑟𝑜𝑡𝑟1 (𝑂𝑃𝑐 ) ⊕ 𝑐1] ⊕ 𝑂𝑃𝑐
= 𝑓 ′(0, 𝑦),

which indeed yields 𝑓 ′(0, 𝑦) = 𝑓 ′(1, 𝑦 ⊕ 𝑟𝑜𝑡−1𝑟 (𝛼∗
0
⊕ 𝛼∗

1
)).

4.4 Quantum Related Key Attacks against
𝑓 1, . . . , 𝑓 5

Related key attacks, as introduced by Biham [6], consider attackers

that can request encryption under multiple related keys. The exact

values of the keys are unknown, but the way in which the keys

are related is known to the attacker. The attacks can be modelled

through a related key oracle, which provides the attacker access to

encryption of a chosen-plaintext under related keys. Related key

attacks are of interest because they have practical implications, for

example when conducting fault-injection attacks. Recent works

have shown that related key attacks on block ciphers can be sped

up through quantum computers, both in the 𝑄2 as well as the 𝑄1

model. In the𝑄2 model, with quantum superposition queries to the

related key oracle, related key attacks can break any block cipher in

polynomial time [30]. Using the offline Simon algorithm, the attack

from [30] can be adapted to yield a speedup in the 𝑄1 model as

well. Both attacks assume the following attacker model. For a given

block-cipher 𝐸 with a fixed secret 𝐾 , the attacker has access to the

following related key oracle:

• The oracle O𝐸𝐾 takes as input a bitmask 𝐿 and a bit string

𝑥 and outputs 𝐸𝐾⊕𝐿 (𝑥).
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Considering this attacker model, classical related key attacks on

an ideal block cipher require at least 2
𝑛/2

operations, where 𝑛 is

the key length and the bound is tight, cf. [32].

In this section, we will describe the attacks in detail and show

how to apply these attacks to the Milenage algorithm set, yielding

a polynomial time attack in the 𝑄2 model, and a speedup in the 𝑄1

model. The described attacks can be mounted on all Milenage func-

tions 𝑓 1, . . . , 𝑓 5, regardless of whether the 𝑂𝑃 bit string is known

or unknown. To focus on an intuitive intuitive understanding, we

will assume that the 𝑂𝑃 bitstring is public and thus the functions

𝑓 1, . . . , 𝑓 5 take only the network authentication 𝐾 as key material.

The analysis for the case when 𝑂𝑃 is unknown follows then in an

analogue fashion.

In the following, we denote by 𝑓 the Milenage function under

attack. Then, for a given function 𝑓𝐾 , we assume that the attacker

has access to an O𝑓𝐾 that takes as input a bitmask 𝐿 ∈ {0, 1}𝑛
and a bit string 𝑥 ∈ {0, 1}𝑛 and outputs 𝑓𝐾⊕𝐿 (𝑥), i.e., O𝑓𝑘 (𝐿, 𝑥) =
𝑓𝐾⊕𝐿 (𝑥). In the 𝑄2 model, the attacker has superposition access to

this oracle, while in the 𝑄1 model, the attacker only has classical

access.

4.4.1 Quantum Related Key Attacks with Superposition Access. The
quantum related key attacks described by Roetteler and Steinwandt

[30] can be transferred in a one-to-one fashion to attack the Mile-

nage algorithm set in the attacker model described above. Their

attack works as follows.

Let 𝑐 = (𝑐1, . . . , 𝑐𝑙 ) and 𝑚 = (𝑚1, . . . ,𝑚𝑙 ) be a set of output-

inputs pairs 𝑐 = (𝑓𝐾 (𝑚1), . . . , 𝑓𝐾 (𝑚𝑙 )) such that (𝑐,𝑚) uniquely
determines 𝐾 . Assume an attacker has superposition access to a

related key oracle for

O𝑓𝐾 (𝑠,𝑚) = 𝑓𝐾⊕𝑠 (𝑚) = (𝑓𝐾⊕𝑠 (𝑚1), . . . , 𝑓𝐾⊕𝑠 (𝑚𝑙 )).

Then, define the following mapping

𝑓 ′(𝑠) def

= {𝑓𝐾⊕𝑠 (𝑚), 𝑓𝑠 (𝑚)}.

Given quantum access to a related key oracle oracle O𝑓𝐾 (𝑠,𝑚) for
𝑓𝐾 , one can construct an efficient quantum circuit for 𝑓 ′. To be

efficiently encodable, 𝑓 ′ outputs can be encoded as integers [30].

The mapping 𝑓 ′ is two-to-one with period 𝐾 , as shown below.

Using Simon’s algorithm, we can recover this period efficiently

with only linear many queries to the related key oracle.

To see why 𝑓 ′ is 2-to-1 with period𝐾 , let 𝑠, 𝑠 ′ be two different bit-
strings such that 𝑓 ′(𝑠) = 𝑓 ′(𝑠 ′) and assume 𝐾 ≠ 0

𝑛
. We consider

two cases.

(1) Assume 𝑓𝑠 (𝑚) = 𝑓𝑠′ (𝑚). As we choose the plaintexts𝑚 =

(𝑚1, . . . ,𝑚𝑙 ) so that they uniquely determine the key, this

would imply 𝑠 = 𝑠 ′, which contradicts our assumption.

(2) Now let 𝑓𝑠 (𝑚) ≠ 𝑓𝑠′ (𝑚). Thus, if 𝑓 ′(𝑠) = 𝑓 ′(𝑠 ′), then
𝑓𝐾⊕𝑠 (𝑚) = 𝑓𝑠′ (𝑚). The choice of plaintexts implies 𝐾 ⊕ 𝑠 =
𝑠 ′.

4.4.2 Quantum Related Key Attacks without Superposition Access.
In the𝑄1 setting, the attacker only has classical access to the related

key oracle O𝑓𝐾 (𝑠,𝑚). However, leveraging the offline Simon’s algo-

rithm, the attacker can still achieve a speedup over classical attacks

[8]. We will show how to apply the offline Simon related key attack

as stated by Bonnetain et al. [8] to the Milenage algorithm set.

Intuitively, the attack works by dividing the key 𝑘 and the bit-

mask 𝑙 into two parts, i.e., 𝑘 = 𝑘1 | |𝑘2, 𝑙 = 𝑙1 | |𝑙2 where 𝑙1, 𝑘1 ∈
{0, 1} |𝑀 |/3

. We then query the oracle O𝑓𝐾 for each possible 𝑙1 and

construct a quantum circuit 𝐹 so that 𝐹𝑘2 (𝑙) ⊕ 𝑔(𝑙) has period 𝑘1,
where 𝑔 is a function derived from the related key oracle. This

allows us to employ the offline Simon algorithm.

Let 𝑙 = 𝑙1 | |𝑙2, where 𝑙1 ∈ {0, 1} |𝑀 |/3, 𝑙2 ∈ {0, 1} |𝑀 | ·2/3
and define

the following function 𝑔 : {0, 1} |𝑀 |/3 → {0, 1}𝑙 · |𝑀 |
by

𝑔(𝑙1)
def

= O(𝑙1 | |0𝑛
2

3 )
= 𝑓(𝑘1 | |𝑘2)⊕(𝑙1 | |02/3·|𝑀 |) (𝑚).

Moreover let 𝐹 be a family of functions indexed by ℎ so that

𝐹ℎ ( 𝑗) = 𝑓𝑗 | |ℎ (𝑚) .

Clearly 𝐹 can be efficiently represented as a quantum circuit,

while querying 𝑔 requires oracle access. The function 𝐹𝑘2 (𝑙) ⊕ 𝑔(𝑙)
has period 𝑘1. Thus, we have a family of functions 𝐹 such that there

exists a 𝑘2 so that 𝑓𝑘2 ⊕𝑔 has a hidden period. This suffices to apply

the offline Simon’s algorithm to recover the key part 𝑘2. Once we

obtain the 𝑘2, we can efficiently recover 𝑘1 as well.

Applying now Theorem 3, the attack requires𝑂 (2 |𝐾 |/3) classical
queries to the related key oracle and a has a time complexity of

𝑂∗ (2 |𝐾 |/3). If the OP bit-string is known, this translates to approxi-

mately 2
43

queries and operations. If the OP bit-string is not known,

then the attack requires approximately 2
85.3

queries and time.

To see why the function 𝐹𝑘2 (𝑙) ⊕ 𝑔(𝑙) has period 𝑘1 note that

𝐹𝑘2 (𝑙 ⊕ 𝑘1) ⊕ 𝑔(𝑙 ⊕ 𝑘1) = 𝑓𝑙⊕𝑘1 | |𝑘2 (𝑚) ⊕ 𝑓(𝑘1⊕𝑙⊕𝑘1) | |𝑘2 (𝑚)
= 𝑓𝑙⊕𝑘1 | |𝑘2 (𝑚) ⊕ 𝑓𝑙 | |𝑘2 (𝑚)
= 𝑔(𝑙) ⊕ 𝐹𝑘2 (𝑙) .

5 DISCUSSION AND CONSEQUENCES
Our results call into question whether Milenage can persist as

the standard cryptography algorithm for authentication and key

derivation in quantum-resistance cellular networks. They do so

in two ways. First, because security margins are reduced in the

𝑄1 model, which puts the algorithms at a disadvantage compared

to other alternatives. Second, because the Milenage algorithm set

does not fulfill the desired security guarantees at all in the 𝑄2

model. Albeit being a very powerful attacker model, cryptography

best practices suggest to move to other algorithms in the case of

existence of such an insecurity.

The attacks that can be executed in the 𝑄1 model translate into

immediate attacks against the Milenage ciphers once general pur-

pose quantum computers come into existence. Although these at-

tacks itself do not constitute a break of the Milenage algorithm set,

they still improve on best-known classical attacks, as well as the triv-

ial Grover, “quantum bruteforce” attack (depending on Milenage’s

configuration). The attacks showcase how structural properties

exhibited by the Milenage algorithm set allow quantum adversaries

to reduce security margins. Analyzing the security implications

of the 𝑄2 attacks is more intricate. Due to the polynomial-time

existential forgery attack, the Milenage algorithm set must be con-

sidered insecure in the𝑄2 model. However it is currently not clear if

quantum superposition attacks are at all feasible. Nevertheless, the

𝑄2 attacks still provide value beyond their mere theoretical merit.
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It is a standard approach in cryptography to choose a cipher which

is secure against the most powerful adversaries over a cipher which

is not, even if that adversary is not conceivable in the use-case

at hand at first sight. There are multiple reasons motivating this

design guideline.

First, attacks feasible in scenarios that consider powerful adver-

saries could be an indicator that attacks exists which are feasible

considering less powerful adversaries as well. Absence of vulnera-

bilities against even the most powerful attacker models is a great

indicator for security, while the existence of such attacks cast doubt

on the overall security of a scheme, even if they do not immedi-

ately undermine security immediately. For the 𝑄2 model, there are

already multiple reductions that tie security against superposition

attacks to security against other classical attacks, further under-

lining the 𝑄2 model’s importance [10]. For example, attacks that

utilize the offline Simon algorithm exploit the periodic structure of

the attacked cryptographic schemes. This periodic structure is only

present if the respective schemes are vulnerable to superposition

attacks as well. In contrast, schemes that are not vulnerable to 𝑄2

attacks cannot be attacked with the offline Simon algorithm [8].

The second reason to consider the strongest attacker model

is motivated by a defense-in-depth point argument. While there

might not be realistic scenario for quantum superposition attacks

right now, this situation might very well change in the future.

Consider, for example, a scenario in which a frozen smart card

scenario could enable superposition attacks, as described in [14].

The usages of Milenage in 5G and 6G already span more than just

the AKA protocol and further use-cases or progress in physical

research might enable attackers to execute superposition attacks,

which would render the whole infrastructure insecure.

Consequently, our results serve as a great starting point for

quantum security considerations and bring the following matter to

attention. Before making any choices on the symmetric cryptog-

raphy that will underpin quantum-resistant cellular networks, the

research community and the telecommunication standardization

bodies need to specify exactly what security requirements the ci-

pher needs to fulfill and what kind of adversaries the cipher needs

to resist. We recommend these requirements to be as conservative

as possible, following standard best practices. This would entail

replacing the Milenage algorithms with a post-quantum secure

alternative. In light of recent breakthroughs in quantum computing

[5, 11, 16, 18, 25, 29] and a growing tendency among experts to

expect quantum computers in the upcoming decade [26], the pro-

cess of finding a post-quantum secure instantiation of the functions

𝑓 1, . . . , 𝑓 5 needs to be instigated now. Our attacks require only a

small amount of qubits compared to algorithms breaking e.g. RSA,

highlighting the imminent danger of the quantum threat towards

Milenage.

The recommendation to replace Milenage is corroborated by the

fact that moving away from Milenage to another cryptographic

primitive that does not suffer from the presented vulnerabilities is

indeed feasible. In fact, [4] show that certain block cipher modes

of operations are secure against superposition queries as as long

as the underlying cipher is secure against superposition queries.

Moreover, with the TUAK algorithm set, an alternative to the Mile-

nage algorithm set has already been standardized [1]. The TUAK

algorithm set is based on the Keccak-𝑓 -permutation, which so far

withstood quantum cryptanalysis and seemingly does not exhibit

the structural properties that enabled the presented attacks. We

thus conjecture it be secure against the “quantum period finding”

attacks presented in this paper. In addition, the TUAK algorithm

set was found to provide sufficient performance to be executed on

a SIM card [23], and thus poses a (great) candidate to replace the

Milenage algorithm set.

6 CONCLUSION
Given that experts increasingly view large-scale quantum comput-

ers as likely [26] and faced with the slow nature of standardiza-

tion bodies, quantum security considerations for cellular networks

and infrastructure need to start now. Our work shows that these

quantum security considerations cannot simply stop at public-key

cryptography, but instead need a paradigm shift. The security of

symmetric key cryptography against quantum adversaries is not en-

sured by doubling the key size, contrary to popular belief. Bringing

together research results from recent quantum cryptanalytic work

and synthesizing their results into a quantum toolbox, we were able

to develop various novel attacks against the Milenage algorithm

set. Against the strongest quantum adversary, Milenage must be

considered insecure. Our results do not translate into an immediate

quantum break of the Milenage algorithms, but they do provide

strong evidence against choosing Milenage as the cryptographic

cipher underpinning the security of quantum resistant telecom-

munication networks. We see the following research directions as

necessary to ensure the security of telecommunication networks

against quantum adversaries. First, symmetric cryptography that is

used in telecommunication networks needs to be subject to scrutiny,

investigating the resistance against quantum-enabled attacks. With

the synthesized quantum toolbox, we hope to make this work ac-

cessible to non-quantum experts in the research community as well.

This scrutiny should also encompass the investigation whether the

results of our attacks can be improved. Second, it is necessary to

clarify what security guarantees suffice and what kind of quantum

adversary models can be ignored in quantum security considera-

tions for cellular networks. The answer to this question can then

guide the choice for appropriate cryptographic algorithms. Third,

the security community needs to look into efficient post-quantum

secure alternatives to be employed in telecommunication protocols.

We strongly encourage to investigate the possibility to replace the

Milenage algorithm set with a more conservative choice, without

suffering a performance loss. Standardizing an algorithm which

later turns out to be vulnerable to quantum adversaries would be a

disaster in a post-quantum world and should be prevented under

any circumstances. To this end, this work should serve as a starting

point to spark further investigations into the above-mentioned ques-

tions now, to ensure a smooth transition into quantum-resistant

telecommunication networks into the future.
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A THE AKA PROTOCOL
The Milenage algorithm set’s main usage is the AKA protocol, used

for authentication and session establishment in cellular networks

as well as other cellular related applications, e.g., as a variant of the

Extensible Authentication Protocol (EAP), the EAP-AKA. Figure 3

describes the authentication towards the network as implemented

in the 4th generation of cellular networks (LTE), using the AKA

protocol and the functions 𝑓 1, . . . , 𝑓 5. Table 2 provides an overview

over all abbreviations.

In summary, the LTE-AKA protocol is a challenge-response pro-

tocol that allows the subscriber to authenticate themselves to the

network. The AKA protocol also derives a session key 𝐾𝐴𝑆𝑀𝐸 that

is used for encryption and integrity protection of communication at

later points. The functions 𝑓 1, . . . , 𝑓 5 from the Milenage algorithm

set serve to derive a MAC, an expected response to a challenge, and

the confidentiality and integrity keys (commonly denoted as CK

and IK), which are in turn used to derive session keys. The function

𝑓 5 is used to derive an Anomity Key (AK). The AK serves to mask

the Sequence Number (SQN), where the purpose of the SQN itself

is to prevent replay attacks.

The authentication procedure in the fifth generation (5G) of cel-

lular networks networks add various security and privacy enhance-

ments to the LTE-AKA protocol, but uses the functions 𝑓 1, . . . , 𝑓 5

in the same way. Given that the functions provide authentication

and serve as a basis for later encryption and integrity protection,

the security of cellular networks is completely contigent on the

security of the functions 𝑓 1, . . . , 𝑓 5.

B LIST OF ABBREVIATIONS

3GPP Third Generation Partnership Project . . . . . . . . . 3

AK Anomity Key . . . . . . . . . . . . . . . . . . . . . . . . 14

AKA Authentication and Key Agreement . . . . . . . . . . 3

SQN Sequence Number . . . . . . . . . . . . . . . . . . . . . 14

HN Home Network . . . . . . . . . . . . . . . . . . . . . . . 15

MME Mobility Management Entity . . . . . . . . . . . . . . 15

BS Base Station . . . . . . . . . . . . . . . . . . . . . . . . . 15

MS Mobile Station . . . . . . . . . . . . . . . . . . . . . . . 15

LTE Long-Term Evolution . . . . . . . . . . . . . . . . . . . 15

EAP Extensible Authentication Protocol . . . . . . . . . . . 14

3GPP 3rd Generation Partnership Project . . . . . . . . . . 3

Table 2: Summary of Acronyms
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MS BS MME HN

AK = f5(Ki, RAND)

SQN ⊕ AK, AMF, MAC = AUTN

Verify SQN in correct range

XMAC = f1(Ki,AMF, SQN, RAND

Verify MAC = XMAC

RES= f2(Ki, RAND)

CK = f3(Ki, RAND), IK=f4(Ki, RAND)

𝐾𝐴𝑆𝑀𝐸 = KDF(CK, IK,SNid, SQN ⊕ AK)

Generate challenge RAND & retrieve SQN

MAC = f1(Ki, AMF, SQN,RAND)

XRES = f2(Ki,RAND), CK = f3(Ki, RAND)

IK = f4(Ki, RAND), AK = f5(Ki, RAND)

AUTN = SQN ⊕ AK || AMF || MAC

𝐾𝐴𝑆𝑀𝐸 = KDF(CK, IK,SNid, SQN ⊕ AK)

Verify RES=XRES

1. Attach Request

2. Identity Request

3. IMSI

4. IMSI, SNid, Network Type

5. RAND, AUTN, XRES, 𝐾𝐴𝑆𝑀𝐸

6. RAND, AUTN

7. RES

Figure 3: The AKA protocol as used in Long-Term Evolution (LTE). The user’s device, referred to as Mobile Station (MS),
communicates with the Base Station (BS) to authenticate towards the network. The BS forwards the request to the Mobility
Management Entity (MME), which in turn forwards it to the Home Network (HN). The home network uses the function
𝑓 1, . . . , 𝑓 5 to calculate session information and secret key material and forwards the necessary information back to the MME.
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