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Abstract. Machine learning as a service scenario typically requires the client to trust the server and
provide sensitive data in plaintext. However, with the recent improvements in fully homomorphic
encryption (FHE) schemes, many such applications can be designed in a privacy-preserving way. In this
work, we focus on such a problem, private decision tree evaluation (PDTE) — where a server has a
decision tree classification model, and a client wants to use the model to classify her private data without
revealing the data or the classification result to the server. We present an efficient non-interactive design
of PDTE, that we call SortingHat, based on FHE techniques. As part of our design, we solve multiple
cryptographic problems related to FHE: (1) we propose a fast homomorphic comparison function
where one input can be in plaintext format; (2) we design an efficient binary decision tree evaluation
technique in the FHE setting, which we call homomorphic traversal, and apply it together with our
homomorphic comparison to evaluate private decision tree classifiers, obtaining running times orders of
magnitude faster than the state of the art; (3) we improve both the communication cost and the time
complexity of transciphering, by applying our homomorphic comparison to the FiLIP stream cipher.
Through a prototype implementation, we demonstrate that our improved transciphering solution runs
around 400 times faster than previous works. We finally present a choice in terms of PDTE design: we
present a version of SortingHat without transciphering that achieves significant improvement in terms
of computation cost compared to prior works, and another version t-SortingHat with transciphering
that has a communication cost about 20 thousand times smaller but comparable running time.

1 Introduction

There is a growing demand for machine learning (ML) as a cloud-based service to provide useful
services like automatic health assessment, evaluation of property value, data classification, etc. Often
this requires the user to provide the service with sensitive data, like the user’s DNA profile, medical
or financial records etc. Therefore it is crucial to ask whether such machine learning as a service
can be used by consumers without giving up the privacy of their data.

In this work, we focus on decision tree algorithms [Qui86,RM05,AEM13,RM14], which are an
important class of classifiers in machine learning, and useful in many scenarios such as health
analysis, credit-risk assessment, spam-filtering, etc. [WFH11,FPS02,AEM13,KTG06,SG11] Our
scenario consists of a server holding a decision tree model and a client wanting to classify their
private data using the server’s decision tree model without revealing the data to the server. An
obvious solution would be the server sending the decision tree model to the client and the client
running the computation locally — however, that beats the purpose of ML as a service. So, can we
design an efficient private decision tree evaluation (PDTE) algorithm, where a server has a decision
tree classification model and a client wants to use the computation power and the model of the
server to classify their private data without revealing the data to the server?

The PDTE problem can be considered as a secure two-party computation problem [HV16,KO04],
and generic algorithms (e.g., based on Yao’s garbled circuits [Yao86,BHKR13,BHR12,KRRW18])
can be used to solve it. However, such generic algorithms have high communication costs, require
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the client to participate in the computation, and are computationally less efficient for the server
compared to a solution specifically designed for the problem. There are a few recent works that
attempt to provide solutions [WFNL16,TKK19,TBK20] specific to this problem based on fully
homomorphic encryption (FHE) [GHS12,vGHV10,CRRV17] or somewhat homomorphic encryption
(SHE) [LMSV12,CS16] techniques. Most of them are not very practical for ML as a service, because
of the high communication and computation overhead for both the client and the server. The work by
Tueno et al. [TBK20] proposes a non-interactive protocol and manages to bring down the overhead
for the client. However, the computation overhead for the server is still very high (several seconds of
computation time to run the classification on each input for a tree with 50− 500 decision nodes).
Can we design a non-interactive protocol for PDTE with low computation and communication
overhead, so that it can be used in practice?

1.1 Our Contribution

We answer the above question positively by designing a new efficient and non-interactive private
decision tree evaluation (PDTE) protocol, SortingHat, that achieves low computation overhead for
the server, O(1) communication overhead1 in the sense that a client does not need any interaction
with a server apart from querying, and very low (only a few milliseconds per query) computation
overhead for the client. Furthermore, we provide an even more bandwidth-efficient version of our
design, which we call t-SortingHat, that uses an efficient transciphering technique to drastically
improve the query size. In our design, we make the following cryptographic breakthroughs:

1. Homomorphic comparison, taking two ciphertexts as inputs, is a well-known and well-studied
problem: there are several solutions to it and all past PDTE algorithms based on FHE use such
solutions [CGGI20,IZ21,CKK20,LZS18]. We propose new homomorphic comparison algorithms
that takes one ciphertext and one plaintext as inputs, and are more efficient than ciphertext-
ciphertext comparison. As a result, we can run the comparisons much faster than existing generic
homomorphic comparison functions. In some cases, our comparison function requires only two
polynomial multiplications which is much cheaper than multiplication over two ciphertexts consisting
of more than 16 polynomial multiplications as done in the similar work [LZS18].

2. We design an efficient binary decision tree evaluation technique using FHE, which we call
homomorphic traversal. It requires only one external product for each decision node (excluding the
cost of homomorphic comparison on each node). Compared to the previous works on FHE-based
PDTE (e.g., [TBK20]), our method halves the number of multiplications to evaluate a decision tree.
We instantiate our method using much less expensive homomorphic operations than the previous
works, which had to choose between a really expensive FHE scheme (e.g., BGV [BGV12]) and
an efficient GSW-like FHE scheme (e.g., TFHE [CGGI20]) that comes with the overhead of one
bootstrapping for every decision node. We discuss more about these tradeoffs in Section 1.2. Our
homomorphic traversal achieves the best of both worlds by using TFHE-based FHE while eliminating
the requirement of bootstrapping completely. This improves the cost of tree traversal by a huge
margin (e.g., each bootstrapping takes more than 600 external products for typical parameters).

3. We improve an existing transciphering method based on the stream cipher FiLIP [HMR20].
The main building blocks of FiLIP are a homomorphic Hamming weight (HW) and a comparison
function. We propose a simpler way of computing the HW, which drastically reduces the number of

1 The communication overhead also includes the ciphertext expansion factor which depends on the security parameter
λ of the FHE scheme. However, that is independent of the size of the decision tree, and we drop that factor whenever
we mention communication overhead, for ease of description.
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homomorphic operations needed in this step, then we use our homomorphic comparison function
instead of the general comparison algorithms. As a result, our new FiLIP evaluation is two orders
of magnitude faster than [HMR20]. Our improvements for transciphering are useful in many other
scenarios (as discussed in Section 2.2) and are of independent interests.

4. We combine the improved transciphering technique with our tree traversal algorithm. With
this, we obtain the PDTE solution t-SortingHat which is slower than our first solution SortingHat,
but has a much better communication cost, i.e., to classify an input with t bits under a security level
of λ bits, a user just has to send t+O(λ) bits to the server, which is optimal in the number of input
bits and has a very weak dependency on the security parameter. In concrete terms, t+O(λ) ≈ t
and we reduce the upload size by a factor of 20 thousand compared to previous solutions.

We instantiate all our constructions using the most modern FHE schemes, like TFHE and
FINAL [BIP+22], since they support efficient binary circuit evaluation and slow noise growth.
Using a prototype implementation, we demonstrate that SortingHat (without transciphering)
provides a performance improvement of over three orders of magnitude over prior work [TBK20].
For each classification, SortingHat takes only 42.3 milliseconds for computation with only one
thread, compared to 940 milliseconds with 16 threads of the previous work [TBK20] for the same
dataset. Unfortunately, t-SortingHat (with transciphering) can not fully utilize the advantages of
our homomorphic comparison technique used in SortingHat due to technical reasons discussed in
Section 5.1. Still, the running times of t-SortingHat are comparable to previous PDTE algorithms,
and for some databases, it even has better running times than them, despite having the additional
computation overhead for transciphering; and the communication cost for the query is about 20
thousand times smaller. The computation overhead of transciphering in t-SortingHat varies from
0.7% to 35%, depending on the depth of the tree.

1.2 Existing Works

The problem of private decision tree evaluation (PDTE) can be solved using secure two-party
computation techniques [HV16,KO04]. The generic algorithms for such problems based on Yao’s
garbled circuits [Yao86,BHR12,KRRW18] are not suitable for ML as a service because they have
high computation overhead, and many rounds of interactions are required which results in a high
communication overhead. There exist some specialized solutions [BPSW07,BFK+09,TKK19] based
on a combination of garbled circuits and other techniques, however, they also face the problems of
high communication and computation overhead, and therefore, not suitable for our purpose.

Some designs attempt to improve communication and computation overhead by employing
homomorphic encryption schemes.2 Bost et al. [BPTG15] propose a design based on FHE where
they express the decision tree as a polynomial whose output is the result of the classification. Another
line of work [WFNL16,TMZC17] introduce solutions based on additive homomorphic encryption.
However, they all incur high computation (for both client and server) and communication overhead,
and thus, not very practical.

Lu et al. [LZS18] improve on [TMZC17] by using a non-interactive comparison function, and
provide a non-interactive decision tree design. However, the communication (of O(2d) for a tree
depth d) and computation overhead for the client is still very high.

Tueno et al. [TBK20] propose a non-interactive PDTE in the FHE setting, and significantly
improve the computation overhead and bring down the communication overhead to O(1). By using

2 By homomorphic encryption we consider partially or somewhat or fully homomorphic encryption.
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Table 1: Protocol and system parameters for private decision tree evaluation

T The decision tree
m Number of decision nodes
M Total number of nodes
D Set of all decision nodes
L Set of all leave nodes
n Dimension of the attribute vector
d Depth of the decision tree
k The number of classification labels
x Attribute vector—{x0, . . . , xn}
a Function that assigns an attribute index to each decision node
t Function that assigns a threshold value to each decision node
M The decision tree model—(T , t,a)
λ Security parameter

⟨v,w⟩ Dot product of two vectors v,w
xi,x[i] The i-th component of vector x
∥ · ∥ Infinity norm

log(·) Logarithm function with base 2
N The maximum degree of a polynomial
t Plaintext modulus
q Ciphertext modulus
R Z[X]/(XN + 1) for a positive integer N
Rq Z[X]/(XN + 1) mod q for positive integers q,N
M0 The constant term of a polynomial M(X)

BGV [BGV12] and SIMD slots [SV11], their work outperforms all the prior works in the amortized
scenario if the client wants to classify hundreds or thousands of attribute vectors. However, their
protocol comes with a few tradeoffs — BGV ciphertexts are much larger in size compared to TFHE
ciphertexts, and the noise grows much faster with the number of multiplications. To keep the noise
small, they use a tree-traversal algorithm which has a computational complexity of O(2d · log d).
The authors provide a TFHE version of their protocol that has a computational complexity of O(2d)
and much less communication overhead, 2 KBs in contrast to 1.7 MBs in the BGV version if the
attribute vectors cannot be batched. This version performs at least five times faster than the BGV
version for a single comparison, however, cannot support SIMD and does not get the advantage in
the amortized scenario.

Our PDTE design SortingHat outperforms their TFHE version by a significant margin. (we refer
to Section 7.2 for a detailed performance comparison). Our scheme without transciphering achieves
the same communication overhead as their TFHE version. With transciphering we further reduce
the communication overhead to zero for upload by compromising the server performance.

About Transciphering. Ciphertexts of a fully homomorphic encryption scheme is much larger than
traditional encryption schemes [PT20,ACLS18]. This issue is typically addressed using transciphering,
where the protocol messages are sent using a symmetric key cipher and the server needs to
homomorphically decrypt these messages using the encrypted secret keys that it obtains during
setup. A more detailed introduction to transciphering and a concrete scheme (FiLIP [MCJS19]) is
given in Section 2.2, since our transciphering technique builds directly on top of the FiLIP design.
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2 Preliminaries

Notation: We denote λ as the security parameter. We define vectors and matrices in lowercase bold
and uppercase bold, respectively. Dot product of two vectors v,w is denoted by ⟨v,w⟩. For a vector
x, both xi and x[i] denote either the i-th component scalar or the i-th element of an ordered finite
set. The norm notation ∥ · ∥ denotes the infinity norm. log(·) is the logarithm function with base 2.
Let R and Rq denote Z[X]/(XN +1) and Z[X]/(XN +1) mod q, respectively, for positive integers
q,N . The constant term of a polynomial M(X) is denoted by M0. We summarize the notations in
Table 1.

2.1 Homomorphic Encryption

Our algorithms can be instantiated with any GSW-like homomorphic encryption scheme, such as
FHEW [DM15], TFHE [CGGI20], GAHE [Per21] or FINAL [BIP+22]. These schemes have the
benefit of keeping noise overhead additive after a long sequence of homomorphic multiplications by
utilizing asymmetric noise propagation. For concreteness, we describe them using the notation of
FHEW and TFHE, that is, with scalar ciphertexts defined over the Learning With Errors (LWE)
problem and its ring variant (RLWE). Let us discuss three different ciphertext formats which put
together such schemes.

LWE, RLWE, and RGSW Ciphertexts. We define a ciphertext modulus as q and plaintext modulus
as t, where t≪ q. Let us denote ∆ = ⌊q/t⌉.

– An LWE ciphertext is defined as c := (a, b) ∈ Zn+1
q , where b = ⟨a, s⟩+∆ ·m+ e for a message

m ∈ Zt and a secret key s ∈ Zn. c is denoted by LWEn,t,q(m).

– An RLWE ciphertext is defined as c := (a, b) ∈ R2
q , where b = a · s+∆ ·m+ e for a message

polynomial m ∈ Rt and a secret key s ∈ R. c is denoted by RLWEN,t,q(m).

– Given a base Bg and ℓ = O(log q), we define a gadget vector g = (1, Bg, . . . , B
ℓ−1
g )t. An

RGSW ciphertext is a form of C := (a,b) ∈ R2ℓ×2
q , where b = Z+m ·G, where each row of Z is

an RLWE encryption of 0 and G is a gadget matrix which is defined by G = I2 ⊗ g.

Homomorphic Operations and Basic Algorithms. We introduce some homomorphic operations
and basic algorithms that we use in this paper.

Homomorphic Addition. Let c1 := (a1, b1) and c2 := (a2, b2) be two RLWE ciphertexts. The addition
between two ciphertexts is defined as c+ := c1 + c2 = (a1 + a2, b1 + b2).

Gate Operation. Homomorphic NOT gate of a LWE ciphertext c encrypting a bit m is efficiently
instantiated as NOT(c) := (0, ∆) − c. This operation does not require bootstrapping at the end
unlike other gate operations such as XOR, AND, OR, and NAND [CGGI20], hence the computation
is almost free.

Plaintext-Ciphertext Product. We define a multiplication between a plaintext polynomial P (X) ∈
Zt[X] and an RLWE ciphertext c := (a, b) as

Plain.Mult(c, P (X))→ c′ := (a′, b′),

where a′ = a′ · P (X) and b′ = b · P (X).

5



External Product. We define a homomorphic multiplication between an RLWE ciphertext and
an RGSW ciphertext, which is called external product in [CGGI16a], denoted as ⊡, as following:
A⊡ b = G−1(b) ·A, where A is a RGSW(mA) ∈ {0, 1} and b is a RLWE(mb) sample of µb ∈ Rq

and G−1(·) is the gadget decomposition function which satisfies ⟨G−1(a),G⟩ = a for a ∈ Rq.

Extract. Given an RLWE ciphertext encrypting m(X) ∈ Rt, it outputs an LWE encryption of mi

which is the i-th coefficient of m(X) for some i ∈ [0, . . . N−1]. We note that this algorithm is defined
as SampleExtract in [CGGI20] which does not add any noise in the output and the computation time
is almost free in practice since it only rearranges the order of components of input vector/polynomial.
Note that one can use key switching method additionally to change the dimension of output LWE
ciphertext from N which is given from the input RLWE ciphertext to n. In this paper we call this
algorithm ExtractRLWEtoLWE.

Conversion. There is also an efficient conversion algorithm from a RLWE ciphertext encrypting
a polynomial m(X) to a RGSW ciphertext encrypting the constant term of m(X) which is m0

(Algorithm 4 of [CCR19]). In our case, the algorithm takes ℓ RLWE ciphertexts

{RLWEN,t,q(
∑N−1

i=0
mi ·Bj

g ·Xi))}j∈[ℓ]

as input and then outputs RGSW(m0). To run this algorithm, it requires additional public evaluation
key denoted by ksk sent by the client beforehand. We call the algorithm RLWEtoRGSW throughout
the paper.

2.2 Transciphering: a General Strategy to Reduce Communication Cost

The ciphertext expansion, i.e., the ratio between the size of ciphertext and the size of plaintext, is
one way of measuring the efficiency of any cipher, as it represents the communication overhead
incurred by sending encrypted data instead of the data in clear.

It is well known that FHE schemes perform badly on this metric because their ciphertexts
are usually large (the ratio is almost 10 for most applications [PT20,ACLS18]). To amend this
problem, several papers have proposed that the client could use symmetric ciphers to encrypt the
data, and then the server could use FHE to evaluate the decryption of the symmetric cipher, thus
obtaining FHE encryptions of the client’s data. In this scenario, there is a setup phase where the
client generates the symmetric key k, and the keys for the FHE scheme sk and pk. then the client
encrypts k under sk, generating ζ := FHE.Encsk(k), and sends (ζ, pk) to the server.

To use the application provided by the server, the client encrypts their data x using the
symmetric cipher and sends Sym.Enc(x) to the server instead of FHE.Enc(x). Since symmetric
ciphers typically have very low ciphertext expansion, close to one, the amount of data that the client
sends is close to the size of the data in clear. The server can compute Eval(Sym.Dec,Sym.Enc(x), ζ),
which yields FHE.Enc(Sym.Deck(Sym.Enc(x))) = FHE.Enc(x). Then the server can proceed with the
homomorphic computations as usual.

There are specialized FHE-friendly ciphers whose decryption functions can be easily evaluated
by FHE schemes. In this work, we consider the FiLIP cipher [HMR20], a stream cipher specifically
designed to be evaluated with GSW-like FHE schemes like TFHE and FHEW.

FiLIP Cipher. FiLIP is a binary stream cipher based on filter permutator and non-linear
functions [MCJS19]. The encryption and decryption algorithms work as follows: let K ∈ {0, 1}Z be
the the secret key; for each bit mi of the message, we use a forward secure PRNG to sample
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Fig. 1: FiLIP encryption of one bit. Using the PRNG, we select a subset of the bits of the keys, then we shuffle them
and apply an XOR with each bit of the whitening vector. Finally, we apply the non-linear function f and XOR the
result with the plaintext.

– si: a vector with z bits of K,
– Pi: an z to z permutation,
– wi: an z-dimensional binary vector called whitening.

Then, for some function f : {0, 1}z → {0, 1} fixed beforehand, we compute ci := mi⊕f(Pi(si)⊕wi) ∈
{0, 1}. One round of FiLIP is illustrated in Figure 1.

We implemented the variant called FiLIP-144 in [HMR20], which consists in setting Z = 214, z =
144 and f as the function XTHR81,32,63 described in Definition 2. We note that those parameters of
FiLIP-144 yield 128 bit security, following the analysis in [MCJS19].

Definition 1 (Threshold Function (Definition 10 of [HMR20])). Let s ∈ N∗. For any positive
integer d ≤ s+ 1, the boolean function Td,s is defined as:

∀x = (x1, . . . , xs) ∈ Fs
2, Td,s(x) =

{
1 if WH(x) ≥ d,

0, otherwise

where WH(x) is the Hamming weight of a binary vector x.

Definition 2 (XOR-THR Function (Definition 11 of [HMR20])). For any positive integers
k, d, and s such that d ≤ s+ 1, and for all z = (x1, . . . , xk, y1, . . . , ys) ∈ Fk+s

2 , XTHRk,d,s is defined
as:

XTHRk,d,s(z) = XORk(x1, . . . , xk) + Td,s(y1, . . . , ys) ∈ F2,

where XORk(x1, . . . , xk) = x1 + · · ·+ xk ∈ F2.

2.3 Decision Trees and Private Decision Tree Evaluation

Here we introduce the definitions and notations related to decision trees. Our notations are similar
to that of previous works [TKK19,TBK20], and are summarized in Table 1,
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A decision tree implements a function T : Zn → {τ0, . . . , τk−1} that maps an attribute vector
x = (x0, . . . , xn−1) to a finite set of classification labels {τ0, . . . , τk−1}.3 Decision trees are binary tree
structures with a collection of decision nodes and leaf nodes. A decision tree modelM = (T , t,a)
consists of the function T and the following functions on the nodes:

– t is a function that assigns to each decision node a threshold value, t : [0,m− 1]→ Z.
– a is a function which assigns to each decision node an attribute index, a : [0,m− 1]→ [0, n− 1].
– lab is a labeling function that assigns to each leaf node a label, lab : [m, . . . ,M−1]→ {τ0, ..., τk−1}.

Node Indices. Given a decision tree, the index of a node is its order as computed by breadth-first
traversal, starting at the root with index 0. If the tree is complete, then a node with index v has
the left child at index 2v + 1 and the right child at index 2v + 2. With this indexing scheme, the
leaves of the tree are read from left to right, corresponding with the ordering ℓ0, . . . ℓ2s−1, where 2s

is the number of nodes of the complete tree.

Decision Tree Evaluation. Given an attribute vector x = (x0, . . . , xn−1) and a decision tree model
M = (T , t,a), then starting at the root, decision tree evaluation functionality evaluates at each
decision node v ∈ [m] the decision b←

[
xa(v) ≥ t(v)

]
and moves either to the right (if b = 0) or the

left (if b = 1) child node. The evaluation returns the label of the reached leaf as the result of the
computation, denoted by T (x).

3 Building Blocks

In this section, we introduce our novel algorithms; homomorphic comparison and homomorphic
traversal, which are key building blocks of PDTE.

3.1 Homomorphic Comparison

In this section, we introduce our novel homomorphic comparison algorithms when one operand is in
clear. The techniques are different depending on how input messages are encoded. The first two
cases assume that the encrypted input is encoded on the exponent of the variable X of a polynomial.
And the last one assumes that the inputs are encrypted bit-by-bit.

A Simple Comparison Function for Fewer Bits. In a decision tree, an input value sent by the
client is compared to a threshold value in each node. For our scenario, we require a homomorphic
comparison function that outputs 1 if the input is larger than a threshold value d, 0 otherwise.
Such functions are typically instantiated based on TFHE by using bootstrapping technique [ZS21]
or deterministic automata [CGGI20]. Since the latter technique consists of only a few external
products to implement the desired function per bit, it is much faster than the former. However, if
we use deterministic automata, the client has to send two types of ciphertexts (RLWE and RGSW
ciphertexts) in our scenario and the size of a RGSW ciphertext is larger than a RLWE ciphertext.

More importantly, such homomorphic comparison functions are built for generic scenarios,
i.e., two values for comparison are encrypted. However, in some cases, a computing party runs
the comparison function with its own data which is in cleartext. Therefore, we propose a more
optimal technique for such scenarios, detailed in Algorithm 1, that outputs an RLWE ciphertext
encrypting a polynomial with the constant term being desired output bit (either 1 or 0). If we

3 Typically attribute vectors are in the space Rn, so we assume a fixed-point encoding of the values.
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use ExtractRLWEToLWE at the end, one can get an LWE ciphertext of comparison output with zero
computational overhead.

The idea of encoding the comparison result in the constant term of a polynomial is similar
to [LZS18], however, both the inputs in their case are ciphertexts; so the computation is more
expensive than ciphertext-plaintext operations in general.

Algorithm 1 Comparison function PolyComp.

1: Input: c := RLWEN,t,q(X
M ) and a threshold value t̄.

2: Output: RLWEN,t,q(M(X)); M0 = 1 if M ≥ t̄, otherwise M0 = 0, where M0 is the constant term of M(X).
3: Let T (X) := X2N−N +X2N−(N−1) + · · ·+X2N−t̄

4: compute Plain.Mult(c, T (X))→ c′

5: return c′.

Correctness. Suppose we want to compare a value M ≤ N with a threshold t̄. Let c = (a, b =
a · s+∆ ·XM + e) ∈ R2

q be an input RLWE ciphertext which encrypts XM . After the test vector
Rq is multiplied to both initial a and b (after the line 4), it produces c′ = (a′, b′) where a′ = a ·T (X)
and b′ = b · T (X) = a · T (X) · s+∆ ·Xµ · T (X) + e · T (X). Therefore, the result c′ is an RLWE
ciphertext encrypting T (X) ·XM . We want to have the comparison output bit on the constant term
of the message. In other words, T0 is 1 if t̄ ≤M ≤ N , 0 otherwise. Therefore, the result holds.

Although the proposed comparison has a constant computation complexity up to logN bits, it
has a limitation — it only supports up to logN -bit comparisons. If one wants to compare larger
number of bits, it is necessary to increase underlying scheme’s parameters. Therefore, we suggest
two techniques below to handle larger number of bits for the aforementioned scenarios.

Amortized Comparison: A New Strategy to Compare an Encrypted Message With
Several Plaintexts. We assume that m is encrypted bit by bit with any FHE scheme that allows
us to execute binary gates efficiently, specifically AND gates.4 We use dynamic programming to
construct an algorithm that, given an encryption of m and several known values v(1), ..., v(n), outputs
ciphertexts ci’s encrypting 1 if m > v(i) and 0 otherwise.

The main observation is that if we write the comparisons in a recursive way, by combining the
results of the comparisons of subsequences of the bits, we can identify equal subsequences of bits in
different values v(i1), ..., v(ik), and execute only one comparison for this subsequence, instead of k.
For example, v(1), ..., v(10) have the same four most significant bits, then we can compare m with
msb4(v

(1)) and reuse this result for all the other nine v(i)’s. So we can run a single 4-bit comparison
instead of 10 comparisons.

Let m0, ...,mµ−1 and v0, ..., vµ−1 be the binary decomposition of two µ-bit integers m and v,
respectively, where m0 and v0 are the least significant bits. We define the homomorphic XNOR gate
as in Algorithm 2. Notice that evaluating such a gate is almost for free, since a homomorphic NOT
gate is evaluated with just a few subtractions. Then, we define the following quantity, which tells us
if all the bits µ− 1, . . . , k of m and v are equal or not:

Xk(v) = XNOR(Enc(mk), vk) · . . . · XNOR(Enc(mµ−1), vµ−1).

4 Schemes like FHEW [DM15], TFHE [CGGI20], GAHE [Per21] or FINAL [BIP+22], have a native homomorphic AND
gate, while with other schemes, like BGV [BGV12], AND gates are performed with homomorphic multiplications.
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Notice that Xk(v) = Enc(1) if (mk, ...,mµ−1) = (vk, ..., vµ−1), and Enc(0) otherwise. In particular,
X0(v) indicates whether m = v.

Algorithm 2 XNOR.

1: Input: Enc(mi) and vi, where mi, vi ∈ {0, 1}
2: Output: Enc(b) such that b = 1 if mi = vi and b = 0 otherwise.
3: if vi = 1 then

return Enc(mi).
4: else

return NOT(Enc(mi)).
5: end if

Finally, using v̄i to denote the negation of the i-bit of v, we define the following for the “greater
than” comparison

Rk(v) =Enc(mµ−1) · v̄µ−1 +Xµ−1(v) · Enc(mµ−2) · v̄µ−2

+ . . .+Xk+1(v) · Enc(mk) · v̄k.

Notice that in Rk(v) each term Xµ−i(v) · Enc(mµ−(i+1)) · v̄µ−(i+1) is testing if all the bits from
µ− i to µ− 1 are equal and if mµ−(i+1) > vµ−(i+1). Thus, the first most significant bit mj larger
than vj will yield an encryption of 1 and all the other terms will be encryptions of 0. In this case,
Rk(v) = Enc(1). But if there is no mj > vj , all the terms will be zero and Rk(v) = Enc(0). Thus,
Rk(v) encrypts 1 if and only if msbµ−k(m) > msbµ−k(v). Otherwise, it encrypts 0. In particular,
R0(v) = Enc(m > v). We can write Rk(v) and Xk(v) recursively as:

Rk−1(v) = Rk(v) +Xk(v) · Enc(mk−1) · v̄k−1 and

Xk−1(v) = XNOR(Enc(mk), vk−1) ·Xk(v).

These recursions are the base of our algorithm to compare Enc(m) with several different values of v.
Essentially, once we compute Rk(v), we store it, then to compare Enc(m) with some u, we can check
if the µ− k most significant bits of u and v are the same, and in this case, we have Rk(v) = Rk(u),
so we do not need to compute the comparison on those bits of u. We do the same for Xk(v), until
we compute R0(v) and X0(v) for all different v’s. We show it in detail in Algorithm 3, which is the
base case of the recursion of our grouped comparison presented later.

As we show in Lemma 1, the running time of Algorithm 3 is minimized when log n is larger
than µ. Thus, our final amortized comparison, presented in Algorithm 4, uses divide-and-conquer to
recursively break down the comparison by first comparing the most significant bits, then the last
significant bits, which means reducing µ but keeping n fix, until it reaches the base case, log n > µ,
when we finally call Algorithm 3.

The time complexity of Algorithm 4 is O(n · µ/ log n), which we prove in Lemma 2. This is
asymptotically better than the naive strategy of comparing m with each v(i) by a factor of log n.
Moreover, we ran several experiments to verify if the constant hidden in the asymptotic notation is
small. In more detail, we fixed some values of µ and varied log n, then we generated random µ-bit
integers and ran Algorithm 4 and n times the naive comparison, counting the number of AND gates
used in both cases. We observed that for the naive comparison, the number of AND gates is always
very close to 1.5 · µ. Thus, to compare n integers, we need 1.5 · n · µ AND gates. As it is shown in
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Algorithm 3 BaseGroupComp: base case of grouped comparison

1: Input: Enc(mi) for 0 ≤ i ≤ µ− 1 and µ-bit integers v(1), ..., v(n).
2: Output: R0(v

(i)) and X0(v
(i)) for 1 ≤ i ≤ n.

3: Rµ−1[0] = Enc(mµ−1)
4: Rµ−1[1] = 0
5: Xµ−1[0] = NOT(Enc(mµ−1))
6: Xµ−1[1] = Enc(mµ−1)
7: k = µ− 2
8: while k ≥ 0 do
9: Rk = [], Xk = [] ▷ Empty lists
10: for 1 ≤ i ≤ n do
11: vi,k = v(i)/2k ▷ µ− k most significant bits of v(i)

12: vi,k+1 = v(i)/2k+1

13: b = vi,k mod 2 ▷ k-th bit of v(i)

14: if Xk[vi,k] = null then
15: Xk[vi,k] = XNOR(Enc(mk), b) ·Xk+1[vi,k+1]
16: if b = 1 then
17: Rk[vi,k] = Rk+1[vi,k+1]
18: else
19: Rk[vi,k] = Rk+1[vi,k+1] +Xk+1[vi,k+1] · Enc(mk)
20: end if
21: end if
22: end for
23: k = k − 1
24: end while
25: return R0, X0

Fig. 2, even for very small values of n, like n = 4, our algorithm is already cheaper than the naive
strategy.

1 2 3 4 5 6 7 8 9 10 11 12 13 14
0

5

10

15

20

logn

W

µ = 16
µ = 32

Fig. 2: Performance comparison between naive and recursive grouped comparison algorithms. W denotes the number
of AND gates needed by the naive strategy divided by the number of AND gates required by our grouped comparison.

In the rest of this section, we prove our claims about the time complexity of algorithms 3 and 4.

Lemma 1. The number of homomorphic AND gates executed by Algorithm 3 is less than 4 · n if
log n ≥ µ and less than 2 · µ · n− n · (log n+ 1) if log n < µ.

Proof. First of all, notice that since vi is known in clear we can evaluate the XNOR gate homomor-
phically simply by checking if vi is 1 and returning the input itself, namely, Enc(mi), or returning
NOT(Enc(mi)) if vi is equal to 0. So, we do not count it in the number of homomorphic gates.
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Algorithm 4 RecGroupComp: recursive grouped comparison

1: Input: Enc(mi) for 0 ≤ i ≤ µ− 1 and µ-bit integers v(1), . . . , v(n).
2: Output: R0(v

(j)) and X0(v
(j)) for 1 ≤ j ≤ n.

3: if µ ≤ log(n) then
4: return BaseGroupComp({Enc(mi)}µ−1

i=0 , {v
(j)}nj=1)

5: end if
6: k = ⌊µ/2⌋
7: L = [Enc(m0), ...,Enc(mk−1)]
8: M = [Enc(mk), ...,Enc(mµ−1)]
9: Lv = [lsbk(v

(1)), ..., lsbk(v
(n))]

10: Mv = [msbk(v
(1)), ...,msbk(v

(n))]
11: Rmsb, Xmsb = RecGroupComp(M,Mv)
12: Rlsb, Xlsb = RecGroupComp(L,Lv)
13: R = [], X = [] ▷ Empty lists
14: for 1 ≤ i ≤ n do
15: if X[v(i)] = null then
16: X[v(i)] = Xmsb[Mv[i]] ·Xlsb[Lv[i]]
17: R[v(i)] = Rmsb[Mv[i]] +Xmsb[Mv[i]] ·Rlsb[Lv[i]]
18: end if
19: end for
20: return R,X

Let k = µ− j. In the j-th iteration of the while loop, because each vi,k has j bits, there are up
to min(2j , n) different vi,k’s. For each of them, we execute up to 2 AND gates (lines 16 and 20),
thus, the whole algorithm requires 2 ·

∑µ
j=2min(2j , n) homomorphic binary gates. Now, we have

two cases:
– If n ≥ 2µ, then n = min(2j , n) for all j and the number of homomorphic binary gates required

by Algorithm 3 is 2 · (2µ+1 − 1− 1− 2) = 2µ+2 − 23 < 4 · n.
– If n < 2µ, then let ℓ := ⌊log2(n)⌋. We have then∑µ

j=2
min(2j , n) =

∑ℓ

j=2
2j +

∑µ

j=ℓ+1
n

= 2ℓ+1 − 4 + (µ− ℓ− 1) · n
≤ 2 · n− 4 + (µ− ℓ− 1) · n
≤ (µ− log n+ 1) · n− 4

So, the number of homomorphic gates evaluated is essentially 2 · (µ− log n+ 1) · n− 8.

Lemma 2. The number of homomorphic binary gates executed by Algorithm 4 is O(n · µ/ log n).

Proof. Let k be an integer such that µ/2k ≤ log n < 2 · µ/2k. Now, notice that the cost of that
algorithm can be expressed as T (µ) = 2 · T (µ/2) + 2 ·min(2µ, n). Accounting for k recursive levels,
we have

T (µ) = 2k · T (µ/2k) +
∑k

i=1
2i ·min(2µ/2

i−1
, n)

= 2k · T (µ/2k) +
∑k

i=1
2i · n

< 2k · T (µ/2k) + n · 2k+1

< 2k · 2µ/2k+2 + n · 2k+1 − 23 · 2k

12



< 2k · 4 · n+ 2 · n · 2k − 23 · 2k

and using the fact that log n < 2 · µ/2k, we obtain

T (µ) < (2 · µ/ log n) · 4 · n+ 2 · n · (2 · µ/ log n) ∈ O

(
nµ

log n

)
.

3.2 Homomorphic Traversal

The goal of homomorphic traversal algorithm is to move a value from the root to a desired leaf in a
binary tree of depth L. The path that the value on the root takes depends on the controller bits on
every node. In this algorithm, we use a homomorphic selection algorithm as a sub-routine. Let’s
assume that there is a complete binary tree with level L = logm, where m is the number of leaves.
The goal of this sub-algorithm is to obliviously copy the value of a parent node to one of the two
child nodes depending on a controller bit by using homomorphic multiplication. In more detail, if a
controller bit is 1, a value of the parent node is copied to the right child, otherwise it is copied to
the left child. We note that the homomorphic selection algorithm is executed in every internal node.

Let us denote the element contained in the parent node by b and the element of the child node
is not determined/updated yet. If the controller c bit is 1, the value of the the parent node (b) is
copied to the right child node and the left child node becomes 0. Otherwise, vice versa; The above
computations in the left child node (denoted by HS-L) and the right child node (denoted by HS-R)
are instantiated as follows:

HS-R(b, c) := c · b, HS-L(b, c) := (1− c) · b,

where · denotes homomorphic multiplication. The algorithm of homomorphic selection HomSel is
described in Algorithm 5.

Algorithm 5 Homomorphic selection HomSel

1: Input: c, a ciphertext encrypting a bit, and the value of parent node a
2: Output: a new updated value of the left child node bl, and the right child node br
3: Initialize the child node values bl = 0 and br = 0
4: br := HS-R(a, c), bl := b− br
5: return (bl, br)

Now, we can think of a binary tree based structure for homomorphic traversal with logm depth.
As a setup phase, all the nodes are initialized with 0 except the root which contains 1. The desired
index i is represented as its bit-decomposed form of logm binary elements, and each bit is encrypted.
Each of those (encrypted) bit is the controller bit of all nodes of each level. After m−1 homomorphic
selections, the value of the root (which is 1) is copied to a leaf at the position of the desired index (if
we read the index of the leaves from the right to left). In fact, our homomorphic traversal algorithm
is essentially a homomorphic demultiplexer when there are logm choice bits, one for every level.
This algorithm has a multiplicative depth of logm and the overall multiplication complexity is
O(m). Section 4 describes a more general case when there is a choice for every node, which is why
we prefer the term “homomorphic traversal” defined in Algorithm 6. This algorithm emulates the
decision tree evaluation homomorphically.
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Fig. 3: Example homomorphic traversal on a binary decision tree: the circular nodes represent the internal nodes, the
square nodes represent the leaf nodes. The root node is set to 1 initially; given the controller bit c on each internal
node, the values of left child and right child are set based on our homomorphic selection algorithm. In the first layer,
the left child is set to 1 because HS-L(b, c) = 1 (and the right child is set to 0 because HS-R(b, c) = 0), where b is the
value of the parent (root) node. In the second layer, the right child is set to 1 because HS-R(b, c) = 1. Similarly, all the
nodes on the blue path becomes 1, and all other nodes that are not on that path becomes 0 in our homomorphic
traversal algorithm. Note that, the values of b, c, and the output of HS-R and HS-L functions are encrypted.

The advantage of this algorithm is that we can halve the number of multiplications by reusing
the value of one child node for the other one. In other words, we can reuse the value of HS-R for
HS-L without additional multiplication. Therefore, the number of multiplications is same as the
number of decision nodes. This makes our PDTE perform much better than other existing works.
We will discuss this later in Section 7.

Algorithm 6 Homomorphic traversal HomTrav

1: Input: logm controller elements {c0, . . . , cs}, the value of the root a.
2: Output: m values of leaves: z0, . . . , zm−1

3: Initialize all the node values bi as 0 for i ∈ {1, . . . , 2m− 2}
4: b1, b2 := HomSel(c0, a) ▷ Compute first two children of root
5: for i← 2, . . . , s+ 1 do
6: for j ← 0, . . . , 2i−1 − 1 do
7: (b2i+2∗j−1, b2i+2∗j) := HomSel(ci, b2i−1−1+j)
8: end for
9: end for
10: for i← 0, . . . ,m− 1 do
11: zi := b2s+1−1+i

12: end for
13: return z0, . . . , zm−1
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4 Our Private Decision Tree Evaluation: SortingHat

4.1 System and Security Model

We consider a “single client single server” scenario, where the server holds a decision tree model,
and the client holds some private data that they do not want to reveal to the server; however they
want to use the decision tree model held by the server to classify the data. We want to design a
protocol where the client provides the private data to the server in a format such that the server
can only run the decision tree model on the data and return the classification result to the client;
but cannot extract any information about the data or the classification result.

We want to design a non-interactive protocol, i.e., the client has to interact with the server only
to send the query and to retrieve the classification result. A protocol with multi-round interactions
between the server and the client not only increases the communication overhead, but also requires
the client to be active throughout the protocol execution.

Threat Model. Our security goals are similar to previous works [WFNL16,TKK19,TBK20],
namely, we want to protect the privacy of the client’s data from the server. To do this, we consider
the semi-honest model, also known as honest-but-curious adversary, i.e., the server is supposed to
follow the protocol and perform all the computation correctly, but can store all the ciphertexts and
other data sent by the client and, afterwards, act as any probabilistic polynomial time adversary
and perform computation to try distinguish ciphertexts encrypting different messages, recover secret
keys, etc. As usual in FHE-based protocols, we do not address circuit privacy.

We want to highlight that our work is complementary to work on differential privacy in the
machine learning community. Differential privacy techniques aim to construct classifiers (such as
decision tress) from sensitive user training data without leaking more than a bounded amount of
information. Whereas, we try to protect the privacy of user data during the classification phase.

4.2 Data and Tree Structure

Let T be a binary tree with depth d which is is the length of the longest path from the root to a
leaf. In each decision node v, the output bit of comparison function is stored as t(v). Each child
node of the parent node v computes different homomorphic operations taking t(v) on input. The
output of this operation, denoted by b2v+1 (resp. b2v+2), is stored in the left (resp. right) child node.

Each leaf node l is associated with a classification result lab(l) = τj for some j ∈ [0, . . . , k − 1]
and a value zl which is initialized as 0 and updated to an output of homomorphic traversal at the
end of the protocol.

4.3 Overall Description

In each decision node, a server computes the comparison function taking its assigned attribute and
threshold value on input to obtain bit denoting which node to traverse. Let us denote the attribute
vector of client by x := (x0, . . . , xn−1). Once the server obtains the output of the comparison function,
he runs homomorphic traversal algorithm to obtain the final vector where the only component
corresponding to the classification label is encryption of 1, the rest are encryptions of 0.

1. Server initializes the value of each node as 0, denoted by bj for all j ∈ {0, . . . , 2m− 2} except
the root, denoted by b0, which contains 1.
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2. For every decision node v, the server computes a comparison function with its assigned attributes
xa(v) with a node-specific threshold value t(v). We denote the output of each node by cv
corresponding to the node v for v ∈ {0, . . . ,m− 1}.

3. Then the server runs the homomorphic traversal algorithm HomTrav({cv}v∈{0,...,m−1}, {bi}i∈{0,...,2m−2})
→ {zl}l∈L.

At the end of the protocol, the only one leaf has a value which is an encryption of 1, corresponding
to the label lab(l) for some l ∈ L and the rest are encryptions of 0.

4.4 Our PDTE Instantiated with GSW-like HE Schemes

For each decision node v, the threshold value is already computed as t(v) in the server’s tree model
T . Let k be the number of classification labels. The client sends RLWE ciphertexts as encryptions of
its attributes. Once the server obtains encryptions of attributes from the client, it runs comparison
function for each decision node with its assigned threshold value and stores the outputs as controller
bits of the decision nodes described as the first step in the previous section. The output of our
comparison function is an RLWE ciphertext, but the homomorphic traversal algorithm takes RGSW
ciphertexts as its inputs. To that end, we use the efficient conversion algorithm RLWEtoRGSW for
each output of the comparison function. However, this algorithm takes ℓ number of RLWE ciphertexts
which encrypt the same message with different scaling factors. Hence, the client sends basically n · ℓ
RLWE ciphertexts which are RLWEN,t,q(

1
∆Bj

g ·Xxi) for i ∈ [0, . . . , n− 1] and j ∈ [0, . . . , ℓ− 1]. This
setup for the client is addressed in Algorithm 7.

Algorithm 7 Setup of our PDTE.

Input: Security parameter λ.
▷ Client’s computation

1: Select FHE parameters for λ bits of security
2: sk, pk← FHE.KeyGen()
3: Prepare attribute vector (x1, . . . , xn)
4: for i← 0, . . . , n− 1 do
5: for j ← 0, . . . , ℓ− 1 do
6: ci,j ← RLWEN,t,q(

1
∆
Bj

g ·Xxi)
7: end for
8: end for
9: generate an evaluation key ksk
10: Send ksk, {ci,j}i∈[0,...,n−1],j∈[0,...,ℓ−1] to the server.

Next, server runs homomorphic traversal algorithm where the homomorphic multiplication is
instantiated as external product between an RGSW ciphertext and an RLWE ciphertext. At the
end of running the traversal, server’s output is a k dimensional vector consisting of values of leaves
which are RLWE ciphertexts encrypting either 1 or 0. The value of the leaf corresponding to the
classification label is the only ciphertext encrypting 1. Then server computes dot product between
the vector and the vector of classification labels to produce the correct classification label as the
last step of our PDTE. The server sends the result as his answer. We describe the process of the
server in Algorithm 8.
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Algorithm 8 Server’s computation for PDTE.

1: Input: {ci,j}i∈[0,...,n−1],j∈[0,...,ℓ−1], ksk and classification labels τ0, . . . , τk−1

2: Output: c := RLWEN,t,q(T (x0, . . . , xn−1)) which is the resulting classification label
3: c← 0
4: a← 1
5: for i← 0 . . .m− 1 do
6: for j ← 0 . . . ℓ− 1 do
7: Let t(i) be the threshold value of i-th node.
8: Run PolyComp(ca(i),j , t(i))→ bi,j
9: end for
10: Run RLWEtoRGSW({bi,j)}j∈[0,...,ℓ−1], ksk)→ ĉi
11: end for
12: Run HomTrav({ĉi}i∈[0,...,m−1], a)→ {zl}l∈L
13: for l ∈ L do
14: c← c+ Plain.Mult(zl, lab(l))
15: end for
16: return c.

Security of SortingHat. The attribute vector sent by the client, the output of the comparison
function on each node, and outputs of HS-L() and HS-R(), and the final classification result are
encrypted using a semantic secure (IND-CPA) homomorphic encryption scheme (privacy of the
client data). Therefore, the server does not learn any information about the client’s attribute vector
(except the length), or the classification result.

5 Fast Transciphering via FiLIP cipher

We can further improve the communication overhead of SortingHat using standard transciphering
techniques. However, transciphering comes with additional computation overhead for the server. We
improve the performance of transciphering by providing a faster way to evaluate the decryption
function of FiLIP [HMR20] homomorphically for any GSW-like homomorphic encryption scheme.
Our transciphering takes as input a ciphertext c = FiLIP.enc(m) and outputs a low-noise LWE
encryption c′ of m, so that further homomorphic computation is possible in the usual way, i.e., by
evaluating binary gates on c′.

Firstly, there is a setup phase where the client sends to the server RLWE and RGSW encryptions
of each bit ki of FiLIP’s secret key K, and the server produces LWE encryptions of NOT(ki) and
GSW encryptions of both Xki and XNOT(ki). To reduce communication cost, each RLWE ciphertext
encrypts N bits. This step is shown in detail in Algorithm 9

To efficiently evaluate the threshold function T32,63(y), where y := (y1, . . . , y63) ∈ {0, 1}63, our
main idea is to start with GSW encryptions of Xyi , then use external products to obtain a ring
encryption of X

∑
yi . Note that, because this sum is less than N , it holds that X

∑
yi = XWH(y),

i.e., we obtain the Hamming weight on the exponent. Finally, we multiply by a test-polynomial to
perform the comparison with d := 32 and extract an LWE sample. At the end of this step, we have
c′ := LWEn,2,q(T32,63(y)).

The second step consists of computing XOR gates. In a naive implementation, one could use
the homomorphic gates provided by the FHE scheme, however, because we are using scaling factor
∆ = q/2, we can simply use homomorphic additions, which are much cheaper. In more details, we
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Algorithm 9 Setup of homomorphic FiLIP.

Input: Security parameter λ.
▷ Client’s computation

1: Select FiLIP and FHE parameters for λ bits of security
2: sk, pk← FHE.KeyGen()
3: K ← FiLIP.keygen()
4: for 1 ≤ i ≤ Z do
5: Let ki be the i-th bit of K
6: Ci ← RGSW(ki)
7: end for
8: for 1 ≤ i ≤ ⌈Z/N⌉ do
9: Let k(X) :=

∑i·N
j=(i−1)·N kj ·Xj

10: c̃i ← RLWEN,2,q(k(X))
11: end for
12: Send pk, {Ci}Zi=1, {c̃i}

⌈Z/N⌉
i=1 to the server.

▷ Server’s computation
13: for 1 ≤ i ≤ Z do
14: u← i mod N
15: v ← ⌊i/N⌋
16: ci ← ExtractRLWEtoLWE(c̃v, u) ▷ LWEn,2,q(ki)
17: end for
18: for 1 ≤ i ≤ Z do
19: c̄i ← FHE.NOT(ci) ▷ LWEn,2,q(NOT(ki))
20: Ci ← RGSW(1) + (X − 1) ·Ci ▷ encryption of Xki

21: C̄i ← RGSW(X) + (1−X) ·Ci ▷ encryption of XNOT(ki)

22: end for

assume we have ci := LWEn,2,q(xi) for the bits xi of FiLIP’s secret key and we compute

c = c′ +
81∑
i=1

ci = c′ + LWEn,q(XORk(x1, . . . , xk))

= LWEn,2,q(XTHR81,32,63(x,y))

The last step consists in simply adding this to the FiLIP ciphertext. This procedure is shown in
detail in Algorithm 10. The subset, the permutation, and the whitening vector are in clear, therefore,
applying them to the encrypted bits of FiLIP’s secret key boils down to selecting some ciphertexts
pre-computed in the setup phase, thus, this is done almost for free.

5.1 Bandwidth Efficient PDTE: t-SortingHat

As a result of employing our improved transciphering technique, we achieve our bandwidth efficient
PDTE t-SortingHat, which we describe below. The client and the server first run the transciphering
setup described in Algorithm 9. Then, every time the client wants to classify one input with n
attributes and µ bits per attribute, the following protocol is executed:

Client. The client samples an IV v and use it to encrypt the n ·µ bits of the input with FiLIP cipher.
The client then send v and the n · µ encrypted bits to the server.

Server. The server executes the following steps:
1) Runs homomorphic FiLIP decryption function (Algorithm 10) per bit. At the end of this

step, server obtains n · µ LWE ciphertexts.
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Algorithm 10 Homomorphic FiLIP.dec.

Input: c = FiLIP.enc(b), an IV, and ciphertexts ci, c̄i,Ci, C̄i computed in the setup phase.
Output: LWEn,2,q(b)
1: Sample a random subset S := {s1, ..., sz} ⊆ {1, ..., Z}
2: Sample a random permutation π : S → S.
3: Sample a random whitening vector w ∈ {0, 1}z
4: for 1 ≤ i ≤ z do
5: j ← π[si]
6: if wi = 0 then
7: c′i := cj , C′

i := Cj

8: else
9: c′i := c̄j , C′

i := C̄j

10: end if
11: end for

▷ Compute the function XORk(x1, . . . , xk)
12: x := LWEn,2,q(0)
13: for 1 ≤ i ≤ k do
14: x← x+ c′i
15: end for

▷ Compute the threshold function Td,s(y)
16: y := RLWEN,2,Q(1)
17: for k + 1 ≤ i ≤ z do
18: y← C′

i ⊡ y
19: end for
20: u← PolyComp(y, d)
21: t← ExtractRLWEtoLWE(u, 0)

▷ Add XTHRk,d,s(x,y) to the FiLIP ciphertext
22: return x+ t+ (0, (q/2) · c)

2) Runs the group comparison function (Algorithm 4) n times using the threshold values of
all decision nodes {t(vj)}j∈[0,...,m−1], where vj ’s are decision nodes. We note that the better this
algorithm performs the more all t(vj)’s have common bits.

3) With the output value of the previous step, we run homomorphic traversal (Algorithm 6).
We note that the multiplication of homomorphic traversal is instantiated as homomorphic AND
gate in our instantiation.

4) Sends the output to the client.

We have to consider a technical issue when it is instantiated with GSW-like homomorphic
encryption schemes. Our transciphering method only outputs an encryption of a bit (plaintext
modulus t = 2) since FiLIP is designed for bit operations. Moreover, it is not straightforward to tweak
the algorithm to work over larger plaintext space. We only obtain ciphertexts like RLWEn,2,q(m)
from Algorithm 10 for m ∈ {0, 1}. Therefore, it is inevitable to use homomorphic bit operations for
the rest of computation. As a result, we employ our amortized comparison method addressed in
3.1 and instantiate our homomorphic traversal by using homomorphic AND gate. Despite of this
downside, our practical result is better than the existing works [TBK20,LZS18] which also uses
homomorphic AND gate, since we use more efficient algorithms as our building blocks, e.g., our
comparison function and homomorphic traversal. The efficiency comparison of each building block
is discussed in 7.
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We notice that now the client just has to send n · µ+O(λ) bits to the server, while in previous
solutions the upload cost is at least Θ(n · µ · λ · log λ), because each FHE ciphertext sent by the
client has bit length Θ(λ · log λ).

6 Implementation

We have developed a proof-of-concept implementation of SortingHat; as well as an implementation
of our improved transciphering technique for FiLIP cipher and grouped comparison used in t-
SortingHat.

Our homomorphic traversal algorithm consists of binary circuits and has logm multiplicative
depth for a complete tree of depth logm, moreover, all logm multiplications are done sequentially.
Therefore, TFHE [CGGI20] which supports efficient binary circuit evaluation and slower noise
growth is the best choice for our construction to be instantiated. Our instantiations use the following
parameters which supports 128 bits of security.

– Ciphertext modulus q = 264.
– Ring dimension N = 2048.
– The standard deviation of the error distribution σ ≈ 29 (Note: the σ is interpreted as σ/q ≈ 2−55

in Torus, so is in TFHE library.)
– Decomposition parameters for key switching (B, ℓ) = (24, 8).
– Decomposition parameters for everything else (B, ℓ) = (24, 7).

Our PDTE algorithm written in the Rust programming language using the Concrete library [CJL+20].
The original TFHE library [CGGI16b] and Concrete use the same FFT library (FFTW [FJ05]) for
polynomial multiplication so we do not expect the performance to change significantly if our PDTE
is implemented in TFHE. Finally, we include the dependency manifest (Cargo.lock) to ensure
reproducible results.

Our homomorphic FiLIP and grouped comparison is implemented using C++ with the FINAL
library, which we instantiated with the original parameters proposed in [BIP+22, Table 1], except by
the decomposition base of the FINAL GSW-like ciphertexts used during the transciphering, which
is set as 27. During the tree traversal, even the decomposition base is the same as in the original
parameter set. The FINAL library also uses the same FFT library (FFTW).

7 Performance Evaluation

In this section we evaluate the performance of our design based on our prototype implementation.
As we already explain in Section 1.2, only Tueno et al. [TBK20] achieve non-interactive PDTE
design with practical computation and communication overhead for the client.5 Therefore, we mainly
compare our performance with them.

7.1 Computation Complexity

PDTE: SortingHat and t-SortingHat. In order to compare our performance with the work of
Tueno et al. [TBK20], we first count the number of homomorphic operations (mainly multiplications)

5 The design by Lu et al. [LZS18] also achieves non-interactive PDTE, however, the computation and communication
overhead for the client render their design impractical.
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of both works in Table 2. As we discussed in Section 3.1, our comparison function only consists of
one multiplication up to logN bits due to our novel optimization technique for plaintext-ciphertext
comparison. For general bit length of inputs, we suggest amortized comparison method when
the threshold bits of decision nodes have some common subsequence bits. The homomorphic
multiplication complexity for m comparison of the entire tree is O( m·µ

logm), for input bit length µ.
As we discussed in Section 5.1, we instantiated the multiplication with homomorphic AND gate
which consists of n̄ external products, where n̄ is the dimension of an LWE secret key. Note that
evaluating one external product takes 2 × ℓ polynomial multiplications, where ℓ = O(log q), q is
a ciphertext modulus. On the other hand, each comparison function used in [TBK20] consists of
µ logµ homomorphic AND gates for any µ bit inputs.

Next, the tree evaluation step (EvalPath of [TBK20]) consists of a chain multiplication for every
path per each leaf. Even though they mentioned their complexity of homomorphic multiplication
is O(m logm), their actual algorithm consists of 2 ·m multiplication over ciphertext by reusing
previously computed value. Furthermore, each multiplication is instantiated as TFHE AND gate
(2 ·m homomorphic AND gates in total) As a result, their tree evaluation requires 4 ·m · n̄ · ℓ. The
parameters of TFHE scheme yielding 128 bits security are chosen as n̄ = 630, q = 232, and ℓ = 3 in
the original paper [CGGI20].

On the contrary, our tree evaluation EvalTree is instantiated in two ways depending on types of
input ciphertext (thus, depending on protocols). We note that our homomorphic traversal algorithm
consists of m homomorphic multiplication.

1. SortingHat) RLWE ciphertexts encrypting integer: EvalTree consists of two sub-algorithms:
RLWEtoRGSW and HomTrav. The algorithm RLWEtoRGSW consists of logN external products
for each decision node, where N is the degree of the ciphertext polynomial. The homomorphic
multiplication HomTrav is instantiated with external product. Therefore, this step takes m external
product, resulting in m · (logN + 1) external products in total.

2. t-SortingHat) RLWE ciphertexts encrypting bit: EvalTree is mainly evaluating homomorphic
traversal algorithm which consists of m homomorphic AND gate as discussed in Section 5.1.

Table 2: Efficiency comparison in terms of the number of polynomial multiplication for each protocol. We denote
the complexity of evaluating comparison function Comp. µ denotes the bit length of the input. The tree evaluation is
denoted by EvalTree. We count the number of external product for this tree evaluation.

[TBK20] SortingHat t-SortingHat

Comp O(m · n̄ · µ · logµ · log q) O(m) O( m·µ
logm

)

EvalTree 2 ·m · n̄ m · (logN + 1) m · n̄

Transciphering: FiLIP In [HMR20], the authors propose some algorithms to evaluate FiLIP’s
decryption homomorphically. The fastest algorithm takes GSW ciphertexts as input and outputs
an LWE ciphertext. This is also the case in our Algorithm 10, except that we also need LWE
encryptions of the bits. Thus, in their setup phase, the client has to send only RGSW(ki) for every bit
ki of FiLIP’s secret key K ∈ {0, 1}Z , while in our case there are additional Z/N RLWE ciphertexts.
We stress that this is a small overhead, since LWE ciphertexts are very small compared to GSW
ciphertexts. For example, in our proof-of-concept implementation presented in Section 7.2, the
size of all RLWE ciphertexts sent during the setup phase is about 78 KB. Moreover, this setup is
executed only once.
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For the homomorphic decryption, [HMR20] proposes a Boolean circuit to compute the Hamming
weight, perform the comparison of the threshold function, and all the needed XOR gates. Then,
they use external products to compute AND gates. Since Hamming weight and comparison are
not functions that can be easily expressed as circuits, even with their refined analysis, they need
(s− d)d+ s− 2 = Θ(sd) homomorphic multiplications to evaluate XTHRk,d,s, while we just need s
homomorphic multiplications. We summarize this in Table 3

Table 3: Comparison of communication cost of the setup phase and number of operations needed in our homomorphic
FiLIP and in the one from [HMR20].

Setup phase Homomorphic FiLIP.dec

RGSW RLWE Add. Mult.

[HMR20] Z 0 (s− d)(2d− 1) + k (s− d)d+ s− 2
Ours Z Z/N k s

7.2 Experimental Results

PDTE: SortingHat. We experimentally evaluate the performance by running our protocol on
real datasets from the UCI repository [DG17] and compare with prior works [TBK20,LZS18].

Datasets and Training. Many of our dataset is obtained from the UCI repository [DG17] via the
OpenML [VvRBT13] service. To compare with prior work, we try to use the same dataset but not
all of them were available. 6 For the ones that are not available, we generate artificial models that
have the same depth and the same number of internal and leaf nodes. We also select a few more
datasets and train it with a variety of constraints on the number of nodes and depths to understand
our performance characteristics. The exact dataset is listed in Table 4 in the form of OpenML ID.7

The training is performed using scikit-learn [PVG+11].

Results and Discussion. We evaluate various decision tree models using our method with a personal
computer running on AMD Ryzen 5 5600X 6-Core Processor @ 3.70 GHz. In the experiment we use
either one thread τ = 1 or six threads τ = 6, to evaluate multiple attribute vectors in parallel. Our
results are given in Table 4. All results are amortized over the client input. Real models are used to
compare with existing work ([TBK20, Table VII] and [LZS18, Table 6]) when available, otherwise
we generate the model. Our results range between 20x to 90x faster when compared to [TBK20]
and is roughly 50x times faster than [LZS18]. Although the CPU used in the experiment is different
between our work and existing work, our single-threaded version still significantly outperforms the
existing work.

We also note that the input size differs depending on protocol in Table 4. In our case, we use
11 bits integers as input since our parameter N is 211, however [TBK20] uses 16 bits, and [LZS18]
uses 12 bits. The dataset that we worked on has actually small input size, which 11 bits are more
than enough. Moreover, if it is necessary to increase input size upto 22 bits, one can always build
a bigger tree by splitting one feature into two of 11 bits. Or one can use the general extension of
PolyComp which gives the same computation time for input size from 12 bits to 22 bits with some
computation overhead, which is discussed in Appendix A.

6 The “Housing” dataset, used by both [TBK20] and [LZS18], does not exist in the UCI repository.
7 Accessing the dataset can be done via, e.g., https://www.openml.org/search?type=data&id=31 for ID 31.
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Table 4: PDTE results for various datasets. The model attribute description can be found in Section 2.3. Dataset
marked with asterisk (*) are generated artificially. ID is the OpenML ID given for reproducibility purposes. The time
is given in milliseconds. τ is the number of threads.

[TBK20] [LZS18] SortingHat
dataset ID d m n τ = 16 τ = 16 τ = 1 τ = 6

heart 1565 3 5 13 940 590 42.3 10.5
breast 1510 7 17 30 - - 154 34.8
steel 1504 5 6 33 - - 51.9 12.3

housing* N/A 13 92 13 6300 10270 892 190
spam 44 16 58 57 3660 6880 553 115

artificial* N/A 10 500 16 22390 56370 4787 1045

Tueno et al. [TBK20] showed an alternative approach to speed up using SIMD slots [SV11]
that uses BGV [BGV12]. The authors use between 600 and 6198 plaintext slots in one ciphertext
during evaluation. In other words, hundreds or thousands of attribute vectors are evaluated at once.
The amortized efficiency gains from this approach is significant and can perform better than our
design, however, it is only applicable when the client can batch such large number of queries. If
an individual wishes to perform secure decision tree evaluation using his or her health data, for
example, then there would be only one attribute vector. Similarly, on-device spam detection also
cannot batch hundreds of email or text messages due to the latency requirement. Furthermore, the
batching technique only applies to attribute vectors using the same key. Whereas our multi-threaded
approach does not have this constraint.

Overhead for the Client. In our design (and also for [TBK20]), the client only decrypts one ciphertext
to retrieve the result. This operation consists of one polynomial multiplication that takes only a few
milliseconds. The design by Lu et al. [LZS18] requires 320 milliseconds for the client to decrypt the
result for the “heart” dataset, and 3.35 seconds for the “spam” dataset.

Transciphering: FiLIP Our proof-of-concept implementation of homomorphic FiLIP uses the
FHE scheme FINAL [BIP+22] instead of TFHE [CGGI20]. Thus, each GSW ciphertext in our
protocol is around 12 KB long, while GSW ciphertexts in [HMR20] require 98 KB each. The authors
present a few different instantiations of homomorphic FiLIP and we compare our running times
with their most efficient version using a personal computer with a AMD Ryzen 5 5600X 6-Core
Processor. Our running times are nearly 400 times faster than theirs. We summarize these results in
Table 5. It is not clear if the prior work used multiple threads, hence, to be conservative, we are
assuming they used only one thread and we also run our experiments on a single thread. Similarly,
these results do not rule out influences of the difference in CPU. Nevertheless, we still expect our
results to be two orders of magnitude faster when hardware differences are accounted.

Table 5: Comparison between the communication cost of the setup phase and the running times of the homomorphic
FiLIP decryption.

[HMR20] Ours Improvement

Setup 800 MB 200 MB ×4
Timing 1018 ms 2.62 ms ×388
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Grouped Comparison. In Table 6 we present our results of PDTE evaluation when the tran-
sciphering is used. We ran the experiments on the same machine as before (AMD Ryzen 5 5600X
6-Core Processor). These results only show the homomorphic comparisons executed in each decision
node and the tree traversal step, i.e., not including transciphering. But the total timing can be
easily derived from Table 5. For example, the artificial dataset has 16 features which are 16 bits
each, then transciphering would take an additional 670 ms on top of the results in Table 6, which is
marginal. The key observation we make is that when the number of nodes are much higher than the
number of features, e.g., in the case of the artificial dataset, then our comparison technique start to
outperform the naive approach. Notice that previous works used several threads to execute their
experiments, while we are using a single thread. We expect our results to improve significantly with
a parallel implementation.

Considering the communication cost of [TBK20], to run the classification on an input with n
attributes, each one with µ bits, the client has to send n · µ ciphertexts, and each ciphertext has
more than 20 thousand bits. In our case, thanks to the transciphering, the client just has to encrypt
the input with the stream cipher FiLIP, thus, there is no data expansion. In addition, the client has
to send an IV with λ bits. Thus, our communication cost is simply n · µ+ λ bits. Therefore, the
client has to upload around 2 · 104 times less data with our solution.

Table 6: Performance results when using grouped comparison on a single thread for attribute vectors with 16 bits.
The timing is listed in seconds. The details of the dataset can be found on Table 4. Notice that the communication
cost is about 2 · 104 times lower in our solution, due to the use of transciphering.

dataset [TBK20] (τ = 16) Naive (τ = 1) Recursive (τ = 1)

heart 0.94 1.51 1.52
housing* 6.3 30.18 28.60
spam 3.66 20.3 21.49

artificial* 22.39 145.9 92.44

8 Conclusion and Future Work

In this paper, we have presented a new non-interactive design SortingHat for the private decision
tree evaluation problem. SortingHat has low computation (few milliseconds) and communication
overhead for the client, and because of our efficient homomorphic comparison and homomorphic
traversal techniques the computation cost for the server is 20–90 times lower than existing solutions —
and these optimizations make SortingHat suitable for practical use. Moreover, we provided a solution
in the form of t-SortingHat to further reduce the communication overhead by reducing the ciphertext
expansion drastically using a computationally efficient transciphering method. Unfortunately, the
transciphering method is not compatible with our fast homomorphic comparison function. An
important future work would be design a computationally efficient transciphering technique that is
compatible with our fast comparison function.
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A General Extension of PolyComp for Arbitrary Number of Bits.

An extension of our comparison algorithm (Section 3.1) for inputs of size larger than logN is
discussed below. First, we decompose the two inputs of the comparison, say A and B, with the base
2N , i.e., A = 2kN ·Ak + · · ·+ 20 ·A0 and B = 2kN ·Bk + · · ·+ 20, where Ai’s and Bi’s are logN bit
integers ∀i ∈ {0, . . . , k} and k ∈ Z≥0. Suppose we have an efficient equality check algorithm that
outputs yi = 1 if Ai = Bi, yi = 0 otherwise; and a “greater than” algorithm that outputs xi = 1 if
Ai > Bi, xi = 0 otherwise. We define our comparison function as follows:

PolyCompA,B≥N := xk + yk · xk−1 + yk · yk−1 · xk−2 + yk · yk−1 · yk−2 · xk−3 + · · ·Πk
i=1(yi) · x0

Note that if xi = 1, yi = 0; and if yi = 1, xi = 0. We start from the most significant digits, Ak and
Bk, gradually proceeding towards lower significant digits until an inequality is found, i.e., yj = 0 for
some j and all yi = 1 for j < i ≤ k. If also xj = 1, we conclude that A > B; otherwise A < B.

Now, it is time to build efficient “greater than” and “equal to” function. All we need to do is
modify the test vector T (X) of Algorithm 1. For “equal to” function, we set T (X) = X2N−Bi ; for
“greater than”, T (X) is set as X(2N−N) + · · ·+X2N−(Bi+1).

The downside of this technique, however, is that instantiating those multiplications between
yi’s and xj ’s homomorphically is not straightforward. The best methods are either converting the
output of the above sub-algorithms (for less than logN bits) to RGSW ciphertexts then do external
product between them, or evaluate bootstrapping. If k is small, nevertheless, either way is suitable
since the complexity in terms of homomorphic multiplications is O(k·µN ), where µ is the bit length of
the inputs A and B.
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