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#### Abstract

The BBS+ signature scheme is one of the most prominent solutions for realizing anonymous credentials. Its prominence is due to properties like selective disclosure and efficient protocols for creating and showing possession of credentials. Traditionally, a single credential issuer produces BBS+ signatures, which poses significant risks due to a single point of failure. In this work, we address this threat via a novel $t$-out-of- $n$ threshold BBS+ protocol. Our protocol supports an arbitrary security threshold $t \leq n$ and works in the so-called preprocessing setting. In this setting, we achieve non-interactive signing in the online phase and sublinear communication complexity in the offline phase, which, as we show in this work, are important features from a practical point of view. As it stands today, none of the widely studied signature schemes, such as threshold ECDSA and threshold Schnorr, achieve both properties simultaneously. To this end, we design specifically tailored presignatures that can be directly computed from pseudorandom correlations and allow servers to create signature shares without additional cross-server communication. Both our offline and online protocols are actively secure in the Universal Composability model. Finally, we evaluate the concrete efficiency of our protocol, including an implementation of the online phase. The online protocol without network latency takes less than 15 ms for $t \leq 30$ and credentials sizes up to 10 . Further, our results indicate that the influence of $t$ on the online signing is insignificant, $<6 \%$ for $t \leq 30$, and the overhead of the thresholdization occurs almost exclusively in the offline phase.
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## 1 Introduction

Anonymous credentials schemes, as introduced by Chaum in 1985 Cha85] and subsequently refined by a line of work Che95, LRSW99, CL01, CL04, Cam06, CDHK15, CKL ${ }^{+} 15$, BBDE19, YAY19, allow an issuing party to create credentials for users, which then can prove individual attributes about themselves
without revealing their identities. The BBS+ signature scheme ASM06, CDL16 named after the group signature scheme of Boneh, Boyen, and Shacham BBS04 is one of the most prominent solutions for realizing anonymous credential schemes. Abstractly speaking, a BBS+ signature over a set of attributes constitutes credentials, and the holder of such a credential can prove possession of individual attributes using efficient zero-knowledge protocols. BBS+ signatures are particularly suited for anonymous credentials because of their appealing features, including the ability to sign an array of attributes while keeping the signature size constant, efficient protocols for blind signing, and efficient zero-knowledge proofs for selective disclosure of signed attributes (without having to reveal the signature). The importance of $\mathrm{BBS}+$ is illustrated by the renewed attention in the research community TZ23, DKL ${ }^{+} 23$, several industrial implementations Tri23, MAT23, Mic23, ongoing standardization efforts by the W3C Verifiable Credentials Group and IETF [LS23, LKWL23], and adaption in further real-world applications ASM06, Che09, BL10, BL11, CDL16

In traditional credential systems, the credential issuer who is in possession of the signing key constitutes a single point of failure. A powerful and widely adapted tool mitigating such a single point of failure is to distribute the cryptographic task (e.g., Lin17, GG18, LN18, DKLS19, SA19, $\mathrm{CCL}^{+} 20, \mathrm{CGG}^{+} 20$, KG20, KMOS21, $\mathrm{ANO}^{+} 22, \mathrm{CLT} 22$, CGRS23 and many more) via so-called threshold cryptography. Here, the cryptographic key is shared among a set of servers such that any subset of $t$ servers can produce a signature, while the underlying signature scheme remains secure even if up to $t-1$ servers are corrupted. The thresholdization of digital signature schemes comes with significant overhead in computation, communication, and round complexity. This is, in particular, the case for randomized signature schemes, where a random secret nonce has to be generated among a set of servers. In the signing protocol, this nonce is then used together with the shared key to produce the signature. Concretely, for BBS+ signing, we require a distributed protocol to securely compute exponentiation of the inverse of the secret key added to the random nonce.

The straightforward approach to compute the inverse is based on the inversion protocol by Bar-Ilan and Beaver BB89] and requires interaction between the servers. In order to strengthen the protection against failure and corruption, we assess it as likely for servers to be located in different jurisdictional and geological regions. In such a setting, any additional communication round involves a significant performance overhead. Therefore, an ideal threshold BBS+ scheme has a non-interactive signing phase that enables servers to respond to signature requests without any cross-server interaction.

A popular approach in secure distributed computation to cope with the high complexities of protocols is to split the computation into an input-independent offline and input-dependent online phase DPSZ12, NNOB12, WRK17a, WRK17b]. The offline phase provides precomputation material, which in the setting of a digital signature scheme is called presignatures EGM96. These presignatures are produced during idle times of the system and facilitate an efficient online phase. In recent years, Boyle et al. BCGI18, $\mathrm{BCG}^{+} 19 \mathrm{~b}, \mathrm{BCG}^{+} 20 \mathrm{a}$ put forth a novel
concept to generate precomputation material called pseudorandom correlationbased precomputation ( $P C P$ ). The main advantage of this concept is the generation of precomputation material in sublinear communication complexity in the amount of generated precomputation material. Recently, this technique also attracted interest for use in threshold signature protocols $\mathrm{ANO}^{+} 22$, KOR23. In PCP, precomputed values are generated by a pseudorandom correlation generator (PCG) or a pseudorandom correlation function (PCF). These primitives include a potentially interactive setup phase where short keys are generated and distributed. Then, in the evaluation phase, every party locally evaluates on its key and a common input. The outputs look pseudorandom but still satisfy some correlation, such as oblivious linear evaluation (OLE), oblivious transfer (OT), or multiplication triples.

### 1.1 Contribution

We propose a novel $t$-out-of- $n$ threshold BBS+ signature scheme in the offlineonline model with an arbitrary security threshold $t \leq n$. The centerpiece of our protocol is the design of specifically tailored presignatures that can be directly instantiated from PCG or PCF evaluations and can be used by servers to create signature shares without any additional cross-server communication. This way, our scheme simultaneously provides a non-interactive online signing phase and an offline phase with sublinear communication complexity. Thus, our protocol is the first threshold BBS+ signature scheme with non-interactive signing. Moreover, even for the widely studied signature schemes ECDSA and Schnorr, no threshold protocol exists that achieves both features simultaneously. We formally analyze the static security of all our protocols in the Universal Composability framework under active corruption.

We present an instantiation of the offline phase based on PCFs. Conceptually, PCFs are better suited than PCGs for preprocessing signatures as PCFs allow servers to compute presignatures only when needed. In contrast, PCGs require the generation of a large batch of presignatures at once that need to be stored on the server side. Unlike prior work using silent preprocessing in the context of threshold signatures $\mathrm{ANO}^{+} 22$, we use the PCF primitive in a black-box way, allowing for a modular treatment. In this process, we identify several issues in using the PCF primitive in a black-box way, extend the definitional framework of PCFs accordingly, and prove the security of existing constructions under the adapted properties.

On a practical level, we provide an extensive evaluation of our protocol, including an implementation and experimental evaluation of the online phase. Since state-of-the-art PCF constructions lack concrete efficiency, we evaluate our online protocol using PCG-based preprocessing. Given preprocessed presignatures, the total runtime of the online signing protocol is below 13.595 ms plus one round trip time of the slowest client-server connection for $t \leq 30$ signers and message arrays of size $k \leq 10$. Our benchmarks show that the influence of the number of signers on the runtime of the online protocol is minimal; increasing the number of signers from 2 to 30 increases the runtime by just $1.14 \%-5.52 \%$
(for message array sizes between 2 and 50). Further, our results show that the cost of thresholdization occurs almost exclusively in the offline phase; a threshold signature on a single message array takes 7.536 ms in our protocol, while a non-threshold signature, including verification of the received signature, takes 7.248 ms ; ignoring network delays which are the same in both settings.

We summarize our contribution as follows:

- We propose the first threshold BBS+ scheme with a non-interactive online signing phase.
- Our scheme simultaneously achieves non-interactive online signing and sublinear communication in the offline phase. This combination is not achieved by the widely studied threshold protocols for ECDSA and Schnorr.
- On a conceptual level, we specify an offline protocol based on PCFs.
- We prove the static security of our protocols in the Universal Composability framework with active corruption.
- We extend the definitional framework of PCFs by introducing the notion of strong reusable $P C F$.
- We provide an implementation and evaluation of the online phase.
- We propose a practical offline protocol based on PCGs and estimate its efficiency.


### 1.2 Technical Overview

$B B S+$ signatures. Let $\mathbb{G}_{1}, \mathbb{G}_{2}$, and $\mathbb{G}_{T}$ be groups of prime order $p$ with generators $g_{1} \in \mathbb{G}_{1}$ and $g_{2} \in \mathbb{G}_{2}$ and let map e: $\mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{T}$ be a bilinear paring. A BBS+ signature on a message array $\left\{m_{\ell}\right\}_{\ell \in[k]}$ is a tuple $(A, e, s)$ with $A=$ $\left(g_{1} \cdot h_{0}^{s} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}\right)^{\frac{1}{x+e}}$ for random nonces $e, s \in_{R} \mathbb{Z}_{p}$, secret key $x \in \mathbb{Z}_{p}$ and a set of random elements $\left\{h_{\ell}\right\}_{\ell \in[0 . . k]}$ in $\mathbb{G}_{1}$. To verify under public key $g_{2}^{x}$, check if $\mathrm{e}\left(A, g_{2}^{x} \cdot g_{2}^{e}\right)=\mathrm{e}\left(g_{1} \cdot h_{0}^{s} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}, g_{2}\right)$ (see Appendix A for a formal description).

Distributed inverse calculation. The main difficulty in thresholdizing the BBS+ signature algorithm comes from the signing operation requiring the computation of the inverse of $x+s$ without leaking $x$. This highly non-linear operation is expensive to be computed in a distributed way. Similar challenges are known from other signature schemes relying on exponentiation (or a scalar multiplication in additive notion) of the inverse of secret values, e.g., ECDSA AHS20, $\mathrm{CGG}^{+} 20$, $\mathrm{ANO}^{+} 22$, WMYC23, BS23. The typical approach (cf. BB89) to compute $M^{\frac{1}{y}}$ for a group element $M$ and a secret shared $y$ is to separately open $B=M^{a}$ and $\delta=a \cdot y$ for a freshly shared random $a$. The desired result can be reconstructed by computing $M^{\frac{1}{y}}=B^{\frac{1}{\delta}}$.

Since $\delta$ is the product of two secret shared values, it still is a non-linear operation requiring interaction between the parties. Nevertheless, as $\delta$ is independent of the actual message, several such values can be precomputed in an offline phase. As explained next, a similar, yet more involved, approach can be applied to the BBS+ protocol, allowing an efficient, non-interactive online signing based on correlated precomputation material.

The threshold BBS+ online protocol. We describe a simplified, $n$-out-of- $n$ version of our threshold BBS+ protocol. Assume a BBS+ secret key $x$, elements $\left\{h_{\ell}\right\}_{\ell \in[0 . . k]}$ in $\mathbb{G}_{1}$, a random blinding factor $a \in \mathbb{Z}_{p}$ and $n$ servers, each having access to a preprocessed tuple $\left(a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right) \in \mathbb{Z}_{p}^{5}$, in the following called presignatures, such that

$$
\begin{array}{r}
\sum_{i \in[n]} \delta_{i}=a(x+e), \quad \sum_{i \in[n]} \alpha_{i}=a s \\
\text { for } a=\sum_{i \in[n]} a_{i}, \quad e=\sum_{i \in[n]} e_{i}, \quad s=\sum_{i \in[n]} s_{i} . \tag{1}
\end{array}
$$

To sign a message array $\left\{m_{\ell}\right\}_{\ell \in[k]}$, each server computes $A_{i}:=\left(g_{1} \cdot \prod_{\ell \in[k]} g_{\ell}^{m_{\ell}}\right)^{a_{i}}$. $h_{0}^{\alpha_{i}}$ and outputs a partial signature $\sigma_{i}:=\left(A_{i}, \delta_{i}, e_{i}, s_{i}\right)$. This allows the receiver of the partial signatures to reconstruct $\delta, e$ and $s$ and compute

$$
A=\left(\prod_{i \in[n]} A_{i}\right)^{\frac{1}{\delta}}=\left(\left(g_{1} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}\right)^{a} \cdot h_{0}^{a s}\right)^{\frac{1}{a(x+e)}}
$$

such that the tuple $(A, e, s)$ constitutes a valid $\mathrm{BBS}+$ signature. Each signature requires a new preprocessed tuple to prevent straightforward forgeries.

The specialized layout of our presignatures allows us to realize a non-interactive signing procedure. In contrast, using plain multiplication triples, as often done in multi-party computation protocols Bea91, DPSZ12, would require one additional round of communication. Further, our online protocol provides active security at a low cost. This is achieved by verifying the received signatures and works since the presignatures are created securely.

The preprocessing protocol. An appealing choice for instantiating the preprocessing protocol is to use pseudorandom correlation generators (PCG) or functions (PCF), as they enable the efficient generation of correlated random tuples. More precisely, PCGs and PCFs allow two parties to expand short seeds to fresh correlated random tuples locally. While the distributed generation of the seeds requires more involved protocols and typically relies on general-purpose multi-party computation, the seed size and the communication complexity of the generating protocols are sublinear in the size of the expanded correlated tuples BCGI18, $\mathrm{BCG}^{+} 19 \mathrm{~b}$. PCFs differ from PCGs by allowing parties to evaluate correlation tuples one by one, while PCGs expand seeds to a batch of tuples at once.

Our protocol for the preprocessing phase uses PCFs in a black-box way. This modular approach provides two benefits. On the one hand, it allows us to use any PCF construction that satisfies our requirements, and on the other hand, this modular approach enables a straightforward replacement of PCFs with PCGs. We elaborate on the choice of using PCFs over PCG in the protocol description in the following.

As mentioned above, PCGs output a single batch of correlation tuples at once, which must be kept in storage. These batches need to be rather large to
amortize the cost of the expensive setup procedure; prior work using similar correlations as presented in our work reports $2^{16}-2^{25} \mathrm{ANO}^{+} 22, \mathrm{BCG}^{+} 20 \mathrm{~b}$ tuples to be reasonable. In the simplified $n$-out-of- $n$ setting, such a batch yields a storage complexity of $0.02-8 \mathrm{~GB}$, which we assess tolerable but sub-optimal. In contrast, PCFs allow for generating individual tuples ad-hoc, removing the necessity of storing a large amount of preprocessing material. As we do not expect the creation of thousands of signatures in short intervals, PCFs are conceptually better suited for preprocessing threshold signatures.

The correlated pseudorandom presignatures required by our online signing procedure are specifically tailored to the BBS+ setting (cf. (1)). For these specific presignatures, there exist no tailored PCG or PCF constructions. Instead, we show how to obtain these presignatures from simple correlations. Specifically, we leverage oblivious linear evaluation (OLE) and vector oblivious linear evaluation (VOLE) correlations. For both of these correlations, there exist PCG and PCF constructions BCGI18, $\mathrm{BCG}^{+} 19 \mathrm{~b}, \mathrm{BCG}^{+} 20 \mathrm{a}, \mathrm{BCG}^{+} 20 \mathrm{~b}, \mathrm{CRR} 21, \mathrm{OSY} 21$, $\mathrm{BCG}^{+} 22$. An OLE tuple is a 2 -party correlation, in which party $P_{1}$ gets random values $(a, u)$ and party $P_{2}$ gets random values $(s, v)$ such that $a \cdot s=u+v$. A VOLE tuple provides the same correlation but fixes $s$ over all tuples computed by the particular PCG or PCF instance. In these tuples, we call $a$ and $s$ the input value of party $P_{1}$ and $P_{2}$. Further, the PCGs/PCFs used by our protocol provide a so-called reusability feature, allowing parties to fix the input values over several PCG/PCF instances. This feature is necessary to turn two-party into multi-party correlations. It is achieved by extending the PCF definition with the ability of both parties to provide parameters to the key generation. We illustrate the feature in the following.

For computing the product of two secret shared values, $a$ and $s$, the parties use OLE correlations. Let $\alpha=\sum_{i \in[n]} a_{i} \cdot \sum_{j \in[n]} s_{j}$, where $a_{i}$ and $s_{i}$ are known to party $P_{i}$. Only $a_{i} s_{i}$ can be locally computed by $P_{i}$. For all cross terms $a_{i} s_{j}$ for $i \neq j$, the parties use OLE correlations to get an additive share of that cross term, i.e., $a_{i} s_{j}=u_{i, j}+v_{i, j}$. By adding $a_{i} s_{i}$ to the sum of all additive shares $u_{i, j}$ and $v_{j, i}$, party $P_{i}$ obtains an additive share of $\alpha$. Note that the $a_{i}$ value must be the same for all cross terms, so we require the OLE PCF to provide the reusability feature. This allows party $P_{i}$ to use the same input value $a_{i}$ in all OLE correlations for the cross terms $a_{i} s_{j}$ with $j \neq i$.

Using PCFs in a black-box way. Boyle et al. $\mathrm{BCG}^{+} 20 \mathrm{a}$ define pseudorandom correlation functions (PCFs) and provide constructions for different correlations, such as VOLE, based on function secret sharing of a family of weak pseudorandom functions (PRFs). They differentiate between the security notions of weak and strong PCFs. Similar to weak and strong PRFs, the definition of a weak PCF considers random evaluation points, while a strong PCF allows the adversary to query PCF evaluations on arbitrary values. $\mathrm{BCG}^{+} 20 \mathrm{a}$ also shows a generic transformation from weak to strong PCF in the programmable random oracle model.

In our work, we aim to deal with PCFs in a black-box way such that we can instantiate our protocols with arbitrary PCFs fulfilling our requirements. These
requirements include the active security setting and the opportunity to reuse inputs, as emphasized above. We rely on strong PCFs to cover active security and allow the adversary to choose arbitrary evaluation points. While Boyle et al. $\mathrm{BCG}^{+} 20 \mathrm{a}$ lay out the foundations for the reusability property, which they call programmability, they define the property only in the passive security setting. In the following, we highlight our new notion called strong reusable $P C F$ ( srPCF ), which captures the active security setting.

Identical to the definition of a PCF by Boyle et al. $\mathrm{BCG}^{+} 20 \mathrm{a}$, an srPCF consists of a key generation Gen and an evaluation algorithm Eval. The reusability feature allows both parties to specify an input to the key generation, which is used to derive the correlation tuples. Additionally, an srPCF must satisfy four properties. Three of these properties are stated by $\left[\mathrm{BCG}^{+} 20 \mathrm{a}\right]$, two of which we slightly modified. Our new insight is the requirement of the key indistinguishability property, which we specifically introduce to cover malicious parties. The key indistinguishability property states that the adversary cannot learn information about the honest party's input to the key generation, even if the input of the corrupted party can be chosen arbitrarily. This property makes our notion suitable for the active security setting.

We prove that the VOLE PCF construction by Boyle et al. $\mathrm{BCG}^{+} 20 \mathrm{a}$ fulfills our new definition. Additionally, we present an extension of this construction for OLE correlations and again show its security.

The t-out-of-n setting. So far, we discussed a setting where $n$-out-of- $n$ servers must contribute to the signature creation. However, in many use cases, we need to support the more flexible $t$-out-of- $n$ setting with $t \leq n$. In this setting, the secret key material is distributed to $n$ servers, but only $t$ must contribute to the signing protocol. A threshold $t \leq n$ improves the flexibility and robustness of the signing process, as not all servers must be online.

The typical approach in the $t$-out-of- $n$ setting is to share the secret key material using Shamir's secret sharing Sha79 instead of an additive sharing as done above. While additive shares are reconstructed by summation, Shamir-style shares must be aggregated using Lagrange interpolation, either on the client or server side. In this work, we reconstruct on the server side due to technical details of our PCF-based precomputation. Note that prior threshold signature schemes leveraging PCF/PCGs (e.g., ANO ${ }^{+} 22$, KOR23) achieve only $n$-out-of$n$, in contrast to a flexible $t$-out-of- $n$ setting.

On a technical level, the challenge for client-side reconstruction is due to (V)OLE correlations providing us with 2-party additive sharing of multiplications, e.g., $u_{i, j}+v_{i, j}=a_{i} s_{j}$. For a product of two additively shared values $a \cdot s$, we can rewrite the product as $\sum_{i \in[n]} a_{i} \cdot \sum_{i \in[n]} s_{i}=\sum_{i \in[n]} \sum_{j \in[n]} a_{i} s_{j}=$ $\sum_{i \in[n]} \sum_{j \in[n]} u_{i, j}+v_{i, j}$. Here, $u_{i, j}$ and $v_{i, j}$ can be interpreted as additive shares of the product. These additive shares are sufficient for the $n$-out-of- $n$ setting. However, it is unclear how (V)OLE outputs can be transformed to Shamir-style sharing of $a \cdot s$ required for $t$-out-of- $n$ with client reconstruction.

We, therefore, incorporate a share conversion mechanism from Shamir-style shared key material into additively shared presignatures on the server side. Our
mechanism consists of the servers applying the corresponding Lagrange interpolation directly to the outputs of the VOLE correlation. More precisely, as described above, each party $P_{i}$ gets additive shares of the cross terms $a_{i} x_{j}$ and $a_{j} x_{i}$ for every other party $P_{j}$. Here, $x_{\ell}$ denotes the Shamir-style share of the secret key belonging to party $P_{\ell}$. Let $c_{i, j}$ be the additive share of $a_{i} x_{j}$, then party $P_{i}$ multiplies the required Lagrange coefficient $L_{j, \mathcal{T}}$ to this share and $L_{i, \mathcal{T}}$ to $c_{j, i}$, where $\mathcal{T}$ is the set of $t$ signers. The client provides the set of servers as part of the signing request to enable the servers to compute the interpolation. Eventually, the client receives signature shares and obtains the final signature by performing simple additions and multiplications.

### 1.3 Related Work

Most related to our work are the works by Gennaro et al. GGI19] and Doerner et al. $\mathrm{DKL}^{+} 23$, proposing threshold protocols for the BBS+ signing algorithm. While GGI19] focuses on a group signature scheme with threshold issuance based on the BBS signatures, their techniques can be directly applied to BBS+. $\mathrm{DKL}^{+} 23$ presents a threshold anonymous credential scheme based on BBS+. Both schemes compute the inverse using classical techniques of Bar-Ilan and Beaver $\overline{B B} 89$. Moreover, they realize the multiplication of two secret shared values by multiplying each pair of shares. While GGI19 uses a three-round multiplication protocol based on an additively homomorphic encryption scheme, $\mathrm{DKL}^{+} 23$ integrates a two-round OT-based multiplier. Although the OT-based multiplier requires a one-time setup, both schemes do not use precomputed values per signing request. This is in contrast to our scheme but at the cost of requiring several rounds of communication during the signing. Parts of their protocols are independent of the message that will be signed; thus, in principle, these steps can be moved to a presigning phase. In this case, the signing phase is non-interactive, but on the downside, the communication complexity of the presigning phase has linear complexity. This is in contrast to our protocol, which achieves both a non-interactive online phase and an offline phase with sublinear complexity. In addition, both works GGI19, DKL ${ }^{+} 23$ consider a security model tailored to the BBS+ signature scheme while we show security with respect to a more generic threshold signature ideal functionality.

In the non-threshold setting, Tessaro and Zhu TZ23] show that short BBS+ signatures, where the signature consists only of $A$ and $e$, are also secure under the $q$-SDH assumption. Their results suggest removing $s$ to reduce the signature size to one group element and a scalar. Like prior proofs of BBS + , their security proof in the standard model incurs a multiplicative loss. However, they present a tight proof in the Algebraic Group Model FKL18. We discuss the impact of their work on our evaluation in Appendix K.

Another anonymous credential scheme with threshold issuance, called Coconut, is proposed by Sonnino et al. $\left[\mathrm{SAB}^{+} 19\right]$ and the follow-up work by Rial and Piotrowska RP22. Their scheme is based on the Pointcheval-Sanders (PS) signature scheme, which allows them to have a non-interactive issuance phase without coordination or precomputation. We emphasize that the PS signature
scheme is less popular than BBS+ and not subject to standardization efforts. The security of PS and Coconut is based on a modified variant of the LRSW assumption introduced in PS16. This assumption is interactive in contrast to the q-Strong Diffie-Hellman assumption on which the security of BBS+ is based. While PS and Coconut also support multi-attribute credentials, the secret and public key size increases linearly in the number of attributes. In BBS+, the key size is constant. Further, PS and, therefore, the Coconut scheme relies on Type-3 pairings, while our scheme can be instantiated with any pairing type. The security of Coconut was not shown under concurrent composition while our scheme is analyzed in the Universal Composability framework.

Like our work, $\mathrm{ANO}^{+} 22$ and KOR23 leverage pseudorandom correlations for threshold signatures. ANO ${ }^{+} 22$ presents a ECDSA scheme, while KOR23 focuses on Schnorr signatures. $\left[\mathrm{ANO}^{+} 22\right.$ constructs a tailored PCG generating ECDSA- presignatures while our scheme uses existing PCGs/PCFs in a black-box way and combines the OLE and VOLE correlations to BBS+ presignatures. Further, in contrast to our work, $\mathrm{ANO}^{+} 22$ presents an $n$-out-of- $n$ protocol without a flexible threshold. KOR23 introduces the new notion of a discrete $\log \mathrm{PCF}$ and constructs a 2-party protocol based on this primitive. In contrast to our work, KOR23 captures only the 2-out-of-2 setting. Both schemes $\mathrm{ANO}^{+} 22$, KOR23 require additional per-presignature communication. Depending on the phase this communication is assigned to, the schemes either do not provide sublinear communication in the offline phase or require two rounds of communication in the online phase.

## 2 Preliminaries

Throughout this work, we denote the security parameter by $\lambda \in \mathbb{N}$, the set $\{1, \ldots, k\}$ as $[k]$, the set $\{0,1, \ldots, k\}$ as $[0 . . k]$, the number of parties by $n$ and a specific party by $P_{i}$. The set of indices of corrupted parties is denoted by $\mathcal{C} \subsetneq[n]$ and honest parties are denoted by $\mathcal{H}=[n] \backslash \mathcal{C}$.

We model our protocol in the Universal Composability (UC) framework by Canetti Can01. We refer to Appendix B for a brief introduction to UC. We model a malicious adversary corrupting up to $t-1$ parties. We consider static corruption and a rushing adversary. Moreover, our protocols are in the synchronous communication model.

We make use of a bilinear mapping following the definition of BF01, BBS04. A bilinear mapping is described by three cyclic groups $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}\right)$ of prime order $p$, generators $g_{1} \in \mathbb{G}_{1}, g_{2} \in \mathbb{G}_{2}$, and a pairing e: $\mathbb{G}_{1} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$. We call e a bilinear map iff it can be computed efficiently, $\mathrm{e}\left(u^{a}, v^{b}\right)=\mathrm{e}(u, v)^{a b}$ for all $(u, v, a, b) \in \mathbb{G}_{1} \times \mathbb{G}_{2} \times \mathbb{Z}_{p} \times \mathbb{Z}_{p}$, and $\mathrm{e}\left(g_{1}, g_{2}\right) \neq 1$ for all generators $g_{1}$ and $g_{2}$. We refer to BF01] for a more formal specification.

## 3 Reusable Pseudorandom Correlation Function

On a high level, a pseudorandom correlation function (PCF) allows two parties to generate a large amount of correlated randomness from short seeds. PCF extends the notion of a pseudorandom correlation generator (PCG) in a similar way as a pseudorandom function extends a pseudorandom generator. While a PCG generates a large batch of correlated randomness during one-time expansion, a PCF allows the creation of correlation samples on the fly.

A PCF consists of two algorithms, Gen and Eval. The Gen algorithm computes a pair of short keys distributed to two parties. Then, each party can locally evaluate the Eval algorithm using its key and public input to generate an output of the target correlation. One example of such a correlation is the oblivious linear evaluation (OLE) correlation, defined by a pair of random values $\left(y_{0}, y_{1}\right)$ where $y_{0}=(a, u)$ and $y_{1}=(s, v)$ such that $v=a s+u$. Other meaningful correlations are oblivious transfer (OT) and multiplication triples.

PCFs are helpful in two- and multi-party protocols, where parties first set up correlated randomness and then use this data to speed up the computation DILO22, $\mathrm{ANO}^{+} 22$, KOR23.

This section presents our definition of reusable PCFs, extending the definition of programmable PCFs from $\mathrm{BCG}^{+} 20 \mathrm{a}$, which is stated in Appendix C for completeness. Furthermore, we state constructions of reusable PCFs and argue why they satisfy our new definition in Appendix $D$.

Our modifications and extensions of the definition $\mathrm{BCG}^{+} 20 \mathrm{a}$ reflect the challenges we faced when using PCFs as black-box primitives in our threshold BBS+ protocol. We present our definition and highlight these challenges and changes in the following.

### 3.1 Definition

As mentioned above, a PCF realizes a target correlation $\mathcal{Y}$. For some correlations, like VOLE, parts of the correlation outputs are fixed over all outputs. In the example of VOLE, where the correlation is $v=a s+u$ over some ring $R$, the $s$ value is fixed for all correlation tuples.

Additionally, in a multi-party setting, we like PCF constructions that allow parties to obtain the same values for parts of the correlation output in multiple PCF instances. Concretely, assume party $P_{i}$ evaluates one VOLE PCF instance with party $P_{j}$ and one with party $P_{k} . P_{i}$ evaluates the PCF to $\left(a_{i, j}, u_{i, j}\right)$ for the first instance and $\left(a_{i, k}, u_{i, k}\right)$ for the second instance. Here, we want to give party $P_{i}$ the opportunity to get $a_{i, j}=a_{i, k}$ when applied on the same input. This property is necessary to construct multi-party correlations from two-party PCF instances.

To formally model the abovementioned properties, we define a target correlation as a tuple of probabilistic algorithms (Setup, Y), where Setup takes two inputs and creates a master key mk. These inputs enable fixing parts of the correlation, e.g., the fixed value $s$. Algorithm $\mathcal{Y}$ uses the master key and an index
$i$ to sample correlation outputs. The index $i$ helps to sample the same value if one of the Setup inputs is identical for multiple invocations.

Finally, we follow $\mathrm{BCG}^{+} 20 \mathrm{a}$ and require a target correlation to be reversesampleable to facilitate a suitable definition of PCFs. In contrast to $\mathrm{BCG}^{+} 20 \mathrm{a}$, our definition of a target correlation explicitly considers the reusability of values over multiple invocations.

Definition 1 (Reverse-sampleable and indexable correlation with setup). Let $\ell_{0}(\lambda), \ell_{1}(\lambda) \leq \operatorname{poly}(\lambda)$ be output length functions. Let (Setup, $\left.\mathcal{Y}\right)$ be a tuple of probabilistic algorithms, such that Setup on input $1^{\lambda}$ and two parameters $\rho_{0}, \rho_{1}$ returns a master key mk; algorithm $\mathcal{Y}$ on input $1^{\lambda}$, mk , and index $i$ returns a pair of outputs $\left(y_{0}^{(i)}, y_{1}^{(i)}\right) \in\{0,1\}^{\ell_{0}(\lambda)} \times\{0,1\}^{\ell_{1}(\lambda)}$.

We say that the tuple (Setup, Y) defines a reverse-sampleable and indexable correlation with setup if there exists a probabilistic polynomial time algorithm RSample that takes as input $1^{\lambda}$, mk, $\sigma \in\{0,1\}, y_{\sigma}^{(i)} \in\{0,1\}^{\ell_{\sigma}(\lambda)}$ and $i$, and outputs $y_{1-\sigma}^{(i)} \in\{0,1\}^{\ell_{1-\sigma}(\lambda)}$, such that for all $\mathrm{mk}, \mathrm{mk}^{\prime}$ in the range of Setup, all $\sigma \in\{0,1\}$ and all $i \in\{0,1\}^{*}$ the following distributions are statistically close:

$$
\begin{aligned}
& \left\{\left(y_{0}^{(i)}, y_{1}^{(i)}\right) \mid\left(y_{0}^{(i)}, y_{1}^{(i)}\right) \stackrel{\$}{\leftarrow} \mathcal{Y}\left(1^{\lambda}, \mathrm{mk}, i\right)\right\} \\
& \left\{\left(y_{0}^{(i)}, y_{1}^{(i)}\right) \mid\left(y_{0}^{(i)}, y_{1}^{\prime(i)}\right) \stackrel{\$}{\leftarrow} \mathcal{Y}\left(1^{\lambda}, \mathrm{mk}^{\prime}, i\right)\right. \\
& \left.\quad y_{\sigma}^{(i)} \leftarrow y_{\sigma}^{\prime(i)}, y_{1-\sigma}^{(i)} \leftarrow \operatorname{RSample}\left(1^{\lambda}, \mathrm{mk}, \sigma, y_{\sigma}, i\right)\right\}
\end{aligned}
$$

Given the definition of a reverse-sampleable and indexable correlation with setup, we define our primitive called strong reusable PCF (srPCF). Our definition builds on the definition of a strong PCF of Boyle et al. $\mathrm{BCG}^{+} 20 \mathrm{a}$ and extends it by a reusability feature. Note that $\mathrm{BCG}^{+} 20 \mathrm{a}$ presents a separate definition of this reusability feature for PCFs, but this property also affects the other properties of a PCF. Therefore, we merge these definitions. Additionally, the reusability definition of Boyle et al. works only for the semi-honest setting, while our definition covers malicious adversaries.

A PCF must fulfill two properties. First, the pseudorandomness property intuitively states that the joint outputs of the Eval algorithm are computationally indistinguishable from outputs of the correlation $\mathcal{Y}$. Second, the security property intuitively guarantees the output is pseudorandom even given one key.

Similarly to the notions of weak and strong PRFs, there exist the notions of weak and strong PCFs. For a weak PCF, we consider the Eval algorithm to be executed on randomly chosen inputs, while for a strong PCF, we consider arbitrarily chosen inputs. Boyle et al. $\mathrm{BCG}^{+} 20 \mathrm{a}$ showed a generic transformation from a weak to a strong PCF using a hash function modeled as a programmable random oracle. We use this transformation later in constructing srPCFs.

A PCF needs to meet two additional requirements to satisfy the reusability features. First, an adversary cannot learn any information about the other party's input used for the key generation from its own key. This is modeled by the key indistinguishability property and the corresponding game in Figure 3 . In the game, the challenger samples two random values and uses one for the key
generation. Then, given the corrupted party's key and the random values, the adversary has to identify which of the two random value was used. Second, two efficiently computable functions must exist to compute the reusable parts of the correlation from the setup input and the public evaluation input. Formally, we state the definition of a strong reusable PCF next.
Definition 2 (Strong reusable pseudorandom correlation function (sr$\mathbf{P C F})$ ). Let (Setup, Y) be a reverse-sampleable and indexable correlation with setup which has output length functions $\ell_{0}(\lambda), \ell_{1}(\lambda)$, and let $\lambda \leq n(\lambda) \leq \operatorname{poly}(\lambda)$ be an input length function. Let (PCF.Gen, PCF.Eval) be a pair of algorithms with the following syntax:

- PCF.Gen $\left(1^{\lambda}, \rho_{0}, \rho_{1}\right)$ is a probabilistic polynomial-time algorithm that on input the security parameter $1^{\lambda}$ and reusable inputs $\rho_{0}, \rho_{1}$ outputs a pair of keys ( $\mathrm{k}_{0}, \mathrm{k}_{1}$ ).
- PCF.Eval $\left(\sigma, \mathrm{k}_{\sigma}, x\right)$ is a deterministic polynomial-time algorithm that on input $\sigma \in\{0,1\}$, key $\mathrm{k}_{\sigma}$ and input value $x \in\{0,1\}^{n(\lambda)}$ outputs a value $y_{\sigma} \in$ $\{0,1\}^{\ell_{\sigma}(\lambda)}$.
We say (PCF.Gen, PCF.Eval) is a strong reusable pseudorandom correlation function (srPCF) for (Setup, $\mathcal{Y})$, if the following conditions hold:
- Strong pseudorandom $\mathcal{Y}$-correlated outputs. For every non-uniform adversary $\mathcal{A}$ of size poly $(\lambda)$ asking at most $\operatorname{poly}(\lambda)$ queries to the oracle $\mathcal{O}_{b}(\cdot)$, it holds

$$
\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}}^{\mathrm{s}-\mathrm{pr}}(\lambda)=1\right]-\frac{1}{2}\right| \leq \operatorname{negl}(\lambda)
$$

for all sufficiently large $\lambda$, where $\operatorname{Exp}_{\mathcal{A}}^{\mathrm{s}-\mathrm{pr}}(\lambda)$ is as defined in Figure 1 .

- Strong security. For each $\sigma \in\{0,1\}$ and non-uniform adversary $\mathcal{A}$ of size $\operatorname{poly}(\lambda)$ asking at most $\operatorname{poly}(\lambda)$ queries to oracle $\mathcal{O}_{b}(\cdot)$, it holds

$$
\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, \sigma}^{\mathrm{s} \text { sec }}(\lambda)=1\right]-\frac{1}{2}\right| \leq \operatorname{negl}(\lambda)
$$

for all sufficiently large $\lambda$, where $\operatorname{Exp}_{\mathcal{A}, \sigma}^{\mathrm{s}-\mathrm{sec}}(\lambda)$ is as defined in Figure 2,

- Programmability. There exist public efficiently computable functions $f_{0}, f_{1}$ for which

$$
\operatorname{Pr}\left[\begin{array}{ll}
\rho_{0}, \rho_{1} \stackrel{\$}{\leftarrow}\{0,1\}^{*}, x \stackrel{\$}{\leftarrow}\{0,1\}^{n(\lambda)} & \\
\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \leftarrow \operatorname{PCF} . \operatorname{Gen}\left(1^{\lambda}, \rho_{0}, \rho_{1}\right) & : \begin{array}{l}
a=f_{0}\left(\rho_{0}, x\right) \\
(a, c) \leftarrow \operatorname{PCF} . E v a l \\
\left(0, \mathrm{k}_{0}, x\right),
\end{array} \\
(b, d) \leftarrow \operatorname{PCF} . \operatorname{Eval}\left(1, \mathrm{k}_{1}, x\right)
\end{array}\right] \geq 1-\operatorname{negl}(\lambda)
$$

- Key indistinguishability. For any $\sigma \in\{0,1\}$ and non-uniform adversary $\mathcal{A}=\left(\mathcal{A}_{0}, \mathcal{A}_{1}\right)$, it holds

$$
\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, \sigma}^{\text {key-ind }}(\lambda)=1\right] \leq \frac{1}{2}+\operatorname{negl}(\lambda)
$$

for all sufficiently large $\lambda$, where $\operatorname{Exp}_{\mathcal{A}, \sigma}^{\mathrm{key} \text {-ind }}$ is as defined in Figure 3 .

| $\operatorname{Exp}_{\mathcal{A}}^{\text {s-pr }}(\lambda):$ | $\underline{\mathcal{O}_{0}(x):}$ |
| :---: | :---: |
| $\begin{aligned} & \left(\rho_{0}, \rho_{1}\right) \leftarrow \mathcal{A}_{0}\left(1^{\lambda}\right) \\ & \mathrm{mk} \leftarrow \operatorname{Setup}\left(1^{\lambda}, \rho_{0}, \rho_{1}\right) \\ & \left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \leftarrow \text { PCF.Gen }\left(1^{\lambda}, \rho_{0}, \rho_{1}\right) \end{aligned}$ | $\begin{aligned} & \left.\overline{\text { if }\left(x, y_{0}\right.}, y_{1}\right) \in \mathcal{Q}: \\ & \text { return }\left(y_{0}, y_{1}\right) \\ & \text { else : } \end{aligned}$ |
| $\mathcal{Q}=\emptyset$ | $\left(y_{0}, y_{1}\right) \leftarrow \mathcal{Y}\left(1^{\lambda}, \mathrm{mk}, x\right)$ |
| $b \stackrel{\$}{\leftarrow}\{0,1\}$ | $\mathcal{Q}=\mathcal{Q} \cup\left\{\left(x, y_{0}, y_{1}\right)\right\}$ |
| $b^{\prime} \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{\boldsymbol{O}}(\cdot)}\left(1^{\lambda}\right)$ | return ( $y_{0}, y_{1}$ ) |
| if $b=b^{\prime}$ return 1 | $\mathcal{O}_{1}(x):$ |
|  | for $\sigma \in\{0,1\}$ : |
|  | $y_{\sigma} \leftarrow \operatorname{PCF} . \operatorname{Eval}\left(\sigma, \mathrm{k}_{\sigma}, x\right)$ |
|  | return $\left(y_{0}, y_{1}\right)$ |

Fig. 1: Strong pseudorandom $\mathcal{Y}$-correlated outputs of a PCF.

| $\frac{\operatorname{Exp}_{\mathcal{A}, \sigma}^{\text {s-sec }}(\lambda):}{\left(\rho_{0}, \rho_{1}\right) \leftarrow \mathcal{A}_{0}\left(1^{\lambda}\right)}$ | $\frac{\mathcal{O}_{0}(x):}{y_{1-\sigma} \leftarrow \mathrm{PCF} . \operatorname{Eval}\left(1-\sigma, \mathrm{k}_{1-\sigma}, x\right)}$ |
| :--- | :--- |
| $\mathrm{mk} \leftarrow \operatorname{Setup}\left(1^{\lambda}, \rho_{0}, \rho_{1}\right)$ | return $y_{1-\sigma}$ |
| $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \leftarrow \mathrm{PCF} . \operatorname{Gen}\left(1^{\lambda}, \rho_{0}, \rho_{1}\right)$ |  |
| $b \stackrel{\Phi}{\leftarrow\{0,1\}}$ | $\frac{\mathcal{O}_{1}(x):}{y_{\sigma} \leftarrow \mathrm{PCF} . \operatorname{Eval}\left(\sigma, \mathrm{k}_{\sigma}, x\right)}$ |
| $b^{\prime} \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{b}(\cdot)}\left(1^{\lambda}, \sigma, \mathrm{k}_{\sigma}\right)$ | $y_{1-\sigma} \leftarrow \mathrm{RSample}\left(1^{\lambda}, \mathrm{mk}, \sigma, y_{\sigma}, x\right)$ <br> if $b=b^{\prime}$ return 1 <br> else return 0 |

Fig. 2: Strong security of a PCF.

### 3.2 Correlations

Our OLE correlation over ring $R$ is given by $c_{1}=a b+c_{0}$, where $a, b, c_{0}, c_{1} \in$ $R$. Moreover, we require $a$ and $b$ being computed by a weak psuedorandom function (PRF). Formally, we define the reverse-sampleable and indexable target correlation with setup (Setup ole, $\mathcal{Y}_{\text {OLE }}$ ) over ring $R$ as

$$
\begin{align*}
\left(k, k^{\prime}\right) & \leftarrow \operatorname{Setup}_{\mathrm{OLE}}\left(1^{\lambda}, k, k^{\prime}\right), \\
\left(\left(F_{k}(i), u\right),\left(F_{k^{\prime}}(i), v\right)\right) & \leftarrow \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(k, k^{\prime}\right), i\right) \quad \text { such that }  \tag{2}\\
v & =F_{k}(i) \cdot F_{k^{\prime}}(i)+u,
\end{align*}
$$

where $u, v \in R$ and $F$ being a (PRF) with key $k, k^{\prime}$. Note that while the Setup algorithm for our OLE and VOLE correlation essentially is the identity function, the algorithm might be more complex for other correlations. The reverse-sampling algorithm is defined such that $\left(F_{k^{\prime}}(i), F_{k}(i) \cdot F_{k^{\prime}}(i)+u\right) \leftarrow$

| $\frac{\operatorname{Exp}_{\mathcal{A}, \sigma}^{\mathrm{key}-\mathrm{ind}}(\lambda):}{5 \stackrel{\Phi}{\leftarrow}\{0,1\}}$ |
| :--- |
| $\rho_{1-\sigma}^{(0)}, \rho_{1-\sigma}^{(1)} \stackrel{\$}{\leftarrow}\{0,1\}^{*}$ |
| $\rho_{1-\sigma}^{\leftarrow} \leftarrow \rho_{1-\sigma}^{(b)}$ |
| $\rho_{\sigma} \leftarrow \mathcal{A}_{0}\left(1^{\lambda}\right)$ |
| $\left(\mathrm{k}_{0}, \mathrm{k}_{1}\right) \leftarrow \mathrm{PCF} . \mathrm{Gen}_{\mathrm{p}}\left(1^{\lambda}, \rho_{0}, \rho_{1}\right)$ |
| $b^{\prime} \leftarrow \mathcal{A}_{1}\left(1^{\lambda}, \mathrm{k}_{\sigma}, \rho_{1-\sigma}^{(0)}, \rho_{1-\sigma}^{(1)}\right)$ |
| if $b^{\prime}=b$ return 1 |
| else return 0 |

Fig. 3: Key Indistinguishability of a reusable PCF.
$\operatorname{RSample}_{\mathrm{OLE}}\left(1^{\lambda},\left(k, k^{\prime}\right), 0,\left(F_{k}(i), u\right), i\right) \quad$ and $\quad\left(F_{k}(i), v-F_{k}(i) \cdot F_{k^{\prime}}(i)\right) \leftarrow$ RSample $_{\text {OLE }}\left(1^{\lambda},\left(k, k^{\prime}\right), 1,\left(F_{k^{\prime}}(i), v\right), i\right)$.

In contrast to OLE, the value $b$ is fixed over multiple correlation samples, i.e., $\overrightarrow{c_{1}}=\vec{a} b+\overrightarrow{c_{0}}$, where each correlation sample contains one component of the vectors. We formally define the reverse-sampleable and indexable target correlation with setup (Setup ${ }_{\text {vole }}, \mathcal{Y}_{\text {Vole }}$ ) over ring $R$ as

$$
\begin{align*}
(k, b) & \leftarrow \operatorname{Setup}_{\mathrm{VOLE}}\left(1^{\lambda}, k, b\right), \\
\left(\left(F_{k}(i), u\right),(b, v)\right) & \leftarrow \mathcal{Y}_{\mathrm{VoLE}}\left(1^{\lambda},(k, b), i\right) \quad \text { such that }  \tag{3}\\
v & =F_{k}(i) \cdot b+u,
\end{align*}
$$

where $b, u, v \in R$ and $F$ being a weak pseudorandom function (PRF) with key $k$. Note that $b$ is fixed over all correlation samples, while $u$ and $v$ are not. The reverse-sampling algorithm is defined such that $\left(b, F_{k}(i) \cdot b+u\right) \leftarrow$ $\mathrm{RSample}_{\text {VOLE }}\left(1^{\lambda},(k, b), 0,\left(F_{k}(i), u\right), i\right)$ and $\left(F_{k}(i), v-F_{k}(i) \cdot b\right) \leftarrow \operatorname{RSample}_{\mathrm{VOLE}}\left(1^{\lambda},(k, b), 1,(b, v), i\right)$.

We state PCF constructions realizing these definitions of OLE and VOLE correlations in Appendix D. The VOLE PCF construction is taken from $\mathrm{BCG}^{+} 20 \mathrm{a}$, and the OLE PCF follows a straightforward adaptation of the VOLE PCF.

## 4 Threshold Online Protocol

In this section, we present our threshold BBS+ protocol. This protocol yields a signing phase without interaction between the signers and a flexible threshold parameter $t$. Moreover, we show the security of our protocol against a malicious adversary statically corrupting up to $t-1$ parties in the UC framework.

Section 4.1 states our modifications to the ideal functionality for threshold signature schemes introduced by Canetti et al. $\left[\mathrm{CGG}^{+} 20\right]$. The full functionality is given in Appendix E. We use this functionality to prove UC security of our scheme. To be more generic, we deliberately chose the generic threshold signature functionality by Canetti et al. $\mathrm{CGG}^{+} 20$ over a specific $\mathrm{BBS}+$ functionality
such as the one used in $\mathrm{DKL}^{+} 23$. Proving security under a generic threshold functionality enables our threshold $\mathrm{BBS}+$ protocol to be used whenever a threshold signature scheme is required (e.g., for the construction of a more complex protocol such as an anonymous credential system).

Our protocol uses precomputation to accelerate online signing. An intuitive description of the precomputation used is given in Section 1.2 . We formally model the precomputation by describing our protocol in a hybrid model where parties can access a hybrid preprocessing functionality $\mathcal{F}_{\text {Prep }}$. Section 4.2 states the hybrid functionality $\mathcal{F}_{\text {Prep }}$. Using a hybrid model allows us to abstract from the concrete instantiation of the preprocessing functionality. We present a concrete instantiation of $\mathcal{F}_{\text {Prep }}$ in Section 5.

Finally, Section 4.3 formally states our threshold BBS+ protocol and provides proof in the UC framework. We refer the reader to the technical overview in Section 1.2 for a high-level description of our protocol.

### 4.1 Ideal Threshold Signature Functionality

We base our security analysis on the ideal threshold signature functionality $\mathcal{F}_{\text {tsig }}$ of Canetti et al. $\mathrm{CGG}^{+} 20$. We modify the functionality in the following aspects. First, we allow the parties to specify a set of signers $\mathcal{T}$ during the signing request. This allows us to account for a flexible threshold of signers instead of requiring all $n$ parties to sign. Second, we model the signed message as an array of messages. This change accounts for signature schemes allowing signing $k$ messages simultaneously, such as BBS+. Third, we remove the identifiability property, the key-refresh, and the corruption/decorruption interface. The key-refresh and the corruption/decorruption interface are not required in our scenario as we consider a static adversary in contrast to the mobile adversary in $\mathrm{CGG}^{+} 20$. Fourth, we allow every party to sign only one message per ssid. Finally, at the end of the signing phase, honest parties might output abort instead of a valid signature. This modification is due to our protocol not providing robustness or identifiable abort.

The full formal description is presented in Appendix E

### 4.2 Ideal Preprocessing Functionality

The preprocessing functionality consists of two phases. First, the Initialization phase samples a private/public key pair. Second, the Tuple phase provides correlated tuples upon request. In the second phase, the output values of the honest parties are reverse sampled, given the corrupted parties' outputs. To explicitly model the Tuple phase as non-interactive, we require the simulator to specify a function Tuple during the Initialization. This function defines the corrupted parties' output values in the Tuple phase and is computed first to reverse sample the honest parties' outputs.

## Functionality $\mathcal{F}_{\text {Prep }}$

The functionality $\mathcal{F}_{\text {Prep }}$ interacts with parties $P_{1}, \ldots, P_{n}$ and ideal-world adversary $\mathcal{S}$. The functionality is parameterized by a threshold parameter $t$. During the initialization, $\mathcal{S}$ provides a tuple function Tuple $(\cdot, \cdot, \cdot) \rightarrow \mathbb{Z}_{p}^{5}$.
Initialization. Upon receiving (init, sid) from all parties,

- sample the secret key sk $\stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$
- send $\mathrm{pk}=\left(g_{2}^{\mathrm{sk}}\right)$ to $\mathcal{S}$. Upon receiving (ok, Tuple $(\cdot, \cdot, \cdot)$ ) from $\mathcal{S}$, send pk to every honest party.

Tuple. On input (tuple, sid, ssid, $\mathcal{T}$ ) from party $P_{i}$ where $i \in \mathcal{T}, \mathcal{T} \subseteq[n]$ of size $t$ do:

- If (ssid, $\left.\mathcal{T},\left\{\left(a_{\ell}, e_{\ell}, s_{\ell}, \delta_{\ell}, \alpha_{\ell}\right)\right\}_{\ell \in \mathcal{T}}\right)$ is stored, send $\left(a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right)$ to $P_{i}$.
- Else, compute $\left(a_{j}, e_{j}, s_{j}, \delta_{j}, \alpha_{j}\right) \leftarrow \operatorname{Tuple}(\operatorname{ssid}, \mathcal{T}, j)$ for every corrupted party $P_{j}$ where $j \in \mathcal{C} \cap \mathcal{T}$. Next, sample $a, e, s \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}$ and tuples $\left(a_{j}, e_{j}, s_{j}, \delta_{j}, \alpha_{j}\right)$ over $\mathbb{Z}_{p}$ for $j \in \mathcal{H} \cap \mathcal{T}$ such that

$$
\begin{array}{r}
\sum_{\ell \in \mathcal{T}} a_{\ell}=a \quad \sum_{\ell \in \mathcal{T}} e_{\ell}=e \quad \sum_{\ell \in \mathcal{T}} s_{\ell}=s \\
\sum_{\ell \in \mathcal{T}} \delta_{\ell}=a(\mathbf{s k}+e) \quad \sum_{\ell \in \mathcal{T}} \alpha_{\ell}=a s \tag{4}
\end{array}
$$

Store (sid, ssid, $\left.\mathcal{T},\left\{\left(a_{\ell}, e_{\ell}, s_{\ell}, \delta_{\ell}, \alpha_{\ell}\right)\right\}_{\ell \in \mathcal{T}}\right)$ and send (sid, ssid, $\left.a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right)$ to honest party $P_{i}$.

Abort. On input (abort, sid) from $\mathcal{S}$, send abort to all honest parties and halt.

### 4.3 Online Signing Protocol

We formally state our threshold BBS+ protocol next and analyze its security afterwards.

## Construction 1: $\pi_{\text {TBBS }+}$

We describe the protocol from the perspective of an honest party $P_{i}$.
Public Parameters. Number of parties $n$, size of message arrays $k$, security threshold $t$, a bilinear mapping tuple $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, g_{1}, g_{2}, \mathrm{e}\right)$ and randomly sampled $\mathbb{G}_{1}$ elements $\left\{h_{\ell}\right\}_{\ell \in[0 . . k]}$. Let Verify pk $(\cdot, \cdot)$ be the BBS+ verification algorithm as defined in Appendix A

## KeyGen.

- Upon receiving (keygen, sid) from $\mathcal{Z}$, send (init, sid) to $\mathcal{F}_{\text {Prep }}$ and receive pk in return.
- Upon receiving (pubkey, sid) from $\mathcal{Z}$ output (pubkey, sid, Verify $\left.{ }_{\text {pk }}(\cdot, \cdot)\right)$.

Sign. Upon receiving (sign, sid, ssid, $\left.\mathcal{T}, \mathbf{m}=\left\{m_{\ell}\right\}_{\ell \in[k]}\right)$ from $\mathcal{Z}$ with $P_{i} \in \mathcal{T}$ and no tuple (sid, ssid, $\cdot$ ) is stored, perform the following steps:

1. Send (tuple, sid, ssid, $\mathcal{T}$ ) to $\mathcal{F}_{\text {Prep }}$ and receive tuple $\left(a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right)$.
2. Store (sid, ssid, m) and send (sid, ssid, $\left.\mathcal{T}, A_{i}:=\left(g_{1} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}\right)^{a_{i}} \cdot h_{0}^{\alpha_{i}}, \delta_{i}, e_{i}, s_{i}\right)$ to each party $P_{j} \in \mathcal{T}$.
3. Once (sid, ssid, $\mathcal{T}, A_{j}, \delta_{j}, e_{j}, s_{j}$ ) is received from every party $P_{j} \in \mathcal{T} \backslash\left\{P_{i}\right\}$,
(a) compute $e=\sum_{\ell \in \mathcal{T}} e_{\ell}, s=\sum_{\ell \in \mathcal{T}} s_{\ell}, \epsilon=\left(\sum_{\ell \in \mathcal{T}} \delta_{\ell}\right)^{-1}$, and $A=\left(\Pi_{\ell \in \mathcal{T}} A_{\ell}\right)^{\epsilon}$.
(b) If $\operatorname{Verify}_{\mathrm{pk}}(\mathbf{m},(A, e, s))=1$, set out $=\sigma=(A, e, s)$. Otherwise, set out $=$ abort. Then, output (sig, sid, ssid, $\mathcal{T}, \mathbf{m}$, out).

Verify. Upon receiving (verify, sid, $\mathbf{m}=\left\{m_{\ell}\right\}_{\ell \in[k]}, \sigma$, Verify pk $\left.(\cdot, \cdot)\right)$ from $\mathcal{Z}$ output (verified, sid, $\mathbf{m}, \sigma, \operatorname{Verify}_{\text {pk }^{\prime}}(\mathbf{m}, \sigma)$ ).

Remark. While we simplified our UC model to capture the scenario where every signer obtains the final signature, we expect real-world scenarios to have a dedicated client which is the only party to obtain the signature. In the later case, the signers send the partial signature in Step 2 only to the client and Steps 3a and 3 b are performed by the client. We stress that in both cases the communication follows a request-response pattern which is the minimum for MPC protocols. Moreover, note that the (tuple, $\cdot, \cdot, \cdot$ )-call to $\mathcal{F}_{\text {Prep }}$ does not involve additional communication when being instantiated based on PCGs or PCFs as done in this work.

Theorem 1. Assuming the strong unforgeability of $B B S+$, protocol $\pi_{\mathrm{TBBS}}+U C$ realizes $\mathcal{F}_{\text {tsig }}$ in the $\mathcal{F}_{\text {Prep }}-$ hybrid model in the presence of malicious adversaries controlling up to $t-1$ parties.

The proof is given in Appendix F.

### 4.4 Anonymous Credentials and Blind Signing

BBS+ signatures can be used to design anonymous credential schemes as follows. To receive a credential, a client sends a signing request to the servers in form of a message arry, which contains its public and private credential information. Public parts of the credentials are sent in clear, while private information is blinded. The client can add zero-knowledge proofs that blinded messages satisfy some predicate. These proofs enable the issuing servers to enforce a signing policy even though they blindly sign parts of the messages. Given a credential, clients can prove in zero knowledge that their credential fulfills certain predicates without leaking their signature.

Our scheme must be extended by a blind-signing property to realize the described blueprint. Precisely, we require a property called partially blind signatures AO00. This property prevents the issuer from learning private information about the message to be signed.

To transform our scheme into a partially blind signature scheme, we follow the approach of ASM06]. Let $\left\{m_{\ell}\right\}_{\ell \in[k]}$ be the set of messages representing the
client's credential information. Without loss of generality, we assume that $m_{k}$ is the public part. In order to blind its messages, the client computes a Pedersen commitment Ped91 on the private messages: $C=g_{1}^{s^{\prime}} \cdot \prod_{\ell \in[k-1]} h_{\ell}^{m_{\ell}}$ for a random $s^{\prime}$ and a zero-knowledge proof $\pi$ that $C$ is well-formed, i.e., that the client knows $\left(s^{\prime},\left\{m_{\ell}\right\}_{\ell \in[k-1]}\right)$. The client sends $\left(\mathcal{T}, C, \pi, m_{k}\right)$ and potential zero-knowledge proofs for signing policy enforcement to the servers. Each server $P_{i}$ for $i \in \mathcal{T}$ replies with $\left(A_{i}=\left(g_{1} \cdot C \cdot h_{k}^{m_{k}}\right)^{a_{i}} \cdot h_{0}^{\alpha_{i}}, \delta_{i}, e_{i}, s_{i}\right)$. The client computes $e, s$, and $A$ as before but outputs signature $\left(A, e, s^{*}=s^{\prime}+s\right)$ which yields a valid signature.

As the blinding mechanism and the resulting signatures are equivalent in the non-threshold BBS+ setting, we can use existing zero-knowledge proofs for policy enforcement and credential usage from the non-threshold setting.

## 5 Threshold Preprocessing Protocol

We state our threshold BBS+ signing protocol in Section 4 in a $\mathcal{F}_{\text {Prep }}$-hybrid model. Now, we present an instantiation of the $\mathcal{F}_{\text {Prep }}$ functionality using pseudorandom correlation functions (PCFs). In particular, our $\pi_{\text {Prep }}$ protocol builds on PCFs for VOLE and OLE correlations. The resulting protocol consists of an interactive Initialization and a non-interactive Tuple phase, consisting only of the local PCF evaluations and additional local computation. We now give an intuition of our preprocessing protocol and present formal definitions in Section 5.1 5.3. In Section 5.4 we briefly give an intuition about instantiating our precomputation using pseudorandom correlation generators (PCGs) instead of PCFs.

Our preprocessing protocol consists of three steps: the first two are part of the Initialization phase, and the third one builds the Tuple phase. First, the parties set up a secret and corresponding public key. For the BBS+ signature scheme, the public key is $\mathrm{pk}=g_{2}^{x}$, while the secret key is sk $=x$, which is secret-shared using Shamir's secret sharing, i.e., party $P_{i}$ knows sk ${ }_{i}=F(i)$ for a random polynomial $P$ with $P(0)=$ sk. This procedure constitutes a standard distributed key generation protocol for a DLOG-based cryptosystem. Therefore, we abstract from the concrete instantiation of this protocol and model the key generation as a hybrid functionality $\mathcal{F}_{\mathrm{KG}}$.

Second, the parties set up the keys for the PCF instances. The protocol uses two-party PCFs, meaning each pair of parties sets up required instances. At the time of writing, no PCF construction with a tailored MPC protocol for setting up the keys exists. Therefore, we model the PCF key generation as a hybrid functionality $\mathcal{F}_{\text {Setup }}$.

Third, every party in the signer set of a signing request executes the Tuple phase. In this phase party $P_{i}$ generates $\left(a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right)$, where the values fulfill correlation (4). To this end, each party samples $a_{i}, e_{i}, s_{i}$ such that the $a_{i}$ values constitute an additive secret sharing of $a$. The same holds for $e$ and $s$. Then, $\sum_{\ell \in \mathcal{T}} \alpha_{\ell}=a s$ can be rewritten as as $=\sum_{\ell \in \mathcal{T}} a_{\ell} \cdot \sum_{j \in \mathcal{T}} s_{j}=\sum_{\ell \in \mathcal{T}} \sum_{j \in \mathcal{T}} a_{\ell} s_{j}$. Each multiplication $a_{\ell} s_{j}$ is turned into additive shares using an OLE correlation,
i.e., $c_{1}-c_{0}=a_{\ell} s_{j}$. The parties use PCF instances to compute this OLE correlation. Finally, party $P_{i}$ locally adds $a_{i} s_{i}$ and the outputs of its PCF evaluations to get an additive sharing of as. The same idea works for computing $\delta_{i}$ such that $\sum_{\ell \in \mathcal{T}} \delta_{\ell}=a(\mathrm{sk}+e)=a \mathrm{sk}+a e$. Note that while the values $a, e, s$ are fresh random values for each signing request, sk is fixed. Therefore, the parties use VOLE correlations to compute ask instead of OLE correlations.

Note that party $P_{i}$ uses PCF instances for computing additive shares of $a_{i} s_{j}$ and $a_{i} s_{\ell}$ for two different parties $P_{j}$ and $P_{\ell}$. Since $a_{i}$ must be the same for both products, we use reusable PCFs so parties can fix $a_{i}$ over multiple PCF instances. In addition, parties evaluate the PCFs on ssid as input. As ssid is provided by the environment, we require strong PCFs. Based on these two requirements, our protocol relies on strong reusable PCFs defined in Section 3 .

Next, we present the hybrid key generation functionality in Section 5.1 and the hybrid setup functionality in Section 5.2. Then, we formally state and prove our PCF-based preprocessing protocol in the $\left(\mathcal{F}_{\mathrm{KG}}, \mathcal{F}_{\text {Setup }}\right)$-hybrid model in Section 5.3 .

### 5.1 Key Generation Functionality

We abstract from the concrete instantiation of the key generation. Therefore, we state a very simple key generation functionality for discrete logarithm-based cryptosystems similar to the functionality of Wik04. The functionality describes a standard distributed key generation for discrete logarithm-based cryptosystems and can be realized by GJKR99, Wik04 or the key generation phase of $\mathrm{CGG}^{+} 20$ or $\mathrm{DKL}^{+} 23$.

## Functionality $\mathcal{F}_{\mathrm{KG}}$

The functionality is parameterized by the order of the group from which the secret key is sampled $p$, a generator for the group of the public key $g_{2}$, and a threshold parameter $t$. The key generation functionality interacts with parties $P_{1}, \ldots, P_{n}$ and ideal-world adversary $\mathcal{S}$.

## Key Generation:

Upon receiving (keygen, sid) from every party $P_{i}$ and (corruptedShares, sid, $\left\{\mathrm{sk}_{j}\right\}_{j \in \mathcal{C}}$ ) from $\mathcal{S}$ :

- Sample random polynomial $F \in \mathbb{Z}_{p}[X]$ of degree $t-1$ such that $F(j)=\mathrm{sk}_{j}$ for every $j \in \mathcal{C}$.
- Set sk $=F(0), \mathrm{pk}=g_{2}^{\mathrm{sk}}, \mathrm{sk}_{\ell}=F(\ell)$ and $\mathrm{pk}_{\ell}=g_{2}^{\mathrm{sk}_{\ell}}$ for $\ell \in[n]$.
- Send (sid, sk $\left.{ }_{i}, \mathrm{pk},\left\{\mathrm{pk}_{\ell}\right\}_{\ell \in[n]}\right)$ to every party $P_{i}$.


### 5.2 Setup Functionality

The setup functionality gets random values, secret key shares, and partial public keys as input from every party. Then, it first checks if the secret key shares and
the partial public keys match and next generates the PCF keys using the random values. Finally, it returns the generated PCF keys to the parties.

At the time of writing, no PCF construction with a tailored key generation protocol exists. Therefore, we abstract from a concrete instantiation by specifying this functionality. Nevertheless, $\mathcal{F}_{\text {Setup }}$ can be instantiated using generalpurpose MPC.

## Functionality $\mathcal{F}_{\text {Setup }}$

Let (PCF vole.Gen, PCF vole.Eval) be an srPCF for VOLE correlations and let (PCF ${ }_{\text {OLe }}$.Gen, PCF $_{\text {ole.Eval }}$ ) be an srPCF for OLE correlations. The setup functionality interacts with parties $P_{1}, \ldots, P_{n}$.

## Setup:

Upon receiving (setup, sid, $\left.\rho_{a}^{(i)}, \rho_{s}^{(i)}, \rho_{e}^{(i)}, \mathrm{sk}_{i},\left\{\mathrm{pk}_{\ell}^{(i)}\right\}_{\ell \in[n]}\right)$ from every party $P_{i}$ :

- Check if $g_{2}^{\text {sk }}=\mathrm{pk}_{\ell}^{(i)}$ for every $\ell, i \in[n]$. If the check fails, send abort to all parties.
- Else, compute for every pair of parties $\left(P_{i}, P_{j}\right)$ :
- $\left(\mathrm{k}_{i, j, 0}^{\mathrm{VOLE}}, \mathrm{k}_{i, j, 1}^{\mathrm{VOLE}}\right) \leftarrow \operatorname{PCF}$ Vole.Gen $\left(1^{\lambda}, \rho_{a}^{(i)}, \mathrm{sk}_{j}\right)$,
- $\left(\mathrm{k}_{i, j, 0}^{(\mathrm{OLE}, 1)}, \mathrm{k}_{i, j, 1}^{(\mathrm{OLE}, 1)}\right) \leftarrow \mathrm{PCF}_{\mathrm{OLE}} \cdot \operatorname{Gen}\left(1^{\lambda}, \rho_{a}^{(i)}, \rho_{s}^{(j)}\right)$, and
- $\left(\mathrm{k}_{i, j, 0}^{(\mathrm{OLE}, 2)}, \mathrm{k}_{i, j, 1}^{(\mathrm{OLE}, 2)}\right) \leftarrow$ PCF $\mathrm{PLE}^{\mathrm{Cl}} \cdot \mathrm{Gen}\left(1^{\lambda}, \rho_{a}^{(i)}, \rho_{e}^{(j)}\right)$.
- Send keys (sid, $\mathrm{k}_{i, j, 0}^{\mathrm{VOLE}}, \mathrm{k}_{j, i, 1}^{\mathrm{VOLE}}, \mathrm{k}_{i, j, 0}^{(\mathrm{OLE}, 1)}, \mathrm{k}_{j, i, 1}^{(\mathrm{OLE}, 1)}, \mathrm{k}_{i, j, 0}^{(\mathrm{OLE}, 2)}$, $\left.\mathrm{k}_{j, i, 1}^{(\text {OLE,2) }}\right)_{j \neq i}$ to every party $P_{i}$.


### 5.3 PCF-based Preprocessing Protocol

In this section, we formally present our PCF-based preprocessing protocol in the ( $\left.\mathcal{F}_{\mathrm{KG}}, \mathcal{F}_{\text {Setup }}\right)$-hybrid model.

| Construction 2: $\pi_{\text {Prep }}$ |  |  |
| :---: | :---: | :---: |
| Let (PCF vole.Gen, PCF vole.Eval) be an srPCF for VOLE correlations and let (PCFole.Gen, PCFole.Eval) be an srPCF for OLE correlations. We describe the protocol from the perspective of $P_{i}$. |  |  |
|  |  |  |
| Initialization. Upon receiving input (init, sid), do: |  |  |
| 1. Send (keygen, sid) to $\mathcal{F}_{\text {KG }}$. |  |  |
| 2. Upon receiving (sid, sk ${ }_{i}$, pk, $\left\{\mathrm{pk}_{\ell}^{(i)}\right\}_{\ell \in[n]}$ ) from $\mathcal{F}_{\mathrm{KG}}$, sample $\rho_{a}^{(i)}, \rho_{s}^{(i)}, \rho_{e}^{(i)} \in\{0,1\}^{\lambda}$ and send (setup, sid, $\left.\rho_{a}^{(i)}, \rho_{s}^{(i)}, \rho_{e}^{(i)}, \operatorname{sk}_{i},\left\{\mathrm{pk}_{\ell}^{(i)}\right\}_{\ell \in[n]}\right)$ to $\mathcal{F}_{\text {Setup }}$. |  |  |
| $\begin{array}{lc}\text { 3. Upon } & \text { receiving } \\ \left.\mathrm{k}_{j, i, 1}^{(\mathrm{OLE}, 2)}\right)_{j \neq i} \text { from } \mathcal{F}_{\text {Setup }} \text {, output pk. } & \left(\text { sid, } \mathrm{k}_{i, j, 0}^{\mathrm{VOLE}}, \mathrm{k}_{j, i, 1}^{\mathrm{VOLE}}, \mathrm{k}_{i, j, 0}^{(\mathrm{OLE}, 1)}, \mathrm{k}_{j, i, 1}^{(\mathrm{OLE}, 1)}, \mathrm{k}_{i, j, 0}^{(\mathrm{OLE}, 2)},\right. \\ \text {, }\end{array}$ |  |  |
| Tuple. Upon receiving input (tuple, sid, ssid, $\mathcal{T}$ ), compute: |  |  |
| 4.```for j}\in\mathcal{T}\{i} - ( }\mp@subsup{a}{i}{},\mp@subsup{c}{i,j,0}{\textrm{VOLE}})=\mp@subsup{\textrm{PCF}}{\mathrm{ voLE }}{\mathrm{ Vval }}(0,\mp@subsup{\textrm{k}}{i,j,0}{\textrm{VOLE}},\textrm{ssid})``` |  |  |

$$
\begin{aligned}
& -\left(\mathrm{sk}_{i}, c_{j, i, 1}^{\mathrm{VOLE}}\right)=\operatorname{PCF}_{\text {VoLe }} \cdot \operatorname{Eval}\left(1, \mathrm{k}_{j, i, 0}^{\mathrm{VOLE}}, \mathrm{ssid}\right) \text {, } \\
& -\left(a_{i}, c_{i, j, 0}^{(\mathrm{OLE}, 1)}\right)=\operatorname{PCF} \text { ole.Eval }\left(0, \mathrm{k}_{i, j, 0}^{\mathrm{OLE}, 1)}, \text { ssid }\right) \text {, } \\
& -\left(s_{i}, c_{j, i, 1}^{(\text {OLE }, 1)}\right)=\operatorname{PCF}_{\text {oLE }} \cdot \operatorname{Eval}\left(1, \mathrm{k}_{j, i, 1}^{(\text {OLE }, 1)}, \text { ssid }\right), \\
& -\left(a_{i}, c_{i, j, 0}^{(\text {OLE,2) }}\right)=\operatorname{PCF} \text { ole. } \operatorname{Eval}\left(0, \mathrm{k}_{i, j, 0}^{(\text {OLE }, 2)} \text {, ssid }\right) \text {, and } \\
& -\left(e_{i}, c_{j, i, 1}^{(\mathrm{OLE}, 2)}\right)=\operatorname{PCF}_{\text {ole }} \cdot \operatorname{Eval}\left(1, \mathrm{k}_{j, i, 1}^{\text {(OLE }, 2)}, \text { ssid }\right) . \\
& \text { 5. } \delta_{i}=a_{i}\left(e_{i}+L_{i, \mathcal{T}} \mathrm{sk}_{i}\right)+\sum_{j \in \mathcal{T} \backslash\{i\}}\left(L_{i, \mathcal{T}} c_{j, i, 1}^{\mathrm{VOLE}}-L_{j, \mathcal{T}} c_{i, j, 0}^{\mathrm{VOLE}}+c_{j, i, 1}^{(\mathrm{OLE}, 2)}-c_{i, j, 0}^{(\mathrm{OLE}, 2)}\right) \\
& \text { 6. } \alpha_{i}=a_{i} s_{i}+\sum_{j \in \mathcal{T} \backslash\{i\}}\left(c_{j, i, 1}^{(\mathrm{OLE}, 1)}-c_{i, j, 0}^{(\mathrm{OLE}, 1)}\right)
\end{aligned}
$$

Finally, output (sid, ssid, $a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}$ ).

Theorem 2. Let $\mathrm{PCF}_{\text {Vole }}$ be an srPCF for VOLE correlations and let $\mathrm{PCF}_{\text {OLE }}$ be an srPCF for OLE correlations. Then, protocol $\pi_{\text {Prep }} U C$-realizes $\mathcal{F}_{\text {Prep }}$ in the $\left(\mathcal{F}_{\mathrm{KG}}, \mathcal{F}_{\text {Setup }}\right)$-hybrid model in the presence of malicious adversaries controlling up to $t-1$ parties.

We state our simulator in Appendix G provide a sketch in Appendix H, and the full indistinguishability proof in Appendix I.

### 5.4 PCG-based Preprocessing

Instead of using PCFs, we can also use PCGs to instantiate our preprocessing phase. On a high level, our protocol presented in Section 5.3 uses VOLE and OLE PCFs. For VOLE and OLE correlations, PCG constructions were proposed in BCGI18, $\mathrm{BCG}^{+} 19 \mathrm{~b}, \mathrm{BCG}^{+} 19 \mathrm{a}$, SGRR19, $\mathrm{BCG}^{+} 20 \mathrm{~b}, \mathrm{YWL}^{+} 20, \mathrm{CRR} 21$. It remains to show that these constructions fulfill a notion similar to strong reusability defined in Section 3 .

In a practical setting, a PCG-based precomputation requires the parties to perform the PCG expansion directly after the seed generation. Then, the parties store the expanded correlation outputs and use one for each signing request.

## 6 Evaluation

We evaluate the online, signing request-dependent phase by implementing the protocol, running benchmarks, and reporting the runtime and the communication complexity. For comparison, we also implement and benchmark the nonthreshold BBS+ signing algorithm. We open-source our prototype implementation to foster future research in this area ${ }^{3}$

For the offline, signing request-independent phase, we compute the communication, storage, and computation complexity. Although PCFs are conceptually better suited for our offline phase than PCGs, they lack efficient instantiations (for OLE correlations). Therefore, we focus our evaluation on determining the practicability of our protocol on a PCG-based precomputation.

[^0]The PCG-based precomputation follows the exact same blueprint as the PCF-based one. The only difference is that parties evaluate the PCGs directly after setting up the keys and keep the generated preprocessing material in storage. This evaluation corresponds to Step 4 of protocol $\pi_{\text {Prep }}$. However, it generates the whole batch of tuples at once and is executed for all $j \in[n] \backslash\{i\}$ instead of all $j \in \mathcal{T} \backslash\{j\}$. During the Tuple-phase, servers now retrieve the tuple identified by ssid from storage and compute the signer-set dependent presignature $\left(a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right)$ exactly as Step 5 and Step 6 of $\pi_{\text {Prep }}$. These steps cannot be pushed to the initialization as they depend on the signer-set, which is only available upon signing request submission.

In the following, we denote the security parameter by $\lambda$, the number of servers by $n$, the security threshold by $t$, the size of the signed message arrays by $k$, the number of generated precomputation tuples by $N$, the order of the elliptic curve's groups $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ by $p$ and assume PCGs based on the Ring LPN problem with static leakage and security parameters $c$ and $\tau$, i.e., the $R^{c}-L P N_{p, \tau}$ assumptior ${ }^{4}$. This assumption is common to state-of-the-art PCG instantiations for OLE correlations $\mathrm{BCG}^{+} 20 \mathrm{~b}$.

As TZ23 published an optimization of the BBS+ signature scheme concurrent to our work, we repeat our evaluation, including implementation and benchmarks, for an optimized version of our protocol and present the results in Appendix K

### 6.1 Online, Signing Request-Dependent Phase

Our implementation and benchmarks of the online phase are written in Rust and based on the BLS12_381 curv ${ }^{5}$. Note, since the BLS12_381 curve defines an elliptic curve, we use the additive group notation in the following. This is in contrast to the multiplicative group notation used in the protocol description. Our code, including the benchmarks and rudimentary tests, comprises 1,400 lines. We compiled our code using rustc 1.68 .2 ( 9 eb 3 afe 9 e ).
Setup. For our benchmarks, we split the protocol into four phases: Adapt (Steps 5 and 6 of protocol $\pi_{\text {Prep }}$ ), Sign (Step 2 of $\pi_{\text {TBBS }}$ ), Reconstruct (Step 3a of $\pi_{\text {TBBS }}$ ) and Verify (Step 3b of $\pi_{\text {TBBS }+}$ ). Adapt and Sign are executed by the servers. Reconstruct and Verify are executed by the client. Together, these phases cover the whole online signing protocol. The runtime of our protocol is influenced by the security threshold $t$ and the message array size $k$. We perform benchmarks for $2 \leq t \leq 30$ and $1 \leq k \leq 50$. The influence of the total number of servers $n$ is insignificant to non-existent. Our benchmarks do not account for network latency, which heavily depends on the location of clients and servers. Network latency, in our protocol, incurs the same overhead as in the non-threshold setting. It can be incorporated by adding the round-trip time of messages up to 2 kB over the client's (slowest) server connection to the total runtime. As the online phase of our protocol is non-interactive, we benchmark

[^1]servers and clients individually. We execute all benchmarks on a single machine with a 14 -core Intel Xeon Gold $5120 \mathrm{CPU} @ 2.20 \mathrm{GHz}$ processor and 64 GB of RAM. We repeat each benchmark 100 times to account for statistical deviations and report the average. For comparability, we report the runtime of basic arithmetic operations on our machine in Table 1 in Appendix $J$.

Results. We report the results of our benchmarks in Figure 4 These results reflect our expectations as outlined in the following. The Adapt phase transforming PCF/PCG outputs to signing request-dependent presignatures involves only field operations and is much faster than the other phases for small $t$. The runtime increase for larger $t$ stems from the number of field operations scaling quadratically with the number of signers. Signers have to compute a LaGrange coefficient for each other signer. The computation of the LaGrange coefficient scales with $t$ as well. The Sign phase requires the servers to compute $k+2$ scalar multiplications in $\mathbb{G}_{1}$, each taking 100 times more time than the slowest field operation (cf. Appendix J). The Reconstruct phase involves a single $\mathbb{G}_{1}$ scalar multiplication, field operations, and $\mathbb{G}_{1}$ additions, depending on the threshold $t$. The scalar multiplication, being responsible for more than $90 \%$ of the phase's runtime for $t \leq 30$, dominates the cost of this phase. The Verify phase requires the client to compute two pairing operations, a single scalar multiplication in $\mathbb{G}_{2}, k+1$ scalar multiplications $\mathbb{G}_{1}$, and multiple additions in $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$. The pairing operations and the scalar multiplication in $\mathbb{G}_{2}$ are responsible for the constant costs visible in the graph. The scalar multiplications in $\mathbb{G}_{1}$ cause the linear increase. The influence of $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ additions is insignificant because they take at most $1.4 \%$ of scalar multiplication in $\mathbb{G}_{1}$. The Total runtime mainly depends on the size of the signed message array due to the scalar multiplications in the signing and verification step. The number of signers, $t$, has only a minor influence on the online runtime; increasing the number of signers from 2 to 30 increases the runtime by $1.14 \%-5.52 \%$. Following, the online protocol can essentially tolerate any amount of servers as long as the preprocessing, which is expected to scale worse, can be instantiated efficiently for the number of servers and the storage complexity of the generated preprocessing material does not exceed the servers' capacities (cf. Section 6.2).

To measure the overhead of thresholdization, we compare the runtime of our online protocol to the runtime of signature creation (and verification) in the nonthreshold setting in Figure 5. The overhead of our online protocol consists only of a single scalar multiplication in $\mathbb{G}_{1}$, assuming that clients also verify received signatures in the non-threshold setting. This observation reflects our protocol pushing all the overhead of the thresholdization.

Communication-wise, the client has to send one signing request of size $(k$. $\lceil\log p\rceil)+(t \cdot\lceil\log n\rceil)$ bits to each of the $t$ selected servers. By deriving the signer set via a random oracle, we can reduce the size of the request to $(k \cdot\lceil\log p\rceil)$. Each selected server has to send a partial signature of size $\left(3\lceil\log p\rceil+\left|\mathbb{G}_{1}\right|\right)$. In case of the BLS12_381 curve, $\lceil\log p\rceil$ equals 381 bits whereas $\left|\mathbb{G}_{1}\right|$ equals 762 bits. Parties can also encode $\mathbb{G}_{1}$ elements with 381 bits by only sending the $x$-coordinate of the curve point and requiring the sender to compute the $y$-coordinate itself.


Fig. 4: The runtime of individual protocol phases (a)-(d) and the total online protocol (e). The Adapt phase, describing Steps 5 and 6 of protocol $\pi_{\text {Prep }}$, and the Reconstruct phase, describing Step 3a of $\pi_{\text {TBBS }+}$, depend on security threshold $t$. The Sign phase, describing Step 2 of $\pi_{\text {TBBS }}$, and the signature verification, describing Step 3 b of $\pi_{\text {TBBS }}$, depend on the message array size $k$.


Fig. 5: The total runtime of our online protocol compared to plain, non-threshold signing with and without signature verification in dependence of $k$. The number of signers $t$ is insignificant (cf. Figure 4 e ).

Note that our UC functionality models a scenario where every signer obtains the final signature. Therefore, the partial signatures are sent to all other signers. However, by incorporating a dedicated client into the model, the signers can send the partial signatures only to the client. While we expect this to be sufficient for real-life settings, it makes the model more messy. We emphasize that this request-response behavior is the minimum interaction for MPC protocols. As there is no interaction between the servers, this setting is referred to as noninteractive in the literature $\mathrm{CGG}^{+20}, \mathrm{ANO}^{+} 22$.

### 6.2 Offline, Signing Request-Independent Phase

For the evaluation of the offline, signing request-independent phase, we focus on a PCG-based preprocessing, analyzing the communication complexity of the distributed PCG seed generation, the storage complexity of the PCG seeds and the generated tuples, and the computation complexity of the seed expansions.

Existing fully distributed PCG constructions for OLE-correlations $\mathrm{BCG}^{+} 20 \mathrm{~b}$ $\mathrm{ANO}^{+} 22$ do not separate between the PCG seed generation and the PCG evaluation phase. Instead, they merge both phases into one distributed protocol. These distributed protocols make use of secret sharing-based general-purpose MPC protocols optimized for different kinds of operations (binary NNOB12, field DPSZ12, DKL ${ }^{+} 13$, or elliptic curve $\left.\mathrm{DKO}^{+} 20\right]$ ) as well as a special-purpose protocol for the computation of a two-party distributed point function (DPF) presented in $\mathrm{BCG}^{+} 20 \mathrm{~b}$. As the PCG-generated preprocessing material utilized in $\mathrm{ANO}^{+} 22$ shows similarities to the material required by our online signing protocol, we derive a distributed PCG protocol for our setting from theirs and analyze the communication complexity accordingly. The analysis yields that the communication complexity of a PCG-based preprocessing instantiating our offline protocol is dominated by

$$
26(n c \tau)^{2} \cdot(\log N+\log p)+8 n(c \tau)^{2} \cdot \lambda \cdot \log N
$$

bits of communication per party.
Instead of merging the PCG setup with the PCG evaluation in one setup protocol, it is also possible to generate the PCG seeds first, either via a trusted party or another dedicated protocol, and execute the expansion at a later point in time, e.g., when the next batch of presignatures is required. In this scenario, each server stores seeds with a size of at most

$$
\begin{aligned}
& \log p+3 c \tau \cdot(\lceil\log p\rceil+\lceil\log N\rceil) \\
+ & 2(n-1) \cdot c \tau \cdot(\lceil\log N\rceil \cdot(\lambda+2)+\lambda+\lceil\log p\rceil) \\
+ & 4(n-1) \cdot(c \tau)^{2} \cdot(\lceil\log 2 N\rceil \cdot(\lambda+2)+\lambda+\lceil\log p\rceil)
\end{aligned}
$$

bits if the PCGs are instantiated according to $\mathrm{BCG}^{+} 20 \mathrm{~b}$.
When instantiating the precomputation with PCGs, servers must evaluate all of the PCGs' outputs at once. The resulting precomputation material occupies

$$
\log p \cdot N \cdot(3+6 \cdot(n-1))
$$

bits of storage. In $\overline{\mathrm{ANO}^{+} 22}$, the authors report $N=94019$ as a reasonable parameter for a PCG-based setup protocol. In $\mathrm{BCG}^{+} 20 \mathrm{~b}$, the authors base their analysis on $N=2^{20}=1048576$. To efficiently apply Fast Fourier Transformation algorithms during the seed expansion, it is necessary to choose $N$ such that it divides $p-1$. Figure 6 reports the storage complexity depending on the number of servers $n$ for different $N$. Note that the dependency on the number of servers $n$ stems from the fact that we support any threshold $t \leq n$. In a $n$ -out-of- $n$ settings, servers can execute Steps 5 and 6 of protocol $\pi_{\text {Prep }}$ during the preprocessing, and hence, only store $\log p \cdot 5 N$ bits of preprocessing material.


Fig. 6: Storage complexity of the precomputation material required for $N \in$ $\{98304,1048576\}$ signatures depending on the number of servers $n$.

The computation cost of the seed expansion is dominated by the ones of the PCGs for OLE correlations. In $\mathrm{BCG}^{+20 b}$, the authors report the computation complexity of expanding a seed of an OLE PCG to involve at most $N(c t)^{2}(4+2\lfloor\log (p / \lambda)\rfloor)$ PRG operations and $O\left(c^{2} N \log N\right)$ operations in $\mathbb{Z}_{p}$. In our protocol, each server $P_{i}$ has to evaluate 4 OLE-generating PCGs for each other server $P_{j}$; one for each cross term $\left(a_{i} \cdot e_{j}\right),\left(a_{j} \cdot e_{i}\right),\left(a_{i} \cdot s_{j}\right)$, and $\left(a_{j} \cdot s_{i}\right)$. It follows that the seed expansion in our protocol is dominated by

$$
4 \cdot(n-1) \cdot(4+2\lfloor\log (p / \lambda)\rfloor) \cdot N \cdot(c \tau)^{2}
$$

PRG evaluations and $O\left(n c^{2} N \log N\right)$ operations in $\mathbb{Z}_{p}$.

### 6.3 Comparison to $\mathrm{DKL}^{+23}$

Independently of our work, $\mathrm{DKL}^{+} 23$ presented the first $t$-out-of- $n$ threshold BBS+ protocol. While we achieve a non-interactive online signing phase at the cost of a computationally intensive offline phase, their protocol incorporates a lightweight setup independent from the number of generated signatures but requires an interactive signing protocol. In $\overline{\mathrm{DKL}^{+} 23}$, the authors provide an experimental evaluation of the interactive signing protocol, to which we will compare our online signing in the following ${ }^{6}$

As our implementation, their implementation is in Rust and based on the BLS12_381 curve. When comparing the benchmarking machines, $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$

[^2]

Fig. 7: Runtime of the signing protocol of $\mathrm{DKL}^{+} 23$ compared to the network adjusted runtime of our signing protocol in the LAN and WAN setting.
scalar multiplications are $20-30 \%$ faster on our machine, while signature verifications are $20 \%$ faster on their machine. Although not explicitly stated, the numbers strongly indicate the choice $k=1$ in $\overline{\mathrm{DKL}^{+} 23}$; the reported runtime of non-threshold BBS+ signing is slightly larger than three $\mathbb{G}_{1}$ scalar multiplications. Due to the interactivity of their protocol, their benchmarks incorporate network delays for different settings (LAN, WAN). We add network delays to our results to compare our benchmarks to theirs. All machines used in their evaluation are Google Cloud c2d-standard-4 instances. In the LAN setting, all instances are located at the us-east1-c zone. DP20 reports a LAN latency of 0.146 ms for this zone. We add a delay of 0.3 ms to our results. In the WAN setting, the first 12 instances in their benchmarks are located in the US, while other machines are in Europe or the US. According to Kum22, we add 100 ms to our results for $t<13$ and 150 ms for $t \leq 13$.

In Figure 7, we compare the runtime, including latency, of our online signing protocol to the runtimes reported in $\overline{\mathrm{DKL}^{+} 23}$ for the LAN and the WAN setting. The graphs show that our protocol outperforms the one of $\mathrm{DKL}^{+} 23$ in both settings for every number of servers. The only exception is the runtime for $t=2$ in the WAN setting. This exception seems caused by an unusually low connection latency between the first two servers and the client in $\mathrm{DKL}^{+} 23$. The overhead of $\mathrm{DKL}^{+} 23$ is mainly caused by the two additional rounds of cross-server interaction. This overhead rises with the number of servers as each server has to communicate with each other servers and is especially severe in the WAN setting.

Due to the high efficiency and non-interactivity of our online phase, our protocol is more suited for settings where servers have a sufficiently long setup interval and storage capacities to deal with the complexity of the preprocessing phase. On the other hand, the protocol of $\mathrm{DKL}^{+} 23$ is more suited for use cases with more lightweight servers, especially in a LAN environment where the network delay of the additional communication is less significant.
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## A The BBS+ Signature Scheme

Let $k$ be the size of the message arrays, $\mathcal{G}=\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, g_{1}, g_{2}\right.$, e $)$ be a bilinear mapping tuple and $\left\{h_{\ell}\right\}_{\ell \in[0 . . k]}$ be random elements of $\mathbb{G}_{1}$. The BBS+ signature scheme is defined as follows:

- KeyGen $(\lambda)$ : Sample $x \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}^{*}$, compute $y=g_{2}^{x}$, and output (pk, sk) $=(y, x)$.
$-\operatorname{Sign}_{\text {sk }}\left(\left\{m_{\ell}\right\}_{\ell \in[k]} \in \mathbb{Z}_{p}^{k}\right)$ : Sample $e, s \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$, compute $A:=\left(g_{1} \cdot h_{0}^{s} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}\right)^{\frac{1}{x+e}}$ and output $\sigma=(A, e, s)$.
- Verify $\mathrm{pk}\left(\left\{m_{\ell}\right\}_{\ell \in[k]} \in \mathbb{Z}_{p}^{k}, \sigma\right)$ : Output $1 \operatorname{iff} \mathrm{e}\left(A, y \cdot g_{2}^{e}\right)=\mathrm{e}\left(g_{1} \cdot h_{0}^{s} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}, g_{2}\right)$

The BBS+ signature scheme is proven strong unforgeable under the $q$-strong Diffie Hellman (SDH) assumption for pairings of type 1, 2, and 3 ASM06, CDL16, TZ23. Intuitively, strong unforgeability states that the attacker is not possible to come up with a forgery even for messages that have been signed before. We refer to $\widehat{T Z 23}$ for further details.

Optimized scheme of Tessaro and Zhu TZ23] Concurrently to our work, Tessaro and Zhu showed an optimized version of the BBS+ signatures, reducing the signature size. In their scheme, the signer samples only one random value, $e \stackrel{\$}{\leftarrow}$ $\mathbb{Z}_{p}$, computes $A:=\left(g_{1} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}\right)^{\frac{1}{x+e}}$, and outputs $\sigma=(A, e)$. The verification works as before, with the only difference that the term $h_{0}^{s}$ is removed. Note that if the first message $m_{1}$ is sampled randomly, then the short version is equal to the original version. While we describe our protocol in the original BBS + scheme by Au et al. ASM06, we elaborate on the influence of TZ23 on our evaluation in Appendix K.

## B Universal Composability Framework ([Can01])

We formally model and prove the security of our protocols in the Universal Composability framework (UC). The framework was introduced by Canetti in 2001 Can01] to analyze the security of protocols formally. The universal composability property guarantees the security of a protocol holds even under concurrent composition. We give a brief intuition and defer the reader to Can01 for all details.

Like simulation-based proofs, the framework differentiates between real-world and ideal-world execution. The real-world execution consists of $n$ parties $P_{1}, \ldots, P_{n}$ executing protocol $\pi$, an adversary $\mathcal{A}$, and an environment $\mathcal{Z}$. All parties are initialized with security parameter $\lambda$ and a random tape, and $\mathcal{Z}$ runs on some advice string $z$. In this work, we consider only static corruption, where the adversary corrupts parties at the onset of the execution. After corruption, the adversary may instruct the corrupted parties to deviate arbitrarily from the protocol specification. The environment provides inputs to the parties, instructs them to continue the execution of $\pi$, and receives outputs from the parties. Additionally, $\mathcal{Z}$ can interact with the adversary.

The real-world execution finishes when $\mathcal{Z}$ stops activating parties and outputs a decision bit. We denote the output of the real-world execution by $\operatorname{REAL}_{\pi, \mathcal{A}, \mathcal{Z}}(\lambda, z)$.

The ideal-world execution consists of $n$ dummy parties, an ideal functionality $\mathcal{F}$, an ideal adversary $\mathcal{S}$, and an environment $\mathcal{Z}$. The dummy parties forward messages between $\mathcal{Z}$ and $\mathcal{F}$, and $\mathcal{S}$ may corrupt dummy parties and act on their behalf in the following execution. $\mathcal{S}$ can also interact with $\mathcal{F}$ directly according to the specification of $\mathcal{F}$. Additionally, $\mathcal{Z}$ and $\mathcal{S}$ may interact. The goal of $\mathcal{S}$ is to simulate a real-world execution such that the environment cannot tell apart if it is running in the real or ideal world. Therefore, $\mathcal{S}$ is also called the simulator.

Again, the ideal-world execution ends when $\mathcal{Z}$ outputs a decision bit. We denote the output of the ideal-world execution by $\operatorname{IDEAL}_{\mathcal{F}, \mathcal{S}, \mathcal{Z}}(\lambda, z)$.

Intuitively, a protocol is secure in the UC framework if the environment cannot distinguish between real-world and ideal-world execution. Formally, protocol $\pi$ UC-realizes $\mathcal{F}$ if for every probabilistic polynomial-time (PPT) adversary $\mathcal{A}$ there exists a PPT simulator $\mathcal{S}$ such that for every PPT environment $\mathcal{Z}$

$$
\left\{\operatorname{REAL}_{\pi, \mathcal{A}, \mathcal{Z}}\left(1^{\lambda}, z\right)\right\}_{\lambda \in \mathbb{N}, z \in\{0,1\}^{*}}=\left\{\operatorname{IDEAL}_{\mathcal{F}, \mathcal{S}, \mathcal{Z}}\left(1^{\lambda}, z\right)\right\}_{\lambda \in \mathbb{N}, z \in\{0,1\}^{*}}
$$

## C PCF Definition of $\quad \mathrm{BCG}^{+} \mathbf{2 0 a}$

Definition 3 (Pseudorandom correlation function (PCF)). Let (Setup, $\mathcal{Y}$ ) be a reverse-sampleable correlation with setup which has output length functions $\ell_{0}(\lambda), \ell_{1}(\lambda)$, and let $\lambda \leq n(\lambda) \leq \operatorname{poly}(\lambda)$ be an input length function. Let (PCF.Gen, PCF.Eval) be a pair of algorithms with the following syntax:

- PCF.Gen $\left(1^{\lambda}\right)$ is a probabilistic polynomial-time algorithm that on input $1^{\lambda}$ outputs a pair of keys $\left(k_{0}, k_{1}\right)$.
- PCF.Eval $\left(\sigma, k_{\sigma}, x\right)$ is a deterministic polynomial-time algorithm that on input $\sigma \in\{0,1\}$, key $k_{\sigma}$ and input value $x \in\{0,1\}^{n(\lambda)}$ outputs a value $c_{\sigma} \in$ $\{0,1\}^{\ell_{\sigma}(\lambda)}$.

We say (PCF.Gen, PCF.Eval) is a (weak) $(N, B, \epsilon)$-secure pseudorandom correlation function (PCF) for $\mathcal{Y}$, if the following conditions hold:

- Pseudorandom $\mathcal{Y}$-correlated outputs. For every non-uniform adversary $\mathcal{A}$ of size $B(\lambda)$, it holds

$$
\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, N, 0}^{\mathrm{pr}}(\lambda)=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, N, 1}^{\mathrm{pr}}(\lambda)=1\right]\right| \leq \epsilon(\lambda)
$$

for all sufficiently large $\lambda$, where $\operatorname{Exp}_{\mathcal{A}, N, b}^{\mathrm{pr}}(\lambda)$ for $b \in\{0,1\}$ is as defined in Figure 8. In particular, the adversary is given access to $N(\lambda)$ samples.

- Security. For each $\sigma \in\{0,1\}$ and non-uniform adversary $\mathcal{A}$ of size $B(\lambda)$, it holds

$$
\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, N, \sigma, 0}^{\mathrm{sec}}(\lambda)=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, N, \sigma, 1}^{\mathrm{sec}}(\lambda)=1\right]\right| \leq \epsilon(\lambda)
$$

for all sufficiently large $\lambda$, where $\operatorname{Exp}_{\mathcal{A}, N, \sigma, b}^{\text {sec }}(\lambda)$ for $b \in\{0,1\}$ is as defined in Figure 9 (again, with $N(\lambda)$ samples).

We say that (PCF.Gen, PCF.Eval) is a PCF for $\mathcal{Y}$ if it is a $(p, 1 / p, p)$-secure $P C F$ for $\mathcal{Y}$ for every polynomial $p$. If $B=N$, we write $(B, \epsilon)$-secure $P C F$ for short.

## D Reusable PCF Constructions

This sections presents construction of reusable PCFs for VOLE and OLE correlations as defined in Section 3.2. We first present the reusable PCF for VOLE and then for OLE.

$$
\begin{array}{ll}
\operatorname{Exp}_{\mathcal{A}, N, 0}^{\mathrm{pr}}(\lambda): & \frac{\operatorname{Exp}_{\mathcal{A}, N, 1}^{\mathrm{p}}(\lambda):}{\left(k_{0}, k_{1}\right) \leftarrow \mathrm{PCF} . \operatorname{Gen}\left(1^{\lambda}\right)} \\
\text { mk } \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) & \text { for } i=1 \text { to } N(\lambda) \\
\text { for } i=1 \text { to } N(\lambda) & x^{(i)} \leftarrow\{0,1\}^{n(\lambda)} \\
\quad x^{(i)} \$\{0,1\}^{n(\lambda)} & \text { for } \sigma \in\{0,1\}: y_{\sigma}^{(i)} \leftarrow \operatorname{PCF} . \operatorname{Eval}\left(\sigma, k_{\sigma}, x^{(i)}\right) \\
\quad\left(y_{0}^{(i)}, y_{1}^{(i)}\right) \leftarrow \mathcal{Y}\left(1^{\lambda}, \mathrm{mk}\right) & b \leftarrow \mathcal{A}\left(1^{\lambda},\left(x^{(i)}, y_{0}^{(i)}, y_{1}^{(i)}\right)_{i \in[N(\lambda)]}\right) \\
b \leftarrow \mathcal{A}\left(1^{\lambda},\left(x^{(i)}, y_{0}^{(i)}, y_{1}^{(i)}\right)_{i \in[N(\lambda)]}\right) & \text { return } b
\end{array}
$$

Fig. 8: Pseudorandom $\mathcal{Y}$-correlated outputs of a PCF.

| $\operatorname{Exp}_{\mathcal{A}, N, \sigma, 0}^{\text {sec }}(\lambda):$ | $\frac{\operatorname{Exp}_{\mathcal{A}, N, \sigma, 1}^{\text {sec }}(\lambda):}{\left(k_{0}, k_{1}\right) \leftarrow \operatorname{PCF} . \operatorname{Gen}\left(1^{\lambda}\right)}$ |
| :--- | :--- |
| $\left(k_{0}, k_{1}\right) \leftarrow \operatorname{PCF} . \operatorname{Gen}\left(1^{\lambda}\right)$ | $\mathrm{mk} \stackrel{\Phi}{\leftarrow} \operatorname{Setup}\left(1^{\lambda}\right)$ |
| for $i=1$ to $N(\lambda)$ | for $i=1$ to $N(\lambda)$ |
| $x^{(i)} \stackrel{\$}{\leftarrow}\{0,1\}^{n(\lambda)}$ | $x^{(i)} \stackrel{\$}{\leftarrow}\{0,1\}^{n(\lambda)}$ |
| $y_{1-\sigma}^{(i)} \leftarrow \operatorname{PCF} . \operatorname{Eval}\left(1-\sigma, k_{1-\sigma}, x^{(i)}\right)$ | $y_{\sigma}^{(i)} \leftarrow \operatorname{PCF} . \operatorname{Eval}\left(\sigma, k_{\sigma}, x^{(i)}\right)$ |
| $b \leftarrow \mathcal{A}\left(1^{\lambda}, \sigma, k_{\sigma},\left(x^{(i)}, y_{1-\sigma}^{(i)}\right)_{i \in[N(\lambda)]}\right)$ | $y_{1-\sigma}^{(i)} \leftarrow \operatorname{RSample}\left(1^{\lambda}, \operatorname{mk}, \sigma, y_{\sigma}^{(i)}\right)$ |
| return $b$ | $b \leftarrow \mathcal{A}\left(1^{\lambda}, \sigma, k_{\sigma},\left(x^{(i)}, y_{1-\sigma}^{(i)}\right)_{i \in[N(\lambda)]}\right)$ |
|  | $\operatorname{return} b$ |

Fig. 9: Security of a PCF.

The VOLE construction heavily builds on the constructions of $\mathrm{BCG}^{+} 20 \mathrm{a}$, which provides only weak PCF. However, Boyle et al. presented a generic transformation from weak to strong PCF using a programmable random oracle. This transformation is also straightforwardly applicable to reusable PCFs. Therefore, we state a weak reusable PCF in the following and emphasize that this construction can be extended to a strong reusable PCF in the programmable random oracle model.

The following construction is taken from $\mathrm{BCG}^{+} 20 \mathrm{a}$, Fig. 22]. It builds on a weak PRF $F$ and a function secret sharing for the multiplication of $F$ with a scalar.

## Construction 3: Reusable PCF for $\mathcal{Y}_{\text {Vole }}$

Let $\mathcal{F}=\left\{F_{k}:\{0,1\}^{n} \rightarrow R\right\}_{k \in\{0,1\}^{\lambda}}$ be a weak PRF and FFS $=$ (FFS.Gen, FFS.Eval) an FSS scheme for $\left\{c \cdot F_{k}\right\}_{c \in R, k \in\{0,1\}^{\lambda}}$ with weak pseudorandom outputs. Let further $\rho_{0} \in\{0,1\}^{\lambda}, \rho_{1} \in R$.
PCF.Gen $\left.{ }^{( } 1^{\lambda}, \rho_{0}, \rho_{1}\right)$ :

1. Set the weak PRF key $k \leftarrow \rho_{0}$ and $b \leftarrow \rho_{1}$.
2. Sample a pair of FSS keys $\left(K_{0}^{\mathrm{FFS}}, K_{1}^{\mathrm{FFS}}\right) \leftarrow \mathrm{FFS}$. Gen $\left(1^{\lambda}, b \cdot F_{k}\right)$.
3. Output the keys $\mathrm{k}_{0}=\left(K_{0}^{\mathrm{FFS}}, k\right)$ and $\mathrm{k}_{1}=\left(K_{1}^{\mathrm{FFS}}, b\right)$.
$\operatorname{PCF} . E v a l\left(\sigma, \mathrm{k}_{\sigma}, x\right)$ : On input a random $x$ :

- If $\sigma=0$ :

1. Let $c_{0}=-\operatorname{FFS} . \operatorname{Eval}\left(0, K_{0}^{\mathrm{FFS}}, x\right)$.
2. Let $a=F_{k}(x)$.
3. Output ( $a, c_{0}$ ).

- If $\sigma=1$ :

1. Let $c_{1}=\mathrm{FFS} . \operatorname{Eval}\left(1, K_{1}^{\mathrm{FFS}}, x\right)$.
2. Output $\left(b, c_{1}\right)$.

Theorem 3. Let $R=R(\lambda)$ be a finite commutative ring. Suppose there exists an FSS scheme for scalar multiples of a family of weak pseudorandom functions $\mathcal{F}=\left\{F_{k}:\{0,1\}^{n} \rightarrow R\right\}_{k \in\{0,1\}^{\lambda}}$. Then, there is a reusable PCF for the VOLE correlation over $R$, given by Construction 3.

Proof. Boyle et al. showed in their proof of $\mathrm{BCG}^{+} 20 \mathrm{a}$, Theorem 5.3] that Construction 3 satisfies pseudorandom $\mathcal{Y}_{\text {Vole-correlated outputs and security. Al- }}$ though we slightly adapted our definition to consider reusable inputs, their argument still holds. Further, it is easy to see that programmability holds for functions $f_{0}\left(\rho_{0}, x\right)=F_{\rho_{0}}(x)$ and $f_{1}\left(\rho_{1}, x\right)=\rho_{1}$. Finally, key indistinguishability follows from the secrecy property of the FSS scheme. The secrecy property states that for every function $f$ of the function family, there exists a simulator $\mathcal{S}\left(1^{\lambda}\right)$ such that the output of $\mathcal{S}$ is indistinguishable from the FSS keys generated correctly using the FFS.Gen-algorithm.

To briefly sketch the proof of key indistinguishability, we define a hybrid experiment, where inside the PCF key generation, we use $\mathcal{S}$ to simulate FSS keys. These simulated FSS keys are used inside the PCF key, which is given to $\mathcal{A}_{1}$.

We can show via a reduction to the FSS secrecy that the original Exp ${ }^{\text {key-ind }}$ game is indistinguishable from the hybrid experiment. For the hybrid experiment, it is easy to see that the adversary can only guess bit $b^{\prime}$ since the simulated PCF key is independent of $\rho_{1-\sigma}^{(0)}, \rho_{1-\sigma}^{(1)}$ and hence also independent of $b$. It follows that $\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}, \sigma}^{\text {key-ind }}(\lambda)=1\right] \leq \frac{1}{2}+\operatorname{negl}(\lambda)$.

The construction of the reusable PCF for OLE correlations follows the same blueprint as our PCF construction for VOLE.

The following construction is generically based on a weak PRF and function secret sharing (FSS) for products of two weak PRFs.

## Construction 4: Reusable PCF for $\mathcal{Y}_{\text {OLE }}$

Let $\mathcal{F}=\left\{F_{k}:\{0,1\}^{n} \rightarrow R\right\}_{k \in\{0,1\}^{\lambda}}$ be a weak PRF and FFS $=$ (FFS.Gen, FFS.Eval) an FSS scheme for $\left\{F_{k_{0}} \cdot F_{k_{1}}\right\}_{k_{0}, k_{1} \in\{0,1\} \lambda}$ with weak pseudorandom outputs. Let further $\rho_{0}, \rho_{1} \in\{0,1\}^{\lambda}$.
PCF.Gen ${ }_{p}\left(1^{\lambda}, \rho_{0}, \rho_{1}\right)$ :

1. Set the weak PRF keys $k \leftarrow \rho_{0}$ and $k^{\prime} \leftarrow \rho_{1}$.
2. Sample a pair of FSS keys $\left(K_{0}^{\mathrm{FFS}}, K_{1}^{\mathrm{FFS}}\right) \leftarrow \mathrm{FFS}$. Gen $\left(1^{\lambda}, F_{k} F_{k^{\prime}}\right)$.
3. Output the keys $\mathrm{k}_{0}=\left(K_{0}^{\mathrm{FFS}}, k\right)$ and $\mathrm{k}_{1}=\left(K_{1}^{\mathrm{FFS}}, k^{\prime}\right)$.
$\operatorname{PCF} . E v a l\left(\sigma, \mathrm{k}_{\sigma}, x\right)$ : On input a random $x$ :

- If $\sigma=0$ :

1. Let $c_{0}=-\operatorname{FFS} \operatorname{Eval}\left(0, K_{0}^{\mathrm{FFS}}, x\right)$.
2. Let $a=F_{k}(x)$.
3. Output $\left(a, c_{0}\right)$.

- If $\sigma=1$ :

1. Let $c_{1}=\operatorname{FFS} . \operatorname{Eval}\left(1, K_{1}^{\mathrm{FFS}}, x\right)$.
2. Let $b=F_{k^{\prime}}(x)$.
3. Output $\left(b, c_{1}\right)$.

Theorem 4. Let $R=R(\lambda)$ be a finite commutative ring. Suppose there exists an FSS scheme for multiplications of two elements of a family of weak pseudorandom functions $\mathcal{F}=\left\{F_{k}:\{0,1\}^{n} \rightarrow R\right\}_{k \in\{0,1\}^{\lambda}}$. Then, there is a reusable $P C F$ for the $O L E$ correlation over $R$, given by Construction 4.

We omit the proof as it follows the same arguments as the proof of Theorem 3.

## E Ideal Threshold Signature Functionality

Next, we state our ideal threshold functionality $\mathcal{F}_{\text {tsig }}$, which is a modification of the functionality proposed by Canetti et al. $\mathrm{CGG}^{+} 20$. We explain our modifications in Section 4.1.

## Functionality $\mathcal{F}_{\text {tsig }}$

The functionality is parameterized by a threshold parameter $t$. We denote a set of $t$ parties by $\mathcal{T}$. For a specific session id sid, the sub-procedures Signing and Verification can only be executed once a tuple (sid, $\mathcal{V}$ ) is recorded.

## Key-generation:

1. Upon receiving (keygen, sid) from some party $P_{i}$, interpret sid $=(\ldots, \mathbf{P})$, where $\mathbf{P}=\left(P_{1}, \ldots, P_{n}\right)$.

- If $P_{i} \in \mathbf{P}$, send to $\mathcal{S}$ and record (keygen, sid, $i$ ).
- Otherwise ignore the message.

2. Once (keygen, sid, $i$ ) is recorded for all $P_{i} \in \mathbf{P}$, send (pubkey, sid) to the adversary $\mathcal{S}$ and do:
(a) Upon receiving (pubkey, sid, $\mathcal{V})$ from $\mathcal{S}$, record (sid, $\mathcal{V}$ ).
(b) Upon receiving (pubkey, sid) from $P_{i} \in \mathbf{P}$, output (pubkey, sid, $\mathcal{V}$ ) if it is recorded. Else ignore the message.

## Signing:

1. Upon receiving (sign, sid, ssid, $\mathcal{T}, \mathbf{m}=\left(m_{1}, \ldots, m_{k}\right)$ ) with $\mathcal{T} \subseteq \mathbf{P}$, from $P_{i} \in \mathcal{T}$ and no tuple (sign, sid, ssid, $\cdot, \cdot, i$ ) is stored, send to $\mathcal{S}$ and record (sign, sid, ssid, $\mathcal{T}, \mathbf{m}, i$ ).
2. Upon receiving (sign, sid, ssid, $\left.\mathcal{T}, \mathbf{m}=\left(m_{1}, \ldots, m_{k}\right), i\right)$ from $\mathcal{S}$, record (sign, sid, ssid, $\mathcal{T}, \mathbf{m}, i)$ if $P_{i} \in \mathcal{C}$. Else ignore the message.
3. Once (sign, sid, ssid, $\mathcal{T}, \mathbf{m}, i$ ) is recorded for all $P_{i} \in \mathcal{T}$, send (sign, sid, ssid, $\mathcal{T}, \mathbf{m}$ ) to the adversary $\mathcal{S}$.
4. Upon receiving ( sig , sid, ssid, $\mathcal{T}, \mathbf{m}, \sigma, \mathcal{I}$ ) from $\mathcal{S}$, where $\mathcal{I} \subseteq \mathcal{T} \backslash \mathcal{C}$, do:

- If there exists a record (sid, $\mathbf{m}, \sigma, 0$ ), output an error.
- Else, record (sid, $\mathbf{m}, \sigma, \mathcal{V}(\mathbf{m}, \sigma)$ ), send (sig, sid, ssid, $\mathcal{T}, \mathbf{m}, \sigma$ ) to all $P_{i} \in \mathcal{T} \backslash(\mathcal{C} \cup \mathcal{I})$ and send (sig, sid, ssid, $\mathcal{T}, \mathbf{m}$, abort) to all $P_{i} \in \mathcal{T} \cap \mathcal{I}$.


## Verification:

Upon receiving (verify, sid, $\left.\mathbf{m}=\left(m_{1}, \ldots, m_{k}\right), \sigma, \mathcal{V}^{\prime}\right)$ from a party $Q$, send the tuple (verify, sid, $\mathbf{m}, \sigma, \mathcal{V}^{\prime}$ ) to $\mathcal{S}$ and do:

- If $\mathcal{V}^{\prime}=\mathcal{V}$ and a tuple (sid, $\mathbf{m}, \sigma, \beta^{\prime}$ ) is recorded, then set $\beta=\beta^{\prime}$.
- Else, if $\mathcal{V}^{\prime}=\mathcal{V}$ and less than $t$ parties in $\mathbf{P}$ are corrupted, set $\beta=0$ and record (sid, $\mathbf{m}, \sigma, 0$ ).
- Else, set $\beta=\mathcal{V}^{\prime}(\mathbf{m}, \sigma)$.

Output (verified, sid, $\mathbf{m}, \sigma, \beta$ ) to $Q$.

## F Proof of Theoreom 1

This section presents the proof of our online protocol, i.e., Theorem 1 .

Proof. We construct a simulator $\mathcal{S}$ that interacts with the environment and the ideal functionality $\mathcal{F}_{\text {tsig }}$. Since the security statement for UC requires that for every real-world adversary $\mathcal{A}$, there is a simulator $\mathcal{S}$, we allow $\mathcal{S}$ to execute $\mathcal{A}$ internally. In the internal execution of $\mathcal{A}, \mathcal{S}$ acts as the environment and the honest parties. In particular, $\mathcal{S}$ forwards all messages between its environment and $\mathcal{A}$. The adversary $\mathcal{A}$ creates messages for the corrupted parties. These messages are sent to $\mathcal{S}$ in the internal execution. Note that this scenario also covers dummy adversaries, which just forward messages received from the environment. An output of $\mathcal{S}$ indistinguishable from the output of $\mathcal{A}$ in the real-world execution is created by simulating a protocol transcript towards $\mathcal{A}$ that is indistinguishable from the real-world execution and outputting whatever $\mathcal{A}$ outputs in the simulated execution. Since the protocol $\pi_{\text {TBBS }}$ is executed in the $\mathcal{F}_{\text {Prep }}-$ hybrid model, $\mathcal{S}$ impersonates the hybrid functionality $\mathcal{F}_{\text {Prep }}$ in the internal execution.

We start with presenting our simulator $\mathcal{S}$.

## Simulator $\mathcal{S}$

## KeyGen.

1. Upon receiving (init, sid) from corrupted party $P_{j}$, send (keygen, sid) on behalf of $P_{j}$ to $\mathcal{F}_{\text {tsig }}$.
2. Upon receiving (pubkey, sid) from $\mathcal{F}_{\text {tsig }}$ simulate the initialization phase of $\mathcal{F}_{\text {Prep }}$ to get pk. In particular, sample sk $\stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and send $\mathrm{pk}=g_{2}^{\text {sk }}$ to $\mathcal{A}$.
3. Upon receiving (ok, Tuple $(\cdot, \cdot, \cdot)$ ) from $\mathcal{A}$, send (pubkey, sid, Verify ${ }_{\mathrm{pk}}(\cdot, \cdot)$ ) to $\mathcal{F}_{\text {tsig }}$.

Sign.

1. Upon receiving (sign, sid, ssid, $\left.\mathcal{T}, \mathbf{m}=\left\{m_{\ell}\right\}_{\ell \in[k]}, i\right)$ from $\mathcal{F}_{\text {tsig }}$ for honest party $P_{i}$, simulate the tuple phase of $\mathcal{F}_{\text {Prep }}$ to get $\left(a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right)$ for $P_{i}$. Then, compute $\left(A_{i}:=\left(g_{1} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}\right)^{a_{i}} \cdot h_{0}^{\alpha_{i}}, \delta_{i}, e_{i}, s_{i}\right)$ and send it to the corrupted parties in $\mathcal{T}$ in the internal execution.
2. Upon receiving (sign, sid, ssid, $\mathcal{T}, \mathbf{m}$ ) from $\mathcal{Z}$ to corrupted party $P_{j}$, send message to $P_{j}$ in the internal execution an do:
(a) Upon receiving (tuple, sid, ssid, $\mathcal{T}$ ) on behalf of $\mathcal{F}_{\text {Prep }}$ from corrupted party $P_{j}$ with $j \in \mathcal{T}$ return $\left(a_{j}, e_{j}, s_{j}, \delta_{j}, \alpha_{j}\right) \leftarrow \operatorname{Tuple}($ ssid, $\mathcal{T}, j)$ to $P_{j}$.
(b) Forward (sign, sid, ssid, $\mathcal{T}, \mathbf{m}, j)$ to $\mathcal{F}_{\text {tsig }}$ and define an empty set $\widehat{\mathcal{I}}_{j}=$ $\emptyset$ of honest parties that received signature shares from corrupted party $P_{j}$.
(c) Upon receiving (sid, $\operatorname{ssid}, \mathcal{T}, \mathbf{m}, A_{j, i}^{\prime}, \delta_{j, i}^{\prime}, e_{j, i}^{\prime}, s_{j, i}^{\prime}$ ) from $P_{j}$ to honest party $P_{i}$ in the internal execution, add $P_{i}$ to $\widehat{\mathcal{I}}_{j}$.
3. Upon receiving (sign, sid, ssid, $\mathcal{T}, \mathbf{m})$ from $\mathcal{F}_{\text {tsig }}$, do:

- Use tuple $\left(a_{j}, e_{j}, s_{j}, \delta_{j}, \alpha_{j}\right)$ to compute honestly generated $\left(A_{j}, \delta_{j}, e_{j}, s_{j}\right)$ for $P_{j} \in \mathcal{T} \cap \mathcal{C}$. Compute honestly generated signature $\sigma=(A, e, s)$ as honest parties do using $\left(A_{\ell}, \delta_{\ell}, e_{\ell}, s_{\ell}\right)$ for $P_{\ell} \in \mathcal{T}$.
- For each honest party $P_{i}$ recompute signature $\sigma_{i}$ obtained by $P_{i}$ as honest parties do by using $A_{j, i}^{\prime}, \delta_{j, i}^{\prime}, e_{j, i}^{\prime}, s_{j, i}^{\prime}$ for $P_{j} \in \mathcal{T} \cap \mathcal{C}$.
- We define set $\mathcal{I}$ of honest parties that obtained no or an invalid signature. First set, $\mathcal{I}=(\mathcal{T} \backslash \mathcal{C}) \backslash\left(\bigcap_{j \in \mathcal{T} \cap \mathcal{C}} \widehat{\mathcal{I}}_{j}\right)$, i.e., add all honest parties to $\mathcal{I}$ that did not receive signature shares from all corrupted parties in $\mathcal{T}$. Next, compute $\mathcal{I}=\mathcal{I} \cup\left\{i: \sigma_{i} \neq \sigma\right\}$, i.e., add all honest parties that obtained a signature different to the honestly generated signature. If there exists $\sigma_{i} \neq \sigma$ such that $V^{2}$ erify ${ }_{\text {pk }}\left(\mathbf{m}, \sigma_{i}\right)=1$ and (sig, sid, ssid, $\left.\cdot, \mathbf{m}, \sigma_{i}, \cdot\right)$ was not sent to $\mathcal{F}_{\text {tsig }}$ before, output fail and stop the execution.
- Finally, send (sig, sid, ssid, $\mathcal{T}, \mathbf{m}, \sigma, \mathcal{I}$ ) to $\mathcal{F}_{\text {tsig }}$.

Verify. Upon receiving (verify, sid, $\mathbf{m}, \sigma$, Verify pk $\left.^{\prime}(\cdot, \cdot)\right)$ from $\mathcal{F}_{\text {tsig }}$ check if

- Verify $_{\text {pk }}(\cdot, \cdot)=$ Verify $_{\text {pk }}(\cdot, \cdot)$,
- (sig, sid, ssid, $\cdot, \mathbf{m}, \sigma, \cdot)$ was not sent to $\mathcal{F}_{\text {tsig }}$ before
$-\operatorname{Verify}_{\mathrm{pk}}(\mathbf{m}, \sigma)=1$.
If the checks hold, output fail and stop the execution.

Lemma 1. If simulator $\mathcal{S}$ does not outputs fail, protocol $\pi_{\text {TBBS }} U C$-realizes $\mathcal{F}_{\text {tsig }}$ in the $\mathcal{F}_{\text {Prep }}-h y b r i d$ model in the presence of malicious adversaries controlling up to $t-1$ parties.

Proof. If the simulator $\mathcal{S}$ does not outputs fail, it behaves precisely as the honest parties in real-world execution. Therefore, the simulation is perfect, and no environment can distinguish between the real and ideal worlds.

Lemma 2. Assuming the strong unforgeability of BBS+, the probability that $\mathcal{S}$ outputs fail is negligible.

Proof. We show Lemma 2 via contradiction. Given a real-world adversary $\mathcal{A}$ such that simulator $\mathcal{S}$ outputs fail with non-negligible probability, we construct an attacker $\mathcal{B}$ against the strong unforgeability (SUF) of BBS+ with non-negligible success probability. $\mathcal{B}$ simulates the protocol execution towards $\mathcal{A}$ like $\mathcal{S}$ except the following aspects:

1. During the simulation of the initialization phase of $\mathcal{F}_{\text {Prep }}$, instead of sampling sk $\stackrel{\&}{\leftarrow} \mathbb{Z}_{p}$ and computing $\mathrm{pk}=g_{2}^{\text {sk }}, \mathcal{B}$ returns $\mathrm{pk}^{*}$ obtained from the SUFchallenger. Since the SUF-challenger samples the key exactly as the simulator $\mathcal{S}$, this step of the simulations is indistinguishable towards $\mathcal{A}$.
2. During the Sign phase, upon receiving (sign, sid, ssid, $\mathcal{T}, \mathbf{m}, i$ ) from $\mathcal{F}_{\text {tsig }}$ for honest party $P_{i}$, the computation of signature shares of the honest parties is modified as follows:

- Request the signing oracle of the SUF-game on message $\mathbf{m}$ to obtain signature $\sigma=(A, e, s)$. This signature is forwarded to $\mathcal{F}_{\text {tsig }}$ on receiving (sign, sid, ssid, $\mathcal{T}, \mathbf{m}$ ) from $\mathcal{F}_{\text {tsig }}$.
- Compute $\left(a_{j}, e_{j}, s_{j}, \delta_{j}, \alpha_{j}\right) \leftarrow \operatorname{Tuple}($ ssid, $\mathcal{T}, j)$ and $\left(A_{j}, e_{j}, s_{j}\right)$ according to the protocol specification for every corrupted party $P_{j} \in \mathcal{T} \cap \mathcal{C}$.
- Sample random index $k \stackrel{\$}{\leftarrow} \mathcal{T} \backslash \mathcal{C}$.
- For all honest parties except $P_{k}$ sample random signature share, i.e., $\forall P_{i} \in(\mathcal{T} \backslash \mathcal{C}) \backslash\left\{P_{k}\right\}:\left(A_{i}, \delta_{i}, e_{i}, s_{i}\right) \stackrel{₫}{\leftarrow}\left(\mathbb{G}_{1}, \mathbb{Z}_{p}, \mathbb{Z}_{p}, \mathbb{Z}_{p}\right)$.
- For $P_{k}$ sample random $\delta_{k} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and compute $e_{k}=e-\sum_{\ell \in \mathcal{T} \backslash\{k\}} e_{\ell}$, $s_{k}=s-\sum_{\ell \in \mathcal{T} \backslash\{k\}} s_{\ell}$, and

$$
A_{k}=\frac{A^{\sum_{\ell \in \mathcal{T}} \delta_{\ell}}}{\prod_{\ell \in \mathcal{T} \backslash\{k\}} A_{\ell}} .
$$

It is easy to see that $e_{i}$ and $s_{i}$ are sampled at random by both, $\mathcal{S}$ and $\mathcal{B}$. Moreover, $\delta_{i}$ is a share of $a(\mathbf{s k}+e)$ in the simulation by $\mathcal{S}$ and since the random value $a$ works as a random mask, it has the same distribution as in the simulation by $\mathcal{B}$. Finally, the $A_{i}$ values yield a valid signature in $\mathcal{B}$. Therefore, the simulation of the Sign phase of $\mathcal{B}$ and $\mathcal{S}$ are indistinguishable to $\mathcal{A}$.
Finally, $\mathcal{B}$ needs to provide a strong forgery to the SUF-challenger. Here, we use the fact that $\mathcal{S}$ outputs fail with non-negligible probability either in the Sign or the Verify phase. As the interaction of $\mathcal{B}$ with $\mathcal{A}$ is indistinguishable, $\mathcal{B}$ outputs fail with non-negligible probability as well. Whenever $\mathcal{B}$ outputs fail, it forwards the pair $\left(\mathbf{m}^{*}, \sigma^{*}\right)$ obtained in the Sign or Verify phase to the SUF-challenger.

It remains to show that $\mathcal{B}$ successfully wins the SUF-game. In order to be a valid forgery, it must hold that (1) Verify $\mathrm{pk}^{*}\left(\mathbf{m}^{*}, \sigma^{*}\right)=1$ and (2) ( $\left.\mathbf{m}^{*}, \sigma^{*}\right)$ was not returned by the signing oracle before. (1) is trivially true, since $\mathcal{B}$ only outputs fail if this condition holds. For (2), we note that $\mathcal{A}$ has never seen $\sigma^{*}$ as output from $\mathcal{F}_{\text {tsig }}$, since $\mathcal{B}$ checks that ( $\mathbf{s i g}$, sid, $\operatorname{ssid}, \cdot, \mathbf{m}^{*}, \sigma^{*}, \cdot$ ) was not sent to $\mathcal{F}_{\text {tsig }}$ before. However, it might happen that $\mathcal{B}$ obtained $\sigma^{*}$ as response to a signing request for message $\mathbf{m}^{*}$ without forwarding it the to $\mathcal{F}_{\text {tsig }}$ (this happens if the environment does not instruct all parties in $\mathcal{T}$ to sign). Since the signing oracle samples $e$ and $s$ at random from $\mathbb{Z}_{p}$, the probability that $\sigma^{*}$ was returned by the signing oracle is $\leq \frac{q}{p}$, where $q$ is the number of oracle requests and $p$ is the size of the field. While $q$ is a polynomial, $p$ is exponential in the security parameter. Thus, the probability that $\sigma^{*}$ hits an unseen response from the signing oracle is negligible in the security parameter. It follows that ( $\mathbf{m}^{*}, \sigma^{*}$ ) is a valid forgery and $\mathcal{B}$ wins the SUF-game.

Since this contradicts the strong unforgeability of BBS+, it follows that the probability that $\mathcal{S}$ outputs fail is negligible.

Combining Lemma 1 and Lemma 2 concludes the proof of Theorem 1 .

## G Simulator for PCF-based Precprocessing

Here, we state our simulator for proving security of our PCF-based preprocessing. Formally, the security is stated in Theorem 2. We provide a proof sketch of
our indistinguishability argument in Appendix $H$ and state the full proof in Appendix $\mathbb{I}$

## $\underline{\text { Simulator for Preprocessing } \mathcal{S}}$

Without loss of generality, we assume the adversary corrupts parties $P_{1}, \ldots, P_{t-1}$ and parties $P_{t}, \ldots, P_{n}$ are honest. $\mathcal{S}$ internally uses adversary $\mathcal{A}$.

## Initialization:

1: - Upon receiving (keygen, sid) on behalf of $\mathcal{F}_{\mathrm{KG}}$ from corrupted party $P_{j}$, send (init, sid) on behalf of corrupted $P_{j}$ to $\mathcal{F}_{\text {Prep }}$. Then, wait to receive (corruptedShares, sid, $\left\{\mathrm{sk}_{j}\right\}_{j \in \mathcal{C}}$ ) from $\mathcal{A}$.
2: - Upon receiving pk from $\mathcal{F}$, set $\mathrm{pk}_{j}=h_{0}^{\mathrm{sk}_{j}}$ for $j \in \mathcal{C}$ and compute $\mathrm{pk}_{i}=\left(\mathrm{pk} /\left(\mathrm{pk}_{1}^{L_{1, \mathcal{T}}} \cdot \ldots \cdot \mathrm{pk}_{t-1}^{L_{1, \mathcal{T}}}\right)\right)^{1 / L_{i, \mathcal{T}}}$, where $\mathcal{T}:=\mathcal{C} \cup\{i\}$, for every honest party $P_{i}$. Then, send (sid, $\left.\mathrm{sk}_{j}, \mathrm{pk},\left\{\mathrm{pk}_{k}\right\}_{k \in[n]}\right)$ to every corrupted party $P_{j}$.

- Upon receiving (setup, sid, $\rho_{a}^{(j)}, \rho_{s}^{(j)}, \rho_{e}^{(j)}, \mathrm{sk}_{j}^{\prime}$, $\left.\left\{\mathrm{pk}_{k}^{(j)}\right\}_{k \in[n]}\right)$ on behalf of $\mathcal{F}_{\text {Setup }}$ from every corrupted party $P_{j}$, check that $\mathrm{pk}_{k}^{(j)}=\mathrm{pk}_{k}$ and $h^{\mathrm{sk}}{ }_{j}^{\prime}=\mathrm{pk}_{j}$ for $j \in \mathcal{C}$ and $k \in[n]$. If any check fails, send (abort, sid) to $\mathcal{F}_{\text {Prep }}$.
Otherwise sample $\rho_{a}^{(i)}, \rho_{s}^{(i)}, \rho_{e}^{(i)}$ and a dummy secret key share $\widehat{s k}_{i}$ for every honest party $P_{i}$ and simulate the computation of $\mathcal{F}_{\text {Setup }}$ (i.e., compute all the PCF keys using the values received from the corrupted parties and the values sampled for the honest parties).
3: - Send keys (sid, $\mathrm{k}_{j, \ell, 0}^{\mathrm{VOLE}}, \mathrm{k}_{\ell, j, 1}^{\mathrm{VOLE}}, \mathrm{k}_{j, \ell, 0}^{(\mathrm{OLE}, 1)}, \mathrm{k}_{\ell, j, 1}^{(\mathrm{OLE}, 1)}, \mathrm{k}_{j, \ell, 0}^{(\mathrm{OLE}, 2)}$, $\left.\mathrm{k}_{\ell, j, 1}^{(\mathrm{OLE}, 2)}\right)_{\ell \neq j}$ to every corrupted party $P_{j}$.
- Send (ok, Tuple $(\cdot, \cdot, \cdot)$ ) to $\mathcal{F}$, where Tuple(ssid, $\mathcal{T}, j)$ computes $\left(a_{j}, e_{j}, s_{j}, \delta_{j}, \alpha_{j}\right)$ as follows:
First sample for every $\ell \in \mathcal{T} \backslash\{j\}$

$$
\begin{aligned}
& \quad\left(\left(a_{j}, c_{j, \ell, 0}^{\mathrm{VOLE}}\right), \cdot\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{VOLE}}\left(1^{\lambda},\left(\rho_{a}^{(j)}, \mathrm{sk}_{\ell}\right), \mathrm{ssid}\right), \\
& \left(\cdot,\left(\mathrm{sk}_{j}, c_{\ell, j, 1}^{\mathrm{VOLE}}\right)\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{VOLE}}\left(1^{\lambda},\left(\rho_{a}^{(\ell)}, \mathrm{sk}_{j}\right), \mathrm{ssid}\right), \\
& \left(\left(a_{j}, c_{j, \ell, 0}^{(\mathrm{OLE}, 1)}\right), \cdot\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(j)}, \rho_{s}^{(\ell)}\right), \mathrm{ssid}\right), \\
& \left(\cdot,\left(s_{j}, c_{\ell, j, 1}^{(\mathrm{OLE}, 1)}\right)\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(\ell)}, \rho_{s}^{(j)}\right), \operatorname{ssid}\right), \\
& \left(\left(a_{j}, c_{j, \ell, 0}^{(\mathrm{OLE}, 2)}\right), \cdot\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(j)}, \rho_{e}^{(\ell)}\right), \operatorname{ssid}\right), \\
& \left(\cdot,\left(e_{j}, c_{\ell, j, 1}^{(\mathrm{OLE}, 2)}\right)\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(\ell)}, \rho_{e}^{(j)}\right), \operatorname{ssid}\right) .
\end{aligned}
$$

Take $a_{j}, e_{j}, s_{j}$ from the samples and compute

$$
\begin{aligned}
\alpha_{j}= & a_{j} s_{j}+\sum_{\ell \in \mathcal{T} \backslash\{j\}} c_{\ell, j, 1}^{(\mathrm{OLE}, 1)}-c_{j, \ell, 0}^{(\mathrm{OLE}, 1)} \\
\delta_{j}= & a_{j}\left(L_{j, \mathcal{T}} \mathrm{sk}_{j}+e_{j}\right) \\
& +\sum_{\ell \in \mathcal{T} \backslash\{j\}}\left(L_{j, \mathcal{T}} c_{\ell, j, 1}^{\mathrm{VOLE}}-L_{\ell, \mathcal{T}} c_{j, \ell, 0}^{\mathrm{VOLE}}+c_{\ell, j, 1}^{(\mathrm{OLE}, 2)}-c_{j, \ell, 0}^{(\mathrm{OLE}, 2)}\right) .
\end{aligned}
$$

Tuple:
Upon receiving (tuple, sid, ssid $\mathcal{T}$ ) from $\mathcal{Z}$ on behalf of corrupted party $P_{j}$, forward message (tuple, sid, ssid, $\mathcal{T}$ ) to $\mathcal{A}$ and output whatever $\mathcal{A}$ outputs.

## H Indistinguishability Proof Sketch of Theorem 2

We prove indistinguishability between the ideal-world execution and the realworld execution via a sequence of hybrid experiments. We start with Hybrid ${ }_{0}$ which is the ideal-world execution and end up in Hybrid ${ }_{7}$ being identical to the real-world execution. By showing indistinguishability between each subsequent pair of hybrids, it follows that the ideal and real-world execution are indistinguishable. In particular, we show indistinguishability between the joint distribution of the adversary's view and the outputs of the honest parties in Hybrid ${ }_{i}$ and Hybrid $_{i+1}$ for $i=0, \ldots, 6$. In the following we sketch the proof outline and defer the full proof to Appendix I
Hybrid $_{1}$ : In this hybrid experiment, we inline the description of the simulator $\mathcal{S}$, the ideal functionality $\mathcal{F}_{\text {Prep }}$ and the outputs of the honest parties. Since this is only a syntactical change, the distribution is identical to the one of $\mathrm{Hybrid}_{0}$.
Hybrid $_{2}$ : In the second experiment, we modify the computation inside the tuple function Tuple. Instead of using outputs of the $\mathcal{Y}$ VOLE and $\mathcal{Y}_{\text {OLE }}$ correlations, we run the PCF Vole and PCFole evaluations. For running the PCF evaluations, we use the keys sent to the corrupted parties in step 3.

This change aligns the output of the Tuple function with the tuple values of corrupted parties if they follow the protocol specification. Note that although the PCF keys are generated using dummy key shares for the honest parties, the final tuple values of honest parties are reverse sampled to match the tuple correlation using the correct secret key.

Indistinguishability between $\mathrm{Hybrid}_{1}$ and $\mathrm{Hybrid}_{2}$ can be shown via reductions
 primitive and to the strong pseudorandom $\mathcal{Y}_{\mathrm{OLE}}$-correlated output property of the PCFole primitive, respectively. More precisely, a series of intermediate hybrids can be introduce, where in each hop only a single correlation output is replaced by the output of PCF evaluations.

Hybrid $_{3}$ : Instead of sampling the secret key sk at random from $\mathbb{Z}_{p}$, we sample a random polynomial $F(x) \in \mathbb{Z}_{p}[X]$ of degree $t-1$ such that $F(j)=$ sk $_{j}$ for every $j \in \mathcal{C}$. The secret key is then defined as sk $=F(0)$.

Note that the adversary knows only $t-1$ shares of the polynomial which give no information about sk. This is due to the information-theoretically secrecy of Shamir's secret sharing. It follows that $\mathrm{Hybrid}_{2}$ and $\mathrm{Hybrid}_{3}$ are indistinguishable. Hybrid $_{4}$ : In this hybrid, we change the way honest parties' secret key shares are defined. Instead of sampling random dummy key shares, we derive the key shares from the polynomial introduced in the last hybrid. In more detail, the key share of honest party $P_{i}$ is computed as $\mathrm{sk}_{i}=F(i)$. This change effects the PCF key generation as the dummy key share is replaced by a $s k_{i}$.

To show indistinguishability between $\mathrm{Hybrid}_{3}$ and $\mathrm{Hybrid}{ }_{4}$, we reduce to the key indistinguishability property of the $\mathrm{PCF}_{\text {vole }}$ primitive. More specifically, we again introduce a sequence of intermediate hybrids where we only change the secret key of a single honest party.
Hybrid $_{5}$ : In this hybrid, we change the computation of the honest party $P_{i}$ 's public key share $\mathrm{pk}_{i}$. Instead of interpolating $\mathrm{pk}_{i}$ it is defined as $\mathrm{pk}_{i}=h_{0}^{\mathrm{sk}_{i}}$. As both ways are equivalent, Hybrid $_{5}$ is indistinguishable from Hybrid ${ }_{4}$.
Hybrid $_{6}$ : Next, we get rid of the reverse-sampling of the honest parties tuple values. Instead, we compute these values using outputs of the $\mathcal{Y}_{\text {vole }}$ and $\mathcal{Y}_{\text {Ole }}$ correlations. For instance, for computing $\alpha_{i}$ for an honest party $P_{i}$, we sample

$$
\begin{align*}
& \left(\left(a_{i}, c_{i, \ell, 0}^{(\mathrm{OLE}, 1)}\right), \cdot\right) \in \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(i)}, \rho_{s}^{(\ell)}\right), x\right)  \tag{5}\\
& \left(\cdot,\left(s_{i}, c_{\ell, i, 1}^{(\mathrm{OLE}, 1)}\right)\right) \in \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(\ell)}, \rho_{s}^{(i)}\right), x\right) \tag{6}
\end{align*}
$$

for every $\ell \in \mathcal{T}$ and compute

$$
\begin{equation*}
\alpha_{i}=a_{i} s_{i}+\sum_{\ell \in \mathcal{T} \backslash\{i\}} c_{\ell, i, 1}^{(\mathrm{OLE}, 1)}-c_{i, \ell, 0}^{(\mathrm{OLE}, 1)} . \tag{7}
\end{equation*}
$$

Similar process is done for the computation of $\delta_{i}$ and $e_{i}$. A straightforward calculation shows that resulting tuple values satisfy correlation (4). Thus, the view of the environment is indistinguishable in Hybrid $_{5}$ and Hybrid $_{6}$.
Hybrid $_{7}$ : Now, we replace the sampling of correlation outputs for calculating honest parties' tuples with the evaluations of PCFs. This change is the same as applied in Hybrid ${ }_{2}$ but now for the calculation of the honest parties' tuples.

Indistinguishability follows the same argument as sketched in Hybrid ${ }_{2}$.
Hybrid $_{7}$ is the real-world execution, which concludes the proof.

## I Full Indistinguishability Proof of Theorem 2

In this section, we provide the full indistinguishability proof of Theorem 2. The simulator is given in Appendix $G$.
Hybrid $_{0}$ : The initial experiment Hybrid ${ }_{0}$ denotes the ideal-world execution where simulator $\mathcal{S}$ is interacting with the corrupted parties, ideal functionality $\mathcal{F}_{\text {Prep }}$ and internally runs real-world adversary $\mathcal{A}$.

Hybrid $_{1}$ : In this hybrid, we inline the description of the simulator $\mathcal{S}$, the ideal $\overline{\text { functionality }} \mathcal{F}_{\text {Prep }}$ and the outputs of the honest parties. Since this is only a syntactical change, the joint distribution of the adversary's view and the output of the honest parties is identical to the one of Hybrid ${ }_{0}$. We state Hybrid ${ }_{1}$ as the starting point, and emphasize only on the changes in the following hybrids.

## Hybrid $_{1}$

Without loss of generality, we assume the adversary corrupts parties $P_{1}, \ldots, P_{t-1}$ and parties $P_{t}, \ldots, P_{n}$ are honest. $\mathcal{S}$ internally uses adversary $\mathcal{A}$.

## Initialization:

1: - Upon receiving (keygen, sid) on behalf of $\mathcal{F}_{\mathrm{KG}}$ from corrupted party $P_{j}$, store (init, sid, $P_{j}$ ). Then, wait to receive (corruptedShares, sid, $\left\{\mathrm{sk}_{j}\right\}_{j \in \mathcal{C}}$ ) from $\mathcal{A}$.

- Upon receiving (init, sid) from every honest party, sample the secret key sk $\stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and set $\mathrm{pk}=h_{0}^{\text {sk }}$. Further, set $\mathrm{pk}_{j}=h_{0}^{\mathrm{sk}_{j}}$ for $j \in \mathcal{C}$ and compute $\mathrm{pk}_{i}=\left(\mathrm{pk} /\left(\mathrm{pk}_{1}^{L_{1}, \mathcal{T}} \cdot \ldots \cdot \mathrm{pk}_{t-1}^{L_{1, \mathcal{T}}}\right)\right)^{1 / L_{i, \mathcal{T}}}$, where $\mathcal{T}:=\mathcal{C} \cup\{i\}$, for every honest party $P_{i}$.
2: - Send (sid, $\left.\mathrm{sk}_{j}, \mathrm{pk},\left\{\mathrm{pk}_{k}\right\}_{k \in[n]}\right)$ to every corrupted party $P_{j}$.
- Upon receiving (setup, sid, $\rho_{a}^{(j)}, \rho_{s}^{(j)}, \rho_{e}^{(j)}, \mathrm{sk}_{j}^{\prime}$, $\left.\left\{\mathrm{pk}_{k}^{(j)}\right\}_{k \in[n]}\right)$ on behalf of $\mathcal{F}_{\text {Setup }}$ from every corrupted party $P_{j}$, check that $\mathrm{pk}_{k}^{(j)}=\mathrm{pk}_{k}$ and $h^{\mathrm{sk}}{ }_{j}^{\prime}=\mathrm{pk}_{j}$ for $j \in \mathcal{C}$ and $k \in[n]$. If any check fails, honest parties output abort.
Otherwise sample $\rho_{a}^{(i)}, \rho_{s}^{(i)}, \rho_{e}^{(i)}$ and a dummy secret key share $\widehat{s k}_{i}$ for every honest party $P_{i}$ and simulate the computation of $\mathcal{F}_{\text {Setup }}$ (i.e., compute all the PCF keys using the values received from the corrupted parties and the values sampled for the honest parties).
3: - Send keys (sid, $\mathrm{k}_{j, \ell, 0}^{\mathrm{VOLE}}, \mathrm{k}_{\ell, j, 1}^{\mathrm{VOLE}}, \mathrm{k}_{j, \ell, 0}^{(\mathrm{OLE}, 1)}$, $\left.\mathrm{k}_{\ell, j, 1}^{(\mathrm{OLE}, 1)}, \mathrm{k}_{j, \ell, 0}^{(\mathrm{OLE}, 2)}, \mathrm{k}_{\ell, j, 1}^{(\mathrm{OLE}, 2)}\right)_{\ell \neq j}$ to every corrupted party $P_{j}$.
- Store (ok, Tuple $(\cdot, \cdot, \cdot))$, where Tuple $($ ssid, $\mathcal{T}, j) \quad$ computes $\left(a_{j}, e_{j}, s_{j}, \delta_{j}, \alpha_{j}\right)$ as follows:
First sample for every $\ell \in \mathcal{T} \backslash\{j\}$

$$
\begin{align*}
& \left(\left(a_{j}, c_{j, \ell, 0}^{\mathrm{VOLE}}\right), \cdot\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{VoLE}}\left(1^{\lambda},\left(\rho_{a}^{(j)}, \mathrm{sk}_{\ell}\right), \mathrm{ssid}\right),  \tag{8}\\
& \left(\cdot,\left(\mathrm{sk}_{j}, c_{\ell, j, 1}^{\mathrm{VOLE}}\right)\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\operatorname{VoLE}}\left(1^{\lambda},\left(\rho_{a}^{(\ell)}, \mathrm{sk}_{j}\right), \mathrm{ssid}\right),  \tag{9}\\
& \left(\left(a_{j}, c_{j, \ell, 0}^{(\mathrm{OLE}, 1)}\right), \cdot\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(j)}, \rho_{s}^{(\ell)}\right), \mathrm{ssid}\right),  \tag{10}\\
& \left(\cdot,\left(s_{j}, c_{\ell, j, 1}^{(\mathrm{OLE}, 1)}\right)\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(\ell)}, \rho_{s}^{(j)}\right), \operatorname{ssid}\right),  \tag{11}\\
& \left(\left(a_{j}, c_{j, \ell, 0}^{\mathrm{OLE}, 2)}\right), \cdot\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(j)}, \rho_{e}^{(\ell)}\right), \operatorname{ssid}\right),  \tag{12}\\
& \left(\cdot,\left(e_{j}, c_{\ell, j, 1}^{(\mathrm{OLE}, 2)}\right)\right) \stackrel{\$}{\leftarrow} \mathcal{Y}_{\mathrm{OLE}}\left(1^{\lambda},\left(\rho_{a}^{(\ell)}, \rho_{e}^{(j)}\right), \operatorname{ssid}\right) . \tag{13}
\end{align*}
$$

Then, take $a_{j}, e_{j}, s_{j}$ from the samples and compute

$$
\begin{align*}
\alpha_{j}= & a_{j} s_{j}+\sum_{\ell \in \mathcal{T} \backslash\{j\}} c_{\ell, j, 1}^{(\mathrm{OLE}, 1)}-c_{j, \ell, 0}^{(\mathrm{OLE}, 1)},  \tag{14}\\
\delta_{j}= & a_{j}\left(L_{j, \mathcal{T}} \mathrm{sk}_{j}+e_{j}\right) \\
& +\sum_{\ell \in \mathcal{T} \backslash\{j\}}\left(L_{j, \mathcal{T}} c_{\ell, j, 1}^{\mathrm{VOLE}}-L_{\ell, \mathcal{T}} c_{j, \ell, 0}^{\mathrm{VOLE}}+c_{\ell, j, 1}^{(\mathrm{OLE}, 2)}-c_{j, \ell, 0}^{(\mathrm{OLE}, 2)}\right) \tag{15}
\end{align*}
$$

- The honest parties $P_{t}, \ldots, P_{n}$ output pk.


## Tuple:

- Upon receiving (tuple, sid, ssid, $\mathcal{T}$ ) from $\mathcal{Z}$ on behalf of corrupted party $P_{j}$, forward message (tuple, sid, ssid, $\mathcal{T}$ ) to $\mathcal{A}$ and output whatever $\mathcal{A}$ outputs.
- Upon receiving (tuple,sid, ssid, $\mathcal{T}$ ) from $\mathcal{Z}$ on behalf of honest party $P_{i}$, if (sid, ssid, $\left.\mathcal{T},\left\{\left(a_{\ell}, e_{\ell}, s_{\ell}, \delta_{\ell}, \alpha_{\ell}\right)\right\}_{\ell \in \mathcal{T}}\right)$ is stored, output ( $\left.\operatorname{sid}, \operatorname{ssid}, a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right)$. Otherwise, compute $\left(a_{j}, e_{j}, s_{j}, \delta_{j}, \alpha_{j}\right) \leftarrow$ Tuple(ssid, $\mathcal{T}, j)$ for every corrupted party $P_{j}$ where $j \in \mathcal{C} \cap \mathcal{T}$ and sample $a, e, s \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and tuples $\left(a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right)$ over $\mathbb{Z}_{p}$ for $i \in \mathcal{H} \cap \mathcal{T}$ such that

$$
\begin{gathered}
\sum_{\ell \in \mathcal{T}} a_{\ell}=a \quad \sum_{\ell \in \mathcal{T}} e_{\ell}=e \quad \sum_{\ell \in \mathcal{T}} s_{\ell}=s \\
\sum_{\ell \in \mathcal{T}} \delta_{\ell}=a(\mathrm{sk}+e) \quad \sum_{\ell \in \mathcal{T}} \alpha_{\ell}=a s
\end{gathered}
$$

Store (sid, ssid, $\left.\mathcal{T},\left\{\left(a_{\ell}, e_{\ell}, s_{\ell}, \delta_{\ell}, \alpha_{\ell}\right)\right\}_{\ell \in \mathcal{T}}\right)$ and honest party $P_{i}$ outputs (sid, ssid, $\left.a_{i}, e_{i}, s_{i}, \delta_{i}, \alpha_{i}\right)$.

Hybrid $_{2}$ : As a next step, we align the computation of Tuple to the behavior of corrupted parties that behave honestly in the real-world execution. More precisely, we replace the sampling of correlation tuples from $\mathcal{Y}_{\text {vole }}$ and $\mathcal{Y}_{\text {OLE }}$ with the evaluation of the PCF Vole and PCF ole primitives. The strong pseudorandom $\mathcal{Y}_{\text {VoLE-correlated }}$ respectively $\mathcal{Y}_{\text {OLE-correlated }}$ outputs property of the srPCF primitives yield indistinguishability between $\mathrm{Hybrid}_{1}$ and Hybrid ${ }_{2}$.

To formally show this, we introduce a sequence of intermediate hybrids Hybrid $_{1, a}$ to Hybrid $_{1, f}$. In Hybrid ${ }_{1, a}$, we change Hybrid ${ }_{1}$ only in the generation of the first VOLE correlation outputs, i.e., the tuple $\left(a_{j}, c_{j, \ell, 0}^{\mathrm{VOLE}}\right)$ in Equation (8) is computed
PCF Vole.Eval $\left(0, \mathrm{k}_{j, \ell, 0}^{\mathrm{VOLE}}\right.$, ssid $)$. Next, in Hybrid $_{1, b}$ we build on Hybrid $_{1, a}$ and replace the computation of the second VOLE correlation output, i.e., Equation (9). We continue this procedure until all outputs of Equations (8) (13) are computed using PCF evaluations in Hybrid ${ }_{1, f}$ which is equal to Hybrid ${ }_{2}$.

Since every equation from (8)-13) is computed for ever $\ell \in \mathcal{T} \backslash\{j\}$, we introduce additional intermediate hybrids denoted by additional subscript $k \in$ $\{0, \ldots, t-1\}$. Hybrid ${ }_{1, a, k}$ means that correlation sampling is replaced by PCF evaluations for the first $k$ parties in $\mathcal{T} \backslash\{j\}$. Note that Hybrid $_{1, a, 0}=$ Hybrid $_{1}$ and Hybrid $_{1, f, t-1}=$ Hybrid $_{2}$.

For the same of presentation, we show that for every $k \in\{0, \ldots, t-2\}$, indistinguishability between Hybrid $_{1, a, k}$ and Hybrid ${ }_{1, a, k+1}$ can be derived from strong pseudorandom $\mathcal{Y}_{\text {Vole-correlated outputs property of } \text { PCF }_{\text {VOLE }} \text {. The argumenta- }}$ tion for $\mathrm{Hybrid}_{1, b}$ to $\mathrm{Hybrid}_{1, f}$ is analogously.

We construct an adversary $\mathcal{A}^{\text {s-pr }}$ against the strong pseudorandom $\mathcal{Y}_{\text {vole }}{ }^{-}$ correlated outputs property from a distinguisher $\mathcal{D}$ between Hybrid ${ }_{1, a, k}$ and Hybrid $_{1, a, k+1}$. First, note that the only difference between these hybrids is the computation of $\left(a_{j}, c_{j, \ell, 0}^{\mathrm{VOLE}}\right)$. While the tuple is sampled from $\mathcal{Y}_{\operatorname{VOLE}}\left(1^{\lambda},\left(\rho_{a}^{(j)}, \mathrm{sk}_{k+1}\right)\right.$, ssid) in Hybrid ${ }_{1, a, k}$, it is computed from $\operatorname{PCF}$ vole. $\operatorname{Eval}\left(0, \mathrm{k}_{j, k+1,0}^{\mathrm{VOLE}}\right.$, ssid $)$ in Hybrid $_{1, a, k+1}$.
$\mathcal{A}^{\text {s-pr }}$ simulates the hybrid experiment and sends $\left(\rho_{a}^{(j)}, \mathrm{sk}_{k+1}\right)$ to the security game. Then, whenever a tuple $\left(a_{j}, c_{j, \ell, 0}^{\mathrm{VOLE}}\right)$ is required, $\mathcal{A}^{s-\mathrm{pr}}$ asks its oracle $\mathcal{O}_{b}$ (ssid). Note that if $b=0$, then the oracle samples the tuple from the correlation and if $b=1$, then the PCF is evaluation. Thus, if $b=0$, the simulated hybrid is identical to Hybrid $_{1, a, k}$ and otherwise it is Hybrid ${ }_{1, a, k+1}$. It is easy to see that $\mathcal{A}^{\mathrm{s}-\mathrm{pr}}$ has the same advantage in winning the security game as $\mathcal{D}$ in distingushing between Hybrid ${ }_{1, a, k}$ and Hybrid ${ }_{1, a, k+1}$. Given that PCF vole is a srPCF , the two hybrids are indistinguishable.
Hybrid $_{3}$ : In this hybrid, we change the sampling of the secret key sk. Instead
 of degree $t-1$ such that $F(j)=\mathrm{sk}_{j}$ for every $j \in \mathcal{C}$. Further, we define sk $=$ $F(0)$. Since the polynomial is of degree $t-1, t$ evaluation points are required to fully determine $F(x)$. As the adversary knows only $t-1$ shares, it cannot learn anything about sk. In detail, for every $s k^{\prime} \in \mathbb{Z}_{p}$ there exists a $t$-th share that defined the polynomial $F(x)$ such that $F(x)=\mathrm{sk}^{\prime}$. It follows that the views of the adversary are distributed identically and hence $\mathrm{Hybrid}_{2}$ and $\mathrm{Hybrid}_{3}$ are indistinguishable.
Hybrid $_{4}$ : Next, we use the polynomial $F(x)$ sampled in step 1 to determine the honest parties' secret key shares. In particular, for every honest party $P_{i}$ the experiment samples sk ${ }_{i}=F(i)$. The secret key shares $\left\{\mathrm{sk}_{i}\right\}_{i \in \mathcal{H}}$ are then used for the simulation of $\mathcal{F}_{\text {Setup }}$ instead of the dummy key shares. In particular, the correctly sampled key shares of the honest parties are used as input to PCF Vole. Gen whenever a secret key share of the honest party is used. Since the experiment does not use the dummy key shares at all after these changes, we remove them completely. Note that the sampling of the honest parties' key shares and the generation of the PCF keys are exactly as in the real-world execution.

Indistinguishability between $\mathrm{Hybrid}_{3}$ and $\mathrm{Hybrid}_{4}$ can be shown via a series of reductions to the key indistinguishability of the reusability property of the VOLE PCF. We briefly sketch the proof outline in the following. We define intermediate hybrids $\operatorname{Hybrid}_{3, \ell, k}$ for $\ell \in\{0, \ldots, n-(t-1)\}$ and $k \in[n]$, which only differ in the honest parties' key shares that are used in the generation of
the VOLE PCF keys. Recall that for every party $P_{\ell}$ we generate a VOLE PCF for every other party $P_{k}$, where $P_{\ell}$ uses its secret key shares as input. We define Hybrid $_{3, \ell, k}$ such that the key shares derived from polynomial $F(x)$ are used for the first $\ell$ honest parties in all VOLE PCF instances and for the $(\ell+1)$-th honest party in the VOLE PCF instances with the first $k$ other parties. For all other VOLE PCF instances, the dummy key shares are used for the honest parties' key shares.

Note that Hybrid $_{3,0,0}=$ Hybrid $_{3}$ and Hybrid ${ }_{3, n-(t-1), n}=$ Hybrid $_{4}$. To show indistinguishability between $\operatorname{Hybrid}_{3, \ell, k}$ and $\operatorname{Hybrid}_{3, \ell, k+1}$ for every $\ell \in\{0, \ldots, n-$ $(t-1)\}$, we make a reduction to the key indistinguishability of the reusability property of the VOLE PCF. In particular, we construct an adversary $\mathcal{A}^{\text {key-ind }}$ from a distinguisher $\mathcal{D}_{\ell}$ which distinguishes between Hybrid ${ }_{2, \ell, k}$ and Hybrid ${ }_{2, \ell, k+1}$. Upon receiving the shares of the corrupted parties in the hybrid execution, $\mathcal{A}^{\text {key-ind }}$ forwards the key share of the $k+1$-th corrupted party to the security game. Then, the security game samples two possible key shares for the $\ell$-th honest party $\rho_{1}^{(0)}, \rho_{1}^{(1)}$, uses one of them in the VOLE PCF key generation and sends the key $\mathrm{k}_{1}$ for the corrupted party and the two possible key shares back to $\mathcal{A}^{\text {key-ind }}$. Next, $\mathcal{A}^{\text {key-ind }}$ continues the simulation of hybrid Hybrid ${ }_{3, \ell, k}$ or Hybrid $_{3, \ell, k+1}$ by sampling the polynomial $F(x)$ using the corrupted key shares and $\rho_{1}^{(0)}$. Since $\rho_{1}^{(0)}$ is a random value in $\mathbb{Z}_{p}, F(x)$ is also a random polynomial. Finally, $\mathcal{A}^{\text {key-ind }}$ uses $\mathrm{k}_{1}$ as the output of the simulation of $\mathcal{F}_{\text {Setup }}$.

If $\mathrm{k}_{1}$ was sampled using $\rho_{1}^{(0)}$, then the simulated experiment is identical to Hybrid $_{3, \ell, k+1}$ and otherwise it is identical to Hybrid ${ }_{3, \ell, k}$. It is easy to see that a successful distinguisher between these two hybrids allows to easily win the key indistinguishability game. Since we assume the VOLE PCF to support reusability, this leads to a contradiction. Thus, the two hybrids are indistinguishable.

Hybrid $_{5}$ : In this hybrid, we derive the honest parties public key shares $\mathrm{pk}_{i}$ from the secret key shares sk ${ }_{i}$ instead of interpolating them from pk and the corrupted shares. More precisely, in $\mathrm{Hybrid}_{4}$ the public key share of honest party $P_{i}$ was computed as

$$
\mathrm{pk}_{i}=\left(\mathrm{pk} /\left(\mathrm{pk}_{1}^{L_{1}, \mathcal{T}} \cdot \ldots \cdot \mathrm{pk}_{t-1}^{L_{1, \mathcal{T}}}\right)\right)^{1 / L_{i, \mathcal{T}}}
$$

where $\mathcal{T}:=\mathcal{C} \cup\{i\}$. In Hybrid ${ }_{5}$ the public key share is instead computed as $\mathrm{pk}_{i}=h_{0}^{\mathrm{sk}}{ }_{i}$. We show that both definitions are equivalent.

To this end, note that $\mathrm{sk}=\sum_{\ell \in \mathcal{T}} L_{\ell, \mathcal{T}}$ sk $\mathrm{k}_{\ell}$ for every set $\mathcal{T}$ of size $t$, $\mathrm{pk}=h_{0}^{\text {sk }}$ and $\mathrm{pk}_{j}=h_{0}^{\mathrm{sk}_{j}}$ for $j \in \mathcal{C}$. Using this equation we get for $\mathcal{T}=\mathcal{C} \cup\{i\}$

$$
\begin{aligned}
\mathrm{pk}_{i} & =\left(\frac{\mathrm{pk}}{\mathrm{pk}_{1}^{L_{1, \mathcal{T}}} \cdot \ldots \cdot \mathrm{pk}_{t-1}^{L_{1, \mathcal{T}}}}\right)^{1 / L_{i, \mathcal{T}}} \\
\Leftrightarrow \mathrm{pk}_{i} & =\left(\frac{h_{0}^{\mathrm{sk}}}{h_{0}^{L_{1, \mathcal{T}} \mathrm{sk}_{1}} \cdot \ldots \cdot h_{0}^{L_{1, \mathcal{T}} \mathrm{sk}_{t-1}}}\right)^{1 / L_{i, \mathcal{T}}} \\
\Leftrightarrow \mathrm{pk}_{i} & =\left(\frac{h_{0}^{\sum_{\ell \in \mathcal{T}}^{L_{\ell, \mathcal{T}} \mathrm{sk}_{\ell}}}}{h_{0}^{L_{1, \mathcal{T}} \mathrm{sk}_{1}} \cdot \ldots \cdot h_{0}^{L_{1, \mathcal{T}} \mathrm{sk}_{t-1}}}\right)^{1 / L_{i, \mathcal{T}}} \\
\Leftrightarrow \mathrm{pk}_{i} & =\left(h_{0}^{L_{i, \mathcal{T}} \mathrm{sk}_{i}}\right)^{1 / L_{i, \mathcal{T}}} \\
\Leftrightarrow \mathrm{pk}_{i} & =h_{0}^{\mathrm{sk}}
\end{aligned}
$$

As public key shares are equivalent in both hybrids, the view of the adversary is identical distributed. Hence, Hybrid ${ }_{4}$ and Hybrid ${ }_{5}$ are indistinguishable.
Hybrid $_{6}$ : In this hybrid, instead of reverse-sampling the tuple values of the honest parties, we compute them in the same way using Equations (8)- (15).

We show that the resulting tuple outputs satisfy the same correlation as before. In particular, we show $\sum_{\ell \in \mathcal{T}} \alpha_{\ell}=a s$ and $\sum_{\ell \in \mathcal{T}} \delta_{\ell}=a(\mathbf{s k}+e)$, where $a=$ $\sum_{\ell \in \mathcal{T}} a_{\ell}=\sum_{\ell \in \mathcal{T}} F_{\rho_{a}^{(\ell)}}(x), e=\sum_{\ell \in \mathcal{T}} e_{\ell}=\sum_{\ell \in \mathcal{T}} F_{\rho_{e}^{(\ell)}}(x)$ and $s=\sum_{\ell \in \mathcal{T}} s_{\ell}=$ $\sum_{\ell \in \mathcal{T}} F_{\rho_{s}^{(\ell)}}(x)$. First, we show $\sum_{\ell \in \mathcal{T}} \alpha_{\ell}=a s$ :

$$
\begin{aligned}
\sum_{\ell \in \mathcal{T}} \alpha_{\ell} & =\sum_{\ell \in \mathcal{T}}\left(a_{\ell} s_{\ell}+\sum_{k \in \mathcal{T} \backslash\{\ell\}}\left(c_{k, \ell, 1}^{(\mathrm{OLE}, 1)}-c_{\ell, k, 0}^{(\mathrm{OLE}, 1)}\right)\right) \\
& =\sum_{\ell \in \mathcal{T}} a_{\ell} s_{\ell}+\sum_{\ell \in \mathcal{T}} \sum_{k \in \mathcal{T} \backslash\{\ell\}}\left(c_{k, \ell, 1}^{(\mathrm{OLE}, 1)}-c_{k, \ell, 0}^{(\mathrm{OLE}, 1)}\right) \\
& =\sum_{\ell \in \mathcal{T}} a_{\ell} s_{\ell}+\sum_{\ell \in \mathcal{T}} \sum_{k \in \mathcal{T} \backslash\{\ell\}}\left(F_{\rho_{a}^{(k)}}(x) \cdot F_{\rho_{s}^{(\ell)}}(x)\right) \\
& =\sum_{\ell \in \mathcal{T}} a_{\ell} s_{\ell}+\sum_{\ell \in \mathcal{T}} \sum_{k \in \mathcal{T} \backslash\{\ell\}} a_{k} s_{\ell} \\
& =\sum_{\ell \in \mathcal{T}} \sum_{k \in \mathcal{T}} a_{k} s_{\ell} \\
& =\sum_{\ell \in \mathcal{T}} a_{k} \sum_{k \in \mathcal{T}} s_{\ell} \\
& =a s
\end{aligned}
$$

Next, we show $\sum_{\ell \in \mathcal{T}} \delta_{\ell}=a(\mathrm{sk}+e)$ :

$$
\left.\begin{array}{rl}
\sum_{\ell \in \mathcal{T}} \delta_{\ell}= & \sum_{\ell \in \mathcal{T}}\left(a_{\ell}\left(L_{\ell, \mathcal{T}} \mathrm{sk}_{\ell}+e_{\ell}\right)+\sum_{k \in \mathcal{T} \backslash\{\ell\}} L_{\ell, \mathcal{T}} c_{k, \ell, 1}^{\mathrm{VOLE}}-L_{k, \mathcal{T}} c_{\ell, k, 0}^{\mathrm{VOLE}}\right. \\
& \left.+c_{k, \ell, 1}^{(\mathrm{OLE}, 2)}-c_{\ell, k, 0}^{(\mathrm{OLE}, 2)}\right)
\end{array}\right)
$$

As the tuple values of the honest parties still satisfy the same correlation as in $\mathrm{Hybrid}_{5}$, Hybrid $_{5}$ and $\mathrm{Hybrid}_{6}$ are indistinguishable.
Hybrid $_{7}$ : In this hybrid, instead of sampling values from the VOLE and OLE correlations for computing the parties' tuple values we compute them using the PCF instances. For instance, instead of sampling $\left(\left(a_{j}, c_{j, \ell, 0}^{\mathrm{VOLE}}\right),\left(\mathrm{sk}_{\ell}, c_{j, \ell, 1}^{\mathrm{VOLE}}\right)\right) \in$ $\mathcal{Y}_{\text {Vole }}\left(1^{\lambda},\left(\rho_{a}^{(j)}, \mathrm{sk}_{\ell}\right), x\right)$, we compute $\left(a_{j}, c_{j, \ell, 0}^{\mathrm{VOLE}}\right) \leftarrow \operatorname{PCF} \operatorname{VoLE} . \operatorname{Eval}\left(0, \mathrm{k}_{j, \ell, 0}^{\mathrm{VOLE}}, x\right)$ and $\left(\mathrm{sk}_{\ell}, c_{j, \ell, 1}^{\mathrm{VOLE}}\right) \leftarrow \operatorname{PCF} \operatorname{VOLE} \cdot \operatorname{Eval}\left(1, \mathrm{k}_{j, \ell, 1}^{\mathrm{VOLE}}, x\right)$. The same modification is applied for both OLE correlations.

Indistinguishability between $\mathrm{Hybrid}_{6}$ and $\mathrm{Hybrid}_{7}$ can be shown via a series of reductions to the strong pseudorandom $\mathcal{Y}$-correlated outputs property of the VOLE and OLE PCF instances. The proof is analogous to the indistinguishability proof between $\mathrm{Hybrid}_{1}$ and Hybrid ${ }_{2}$. Therefore, we omit the details here.

We end up in Hybrid ${ }_{7}$ where all correlation outputs are replaced by PCF evaluations. This holds for the calculation of honest parties outputs as well as for the computation inside Tuple. As this hybrid does not use any reverse-sampling anymore, we get rid of the tuple function Tuple.

Hybrid $_{7}$ is identical to the real-world execution which concludes the proof.

## J Benchmarks of Basic Arithmetic Performance

We report the runtime of basic arithmetic operations in Table 1. The presented numbers might help the reader to assess the performance of system used for benchmarking and provides details for comparisons.

Table 1: Runtime of basic arithmetic operations in the BLS12_381 curve on our evaluation machine. The bit-size of the curve's group order $p$ is 255 . The error terms report standard deviation.

| Operation | Time |
| :--- | :--- |
| $\mathbb{Z}_{p}$ addition | $5.092 \mathrm{~ns} \pm 1.049 \mathrm{~ns}$ |
| $\mathbb{Z}_{p}$ multiplication | $32.045 \mathrm{~ns} \pm 1.556 \mathrm{~ns}$ |
| $\mathbb{Z}_{p}$ inverse | $2.713 \mu \mathrm{~s} \pm 101.973 \mathrm{~ns}$ |
| $\mathbb{G}_{1}$ addition | $1.102 \mu \mathrm{~s} \pm 48.571 \mathrm{~ns}$ |
| $\mathbb{G}_{2}$ addition | $3.668 \mu \mathrm{~s} \pm 96.867 \mathrm{~ns}$ |
| $\mathbb{G}_{1}$ scalar multiplication | $279.146 \mu \mathrm{~s} \pm 14.763 \mu \mathrm{~s}$ |
| $\mathbb{G}_{2}$ scalar multiplication | $0.952 \mathrm{~ms} \pm 0.04 \mu \mathrm{~s}$ |
| Pairing | $2.403 \mathrm{~ms} \pm 56.976 \mu \mathrm{~s}$ |

## K Evaluation Considering [TZ23]

Concurrently to our work, Tessaro and Zhu [TZ23] proposed and proved security of a more compact BBS+ signature scheme removing the nonce $s$, and hence, reducing the signature size by one element in $\mathbb{Z}_{p}$. The proposed extension translates to our protocol in a straight-forward way as follows. We do no longer need public parameter $h_{0}$. The preprocessing protocol does not generate the shares $s_{i}$ or $\alpha_{i}$. When answering a signing request, the servers compute $A_{i}$ differently, i.e., $A_{i}:=\left(g_{1} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}\right)^{a_{i}}$, and do not send $s_{i}$. The reconstruction of a signature ignores $s$ and outputs the tuple $(A, e)$. When verifying a signature, parties now check if $\mathrm{e}\left(A, y \cdot g_{2}^{e}\right)=\mathrm{e}\left(g_{1} \cdot \prod_{\ell \in[k]} h_{\ell}^{m_{\ell}}, g_{2}\right)$. In the following we call the described protocol as the lean version of our protocol.

For us, their optimization has the advantage of removing the necessity of the $\alpha$ values computed during the preprocessing and the computation of the $g^{s_{i}}$ and $g^{s}$ term in the signing and verification process. In order to quantify the benefits of this optimization, we have repeated the evaluation presented in Section 6, including implementation and benchmarks, for the lean version of our protocol and report the changes here. The scope of the implementation and the setup of our benchmarks remains unchanged.

Online, Signing Request-Dependent Phase. The results of our benchmarks of the lean version of our protocol are reported in Figure 10. The comparison to the nonthreshold protocol, also optimized according to TZ23 is displayed in Figure 11 .

The size of signing requests does not change in the lean version of our protocol. The size of partial signatures sent by the servers reduces to $\left(2\lceil\log p\rceil+\left|\mathbb{G}_{1}\right|\right)$.


Fig. 10: The runtime of individual phases (a)-(d) and the total online protocol (e) in the protocol version optimized according to [TZ23]. The Adapt phase, describing Steps 5 and 6 of protocol $\pi_{\text {Prep }}$, and the Reconstruct phase, describing Step 3a of $\pi_{\text {TbBS }+}$, depend on security threshold $t$. The Sign phase, describing Step 2 of $\pi_{\text {TbBS }+}$, and the signature verification, describing Step 3b depend on the message array size $k$.

Offline, Signing Request-Independent Phase. The communication complexity of a distributed PCG-based preprocessing protocol instantiating the offline, signing request-independent phase of the lean version of our protocol is dominated by a factor of

$$
13(n c \tau)^{2} \cdot(\log N+\log p)+4 n(c \tau)^{2} \cdot \lambda \cdot \log N
$$



Fig. 11: The total runtime of the lean version of our online protocol in comparison to plain, non-threshold signing (also optimied according to TZ23) with and without signature verification in dependence of the size of the message array $k$. As depicted in Figure 10e, the influence of the number of signers $t$ is insignificant. We choose $t=10$.

In case, the preprocessing decouples seed generation from seed evaluation, servers have to store seeds with a size of at most

$$
\begin{aligned}
& \log p+2 c \tau \cdot(\lceil\log p\rceil+\lceil\log N\rceil) \\
+ & 2 \cdot(n-1) \cdot c \tau \cdot(\lceil\log N\rceil \cdot(\lambda+2)+\lambda+\lceil\log p\rceil) \\
+ & 2(n-1) \cdot(c \tau)^{2} \cdot(\lceil\log 2 N\rceil \cdot(\lambda+2)+\lambda+\lceil\log p\rceil)
\end{aligned}
$$

bits. The expanded precomputation material occupies

$$
\log p \cdot(1+N \cdot(2+4 \cdot(n-1)))
$$

bits of storage. In Figure 12, we report the concrete storage complexity of the preprocessing material of the lean version of our protocol when instantiating the with $N \in\{98304,1048576\}$ and $p=255$ according to the BLS12_381 curve used by our implementation.

The computation cost of the seed expansion is still dominated by the ones of the PCGs for OLE correlations. However, we do no longer need the OLEgenerating PCGs for the cross terms $a_{i} \cdot s_{j}$, and $a_{j} \cdot s_{i}$. It follows that the computation complexity of the seed expansion in the lean version of our protocol is dominated by

$$
2 \cdot(n-1) \cdot(4+2\lfloor\log (p / \lambda)\rfloor) \cdot N \cdot(c t)^{2}
$$

PRG evaluations and $O\left(n c^{2} N \log N\right)$ operations in $\mathbb{Z}_{p}$.


Fig. 12: Storage complexity of the preprocessing material in the lean version of our protocol required for $N \in\{98304,1048576\}$ signatures depending on the number of servers $n$.


[^0]:    ${ }^{3}$ https://github.com/AppliedCryptoGroup/NI-Threshold-BBS-Plus-Code

[^1]:    ${ }^{4}$ For 128 -bit security and $N=2^{20}, \mid \mathrm{BCG}^{+} 20 \mathrm{~b}$ reports $(c, t) \in\{(2,76),(4,16),(8,5)\}$.
    ${ }^{5}$ We have used Alg23 for all curve operations.

[^2]:    ${ }^{6}$ We thank the authors of $\mathrm{DKL}^{+} 23$ for sharing concrete numbers of their evaluation.

