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#### Abstract

With the increasing interest for advanced protocols for Multi Party Computation, Fully-Homomorphic Encryption or Zero Knowledge proofs, a need for cryptographic algorithms with new constraints has emerged. These algorithms, called Arithmetization-Oriented ciphers, seek to minimize the number of field multiplications in large finite fields $\mathbb{F}_{2^{n}}$ or $\mathbb{F}_{p}$. Among them, Ciminion is an encryption algorithm proposed by Dobraunig et al. in Eurocrypt 2021. In this paper, we show a new univariate modelization on a variant of Ciminion proposed by the designers. This instance restricts the attacker to at most $2^{s / 2}$ data, where $s$ is the security level. Because the designers chose to reduce the number of rounds in that specific attacker model, we are able to attack the cipher for large security levels. We also propose some slight modifications of Ciminion that would overcome this vulnerability.


## 1 Introduction

Some recent advanced protocols, such as Multi-Party Computation (MPC), Fully-Homomorphic Encryption (FHE) or Zero-Knowledge proofs (ZK), have become the object of attention in modern cryptography. Some ZK-proof systems and MPC protocols operate on large finite fields $\mathbb{F}_{q}$ with $q$ prime or power of 2 BCCT12DDPSZ12DZ13 BBHR18. In these protocols, the communication cost depends roughly on the number of field multiplications required by the proof or the MPC function to evaluate. As such, standard implementations need to be converted into sequences of finite field operations, with a preferably low number of multiplications. Multiple works were conducted to reduce the cost of the AES implementation in such protocols [DLT14 GRR ${ }^{+} 16$ ].

In 2015, LowMC was the first attempt to propose a design aiming at minimizing the number of boolean multiplications $\mathrm{ARS}^{+}$15]. In 2016, Albretch et al. designed MiMC $\mathrm{AGR}^{+16}$, a family of cryptographic functions operating directly on the native finite field $\mathbb{F}_{q}$ of the protocol, which significantly reduced the number of field multiplications. This paved the way for a new class of cryptographic functions: Arithmetization-Oriented ciphers, operating on $\mathbb{F}_{q}$ with large $q$. Multiple such ciphers were later introduced, such as Jarvis AD18, Vision, Rescue $\mathrm{AAB}^{+} 20$, Poseidon $\mathrm{GKR}^{+} 21$, Ciminion DGGK21], Anemoi $\mathrm{BBC}^{+} 22$, Griffin $\mathrm{GHR}^{+} 22$ and Hydra GØSW23. All Arithmetization-Oriented ciphers use finite field multiplications to provide non-linearity, which have strong differential and linear properties. For instance, the mapping $x \rightarrow x^{3}$ has a differential
uniformity of 2 on the large field. Consequently, statistical attacks often perform poorly against arithemization-oriented ciphers and the most threatening attacks become algebraic attacks, as highlighted by different works $\mathrm{ACG}^{+} 19$ BBLP22. In particular, Ciminion was subject to algebraic cryptanalysis in several works: Bariant et al. show an algebraic representation of the cipher breaking security claims for very large security levels BBLP22. Later, Zhang et al. provide a cryptanalysis of Ciminion against higher order differential and integral attacks [ZLLL23]. In addition, they show that under weak round constants, a subkey recovery attack can be mounted on Aiminion, an aggressive evolution of Ciminion.

Contribution In this paper, we present an algebraic attack against a variant of Ciminion using univariate solving. This attack breaks the security claims of the designers for large security levels. We then suggest a patch to apply to Ciminion in order to avoid the attack.

Outline Section 2 presents the notations and describes the cipher Ciminion. Section 3 explains algebraic attacks. Section 4 presents our univariate attack against Ciminion. We eventually present in Section 5 some Ciminion modifications for better security confidence.

## 2 Preliminaries

### 2.1 Notations

$2 \leq \omega \leq 2.372$ is the matrix multiplication exponent. In this paper, $q$ is either a large prime or a power of $2 . \mathbb{F}_{q}$ denotes the finite field with $q$ elements.

### 2.2 Ciminion

Ciminion is an Arithmetization-Oriented encryption scheme presented at Eurocrypt 2021 DGGK21. Ciminion operates on large fields $\mathbb{F}_{q}$ with $q \geq 2^{64}$. The state of Ciminon is composed of three elements of $\mathbb{F}_{q}$. The specifications of Ciminion are presented on figures 12 and 3. Two permutations are employed: $p_{C}$ and $p_{E}$ of respectively $N$ and $R$ rounds. The round function for round i is denoted $f_{i}$. It uses four round constants $R C_{l}$, with $l=i$ for $p_{C}$, and $l=i+N-R$ for $p_{E} . R C 4$ is assumed to be different from 0 or 1 . The round function and the rol function are based on Toffoli gates and are of degree 2. Because both these functions use Toffoli gates rather than low degree Sboxes, the inverse of these functions are also of degree 2 .

Ciminion truncates one output element of each permutation $p_{E}$, to prevent the recovery of intermediate states. Since the guess of a truncated element allows to recover the intermediate states and thus the round keys $K_{1}$ and $K_{2}$, the security of Ciminion cannot exceed $\log _{2}(q)$ by design. The designers claim a


Fig. 1. The Ciminion Encryption over $\mathbb{F}_{p}$ (replace + by $\oplus$ over $\mathbb{F}_{2^{n}}$ ). The figure is taken from BBLP22].
security level of $64 \leq s \leq \log _{2}(q)$ for three instances presented in Table 1 , where the number of rounds depends on the security level $s$.

As it is the case in standard Arithmetization-Oriented ciphers, statistical attacks perform poorly because of the strong cryptographic properties (e.g. linear, differential ...) of the multiplication in large fields. The number of rounds of Ciminion was therefore chosen to provide security against algebraic attacks, by insuring that the degree of the involved functions is too high for any algebraic attack.

## 3 Algebraic Attacks

In this section, we describe two types of algebraic attacks discussed in the paper: polynomial solving and interpolation attacks.

### 3.1 Attacks using polynomial solving

An algebraic attack using polynomial solving on a cipher can be decomposed into two main steps:


Fig. 2. rolling function rol.


Fig. 3. Ciminion round function $f_{i}$.

| Instance | $p_{C}$ rounds | $p_{E}$ rounds |
| :--- | :---: | :---: |
| Standard | $s+6$ | $\left\lceil\frac{s+37}{12}\right\rceil$ |
| Data limit $2^{s / 2}$ | $\left\lceil\frac{2(s+6)}{3}\right\rceil$ | $\left\lceil\frac{s+37}{12}\right\rceil$ |
| Conservative | $s+6$ | $\left\lceil\frac{3}{2} \cdot \frac{s+37}{12}\right\rceil$ |

Table 1. Number of rounds of $p_{C}$ and $p_{E}$ for the instances proposed by the designers of Ciminion, for a security level of $64 \leq s \leq q$.

- Modelization: The attacker represents the cipher with a system of polynomial equations, such that a solution of the polynomial system contains secret data, such as the encryption key or an internal state. In the case of hash functions, a solution could for example contain information on a preimage or a solution to the CICO problem.
- System solving: The attacker then solves the polynomial system using state-of-the-art techniques, such as polynomial root finding algorithms for univariate polynomials or Groebner basis algorithms for multivariate systems.

Both steps should be analyzed carefully when mounting an algebraic attack. On the one hand, the modelization step is highly cipher dependant, and heavily impacts the complexity of the attack. Some ciphers might possess different modelizations with different solving time complexities, such as Anemoi $\mathrm{BBC}^{+} 22$ or Ciminion. Efficient modelizations are found through cryptanalysis. On the other hand, the system solving step often relies on existing generic algorithms, such as Groebner basis based algorithms.

Let us denote $n$ the number of variables of the polynomial system that we want to solve. For simplicity, and since it corresponds to our attacks, we will only consider well-defined systems, that is with as many equations as variables:

$$
\left\{\begin{array}{c}
P_{1}\left(X_{1}, \ldots X_{n}\right)=0 \\
P_{2}\left(X_{1}, \ldots X_{n}\right)=0 \\
\vdots \\
P_{n}\left(X_{1}, \ldots X_{n}\right)=0
\end{array}\right.
$$

The complexity of polynomial solving highly depends on the structure of the equations. For simplicity, we will consider that the system of polynomial
equations behaves like a random polynomial system. The Fröberg conjecture states that such a polynomial system is regular Frö85, ie for all $i, g P_{i} \in$ $\left\langle P_{1}, \ldots, P_{i-1}\right\rangle \Rightarrow g \in\left\langle P_{1}, \ldots, P_{i-1}\right\rangle$. The regularity of polynomial systems is a property that allows to accurately estimate the complexity of system solving. Polynomial systems representing ciphers are often unregular DG10 DY13|Sau22, but it is standard to study the complexity of solving regular systems for estimating an algebraic attack complexity. Let us denote $d_{i}$ the degree of $P_{i}$ and:

$$
D=1+\sum_{i=1}^{n} d_{i}-1 \quad d=\prod_{i=1}^{n} d_{i}
$$

For more detailed insights on these parameters, we refer to previous works, such as BBLP22].

Depending on the value of $n$, the solving technique varies:
$\boldsymbol{n}=\mathbf{1}$ In that case, the system consists of a single univariate polynomial $P$ of degree $d=d_{0}$. Using fast FFT-based polynomial multiplications which cost $O(d \log (d) \log (\log (d)))$ field operations, we can find the roots of the polynomial $P$ in $\mathbb{F}_{q}$ with $\mathcal{O}(d \log (d)(\log (d)+\log (q)) \log (\log (d)))$ field multiplications, with the following steps:

1. Compute $Q=X^{q}-X \bmod P$. This requires $\log (q)$ multiplications of polynomials of degree $d$, for a total complexity of $O(d \log (q) \log (d) \log (\log (d)))$ field operations.
2. Compute $R=\operatorname{gcd}(P, Q)$. One can easily note that $R=\operatorname{gcd}\left(P, X^{q}-X\right)$, therefore the roots of $R$ are also roots of $P$ and are all in $\mathbb{F}_{q}$. This costs $O\left(d \log ^{2}(d) \log (\log (d))\right)$ field operations.
3. Factor $R$. In general, $R$ is of very low degree because $P$ has few roots in the field, so this step has a negligible complexity.
$\boldsymbol{n}=2$ Compute the resultant of the two bivariate polynomials, a univariate polynomial of degree $d=d_{1} d_{2}$. Computing the resultant $\operatorname{costs} d \times\left(\min d_{1}, d_{2}\right)^{1-1 / \omega}$, using fast linear algebra Vil18. The roots of the resultant are exactly the values $x$ such that there exists a $y$ such that $(x, y)$ is a solution of the system. Using univariate root finding, computing solutions from the resultant then costs $\mathcal{O}(d \log (d)(\log (d)+\log (q)) \log (\log (d)))$.
$\boldsymbol{n} \geq \mathbf{3}$ The most common and fastest way to solve this type of polynomial system is by computing a Groebner basis of the system. It is composed of three steps:
4. Compute the Groebner basis of the polynomial system in the graded reverse lexicographic (grevlex) order. To this day, the fastest algorithm is Faugère F5 algorithm Fau02]. It runs in $\mathcal{O}\left(\binom{D_{\text {reg }}}{n+D_{\text {reg }}}^{\omega}\right)$.
5. Convert the grevlex Groebner basis into a lexicographic (lex) Groebner basis, using an order change algorithm. The most famous one is FGLM algorithm [FGLM93]. Recent works have however improved the FGLM algorithm using Hermite Normal Forms BNS22. Since the sparsity of the the multiplication matrix is $O\left(d^{1-1 / n}\right)$ [FM17], the complexity of this step is $\mathcal{O}\left(d^{\omega-\omega / n+1 / n}\right)$, improving on previous complexity esimations of FGLM variants [FM17|FGHR14.
6. Given the computed lex Groebner basis, compute the solutions in the field using successive univariate polynomial solving and variable replacements. This step is of negligible complexity compared to the two other steps in practice.

In the context of encryption schemes, this type of attack usually requires a low number of data, since one plaintext/ciphertext pair gives sufficient information to recover few candidates for the key.

### 3.2 Interpolation attack

The interpolation attack represents some data accessible to the attacker (e.g. keystream, ciphertext. . .) as a polynomial of secret data (key, inner state...) and other data known by the attacker (nonce, plaintext...). By generating enough data, the attacker can perform a Lagrange interpolation to retrieve the keydependant coefficients of the polynomial, and eventually retrieve key information.

Because of this attack, the number of rounds is chosen so that the degree of the involved polynomial exceeds $2^{s}$. Recall that the round function is of degree 2 , and $r$ rounds of the function is roughly of degree $2^{r-2}$ from any input to any output. For extra security, the designers chose the number of rounds of $p_{C}(N)$ to be more $s+6$ in the standard attacker model. The drawback of this attack is the large number of data needed by the attacker to mount the attack. Because of this very reason, in their analysis, the designers of Ciminion suggested that if the attacker is limited to $2^{s / 2}$ cipher calls, they can relax the constraint on the number of rounds in a manner that ensures that the degree of the polynomial still exceeds $2^{s / 2}$. They proposed a limited data variant of Ciminion for this case. As a security margin, they chose respectively $\left\lceil\frac{2(s+6)}{3}\right\rceil$ and $\left\lceil\frac{s+37}{12}\right\rceil$ as the number of rounds of $p_{C}$ and $p_{E}$. In this settings, the polynomial $P_{K}(\aleph)$ is of degree $2^{\left\lceil\frac{2(s+6)}{3}\right\rceil+\left\lceil\frac{s+37}{12}\right\rceil-1}$, which is less than $2^{s}$ for large security levels $s$.

## 4 Our attack using univariate polynomial solving

This attack breaks the security claims of the designers in the limited data variant, in which the attacker can not query more than $2^{s / 2}$ data. This attack is a knownplaintext attack using one data of two key stream blocks $S_{1}$ and $S_{2}$. It is an equivalent key-recovery attack in the sense that it allows to recover an arbitrary number of subkeys. Because the subkey generation is performed from a strong
sponge function, recovering the master key from the subkeys is difficult and not performed here. The variable $X$ represents the third truncated output of the first final permutation layer $p_{E}$.


Fig. 4. Our modelization of Ciminion.

Recovery of $\boldsymbol{K}_{\mathbf{1}}$ and $\boldsymbol{K}_{\mathbf{2}}$. We represent the nonce $\aleph$ as a polynomial on $X$. The nonce $\aleph$ and $X$ are separated by $\left\lceil\frac{2(s+6)}{3}\right\rceil+\left\lceil\frac{s+37}{12}\right\rceil \leq \frac{3 s}{4}+10$ rounds. As shown in previous papers ZLLL23BBLP22], the first input element of a $r$-round Ciminion permutation as a function of the output elements is of degree $2^{r-1}$. This implies that $Q_{S_{1}, S_{2}}$ is of degree $2^{\left\lceil\frac{2(s+6)}{3}\right\rceil+\left\lceil\frac{s+37}{12}\right\rceil-1} \approx 2^{0.75 s+6.1}$. The truncated element X is a root of the polynomial $Q_{S_{1}, S_{2}}-\aleph$. Recovering $X$ allows to recover $K_{1}$ and $K_{2}$ by inverting $p_{E}$ and $p_{C}$ from the output $\left(S_{1}, S_{2}, X\right)$.

The univariate root finding algorithm being quasi-linear in the degree of the polynomial, it implies that for large security levels $s$, we expect the root finding algorithm to run faster than $2^{s}$ operations. Let us take the case of $s=\log _{2}(q)=$ 256. $Q_{S_{1}, S_{2}}$ is of degree $2^{174+25-1}=2^{198}$, and the root finding algorithm is of complexity $\mathcal{O}(d \log (d)(\log (d)+\log (q)) \log (\log (d))) \approx c \times 2^{198} \times 198 \times(198+$ $256) \times 7.6 \approx c \times 2^{217.4}$ field operations, where $c$ is the constant behind the $\mathcal{O}$.

In the case of $s=\log (q)=128, Q_{S_{1}, S_{2}}$ is of degree $2^{90+14-1}=2^{103}$. The root finding algorithm costs approximately $\mathcal{O}(d \log (d)(\log (d)+\log (q)) \log (\log (d)))=$ $c \times 2^{103} \times 103 \times(103+128) \times 6.7 \approx c \times 2^{120.3}$ field operations.

Supposing that a Ciminion encryption costs approximately $c$ operations, this attack breaks the security claims for $s=\log (q) \geq 93$.

Recovery of $\boldsymbol{K}_{\boldsymbol{i}}$ for $\boldsymbol{i} \geq \mathbf{3}$ After the recovery of $K_{1}$ and $K_{2}$, we query further keystream elements $S_{i}$ for $i \geq 3$, under the same nonce. The inner state before the first $p_{E}$ is known, as depicted in green in Figure 5 . We denote $Y$ the truncated output of the second permutation $p_{E}$. We can compute the polynomial $\tilde{Q}_{S_{3}, S_{4}}(Y)$ representing the first inner state element. This inner state element is not dependant on $K_{3}$ and $K_{4}$ and is known from the recovery of $K_{1}$ and $K_{2}$. We denote it $\alpha$. The truncated output of the second $p_{E}$ is a root of $\tilde{Q}_{S_{3}, S_{4}}(Y)-\alpha$, which is a polynomial of degree $2^{r_{E}}+2^{r_{E}-1} \approx 2^{r_{E}+0.6}$ where $r_{E}=\left\lceil\frac{s+37}{12}\right\rceil$ is the number of rounds of $p_{E}$. The recovery of $Y$ is of negligible complexity compared
to the first step. This allows to recover the inner state before the second $p_{E}$ permutation and therefore to recover $K_{3}$ and $K_{4}$. Ultimately, $\left(K_{2 i+1}, K_{2 i+2}\right)$ for $i \geq 2$ can be recovered in a similar manner if the keystream is long enough.


Fig. 5. Recovery of keystream elements $K_{3}$ and $K_{4}$. The green wires denote the known internal state elements from the recovery of $K_{1}$ and $K_{2}$.

Aiminion Aiminion is an aggressive evolution of Ciminion presented in appendix of the original Ciminion paper DGGK21. Since it uses a key addition before the keystream, it is impossible to express the nonce only with the keystreams $S_{1}, S_{2}$ and the truncated element $X$. Instead, the unkown subkeys $K_{3}$ and $K_{4}$ would be involved in the formula. We did not manage to overcome this difficulty to mount an attack.

## 5 Suggested modifications of Ciminion

Protection against the univariate solving attack The univariate solving attack presented in Section 4 relies on the backward computation of $p_{C}$ from the single guess of $X$. To provide protection against this attack, a cheap modification is to perform a feedforward after $p_{C}$, by XORing at least one key elements $K_{0}$, $K_{1}$ or both to one or several outputs of $p_{C}$. A variant of this feedforward would be to add new key elements to the output of $p_{C}$, although this costs extra key scheduling. This way, it is no longer possible to compute $p_{C}$ backward with the sole knowledge of $X$.
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