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Abstract. Registration-Based Encryption (RBE) [Garg et al. TCC’18] is a public-key encryption
mechanism in which users generate their own public and secret keys, and register their public keys with
a central authority called the key curator. Similarly to Identity-Based Encryption (IBE), in RBE users
can encrypt by only knowing the public parameters and the public identity of the recipient. Unlike IBE,
though, RBE does not suffer the key escrow problem—one of the main obstacles of IBE’s adoption in
practice—since the key curator holds no secret.
In this work, we put forward a new methodology to construct RBE schemes that support large users
identities (i.e., arbitrary strings). Our main result is the first efficient pairing-based RBE for large
identities. Prior to our work, the most efficient RBE is that of [Glaeser et al. ePrint’22] which only
supports small identities. The only known RBE schemes with large identities are realized either through
expensive non-black-box techniques (ciphertexts of 3.6 TB for 1000 users), via a specialized lattice-
based construction [Döttling et al. Eurocrypt’23] (ciphertexts of 2.4 GB), or through the superfluous
complexity of Registered Attribute-Based Encryption [Hohenberger et al. Eurocrypt’23]. By unlocking
the use of pairings for RBE with large identity space, we enable a further improvement of three orders
of magnitude, as our ciphertexts for a system with 1000 users are 1.7 MB.
The core technique of our approach is a novel use of cuckoo hashing in cryptography that can be
of independent interest. We give two main applications. The first one is the aforementioned RBE
methodology, where we use cuckoo hashing to compile an RBE with small identities into one for large
identities. The second one is a way to convert any vector commitment scheme into a key-value map
commitment. For instance, this leads to the first algebraic pairing-based key-value map commitments.

1 Introduction

Registration-Based Encryption (RBE), introduced by Garg et al. [GHMR18], is a public key en-
cryption mechanism in which users generate their own public and secret keys, and register their
public keys with a central authority called the Key Curator (KC). The responsibility of the KC is
to maintain the system’s public parameters updated every time a new user joins. In RBE, Alice
can send an encrypted message to Bob by only knowing the public parameters and Bob’s identity.
On the other hand, in order to decrypt, Bob uses his secret key and a small piece of information,
the opening, that can be retrieved from the KC. An RBE scheme should have compact public pa-
rameters, and its algorithms for encryption and decryption should be sublinear in the number of
registered users. In terms of security, RBE guarantees that messages encrypted under an identity
id stay confidential (in a usual semantic security fashion) as long as id is an honest user or id did
not register in the system.

Registration-based encryption can be seen as an hybrid between traditional Public-Key En-
cryption (PKE) [DH76, RSA78] and Identity-Based Encryption (IBE) [Sha84]. The most appealing
feature of RBE is to remove the need of trusted parties, which is a common issue, for different
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reasons, in PKE and IBE. In IBE, a trusted authority is responsible to generate users’ secret keys
and thus can decrypt any message in the system, a problem known as key escrow. In traditional
PKE, one needs a trusted authority, the PKI, in order to certify ownership of public keys; PKIs
are however complex to implement and manage. In contrast, while an RBE system still involves an
authority, the key curator, the main benefit is that the KC does not hold any secret and its behavior
is completely transparent, to the point that it can be replicated (and thus audited) by any user in
the system. Therefore, RBE can be a promising alternative to realize public key encryption with
simple, safe, and transparent key management.

The approaches used to construct the first proposals of RBE [GHMR18, GHM+19] rely either
on indistinguishability obfuscation or the garbled circuit tree technique of [CDG+17]. In spite of
their power, these techniques are prohibitively expensive. For instance, based on estimations from
[CES21] an RBE based on garbled circuits with a thousand users would have ciphertexts of 3.6
terabytes (which [CES21] can reduce by approximately 45%). As observed in [GKMR22], this high
cost is (partially) due to their non-black-box use of cryptographic schemes—an approach that is
notoriously expensive.

Two very recent works [GKMR22, DKL+23] have filled this gap by proposing efficient, black-box
constructions of RBE that are based on bilinear pairings and lattices respectively. On the good
side, the schemes of [GKMR22, DKL+23] achieve feasible efficiency—both report implementations
confirming encryption and decryption time in the order of milliseconds, public parameters in the
order of a few MBs. On the other hand, this efficiency profile comes at the price of some limitations.
The work of Glaeser et al. [GKMR22] achieves their efficiency by limiting the identity space to
the set of polynomial-size integers {1, . . . , n}. Although this identity space fits a few application
scenarios (e.g., if identities are phone numbers), it rules out many more. In practice, the desiderata
is to support identities that can be arbitrary strings (e.g., email addresses, arbitrary usernames). The
work of Döttling et al. [DKL+23] manages to solve this issue. They propose an RBE construction for
arbitrary identities based on the LWE problem. Nevertheless, their ciphertext size is still far from
desirable in practice: for n registered users their ciphertexts consist of ≈ 2λ log n LWE ciphertexts
(concretely, 2.4 GB for a system with 1024 registered users).

Finally, another recent work, by Hohenberger et al. [HLWW23], introduces the notion of Regis-
tered Attribute-Based Encryption (R-ABE) and gives black-box constructions from composite-order
bilinear groups. One can generically transform an R-ABE to an RBE scheme with unbounded iden-
tities. Unfortunately, the construction of of [HLWW23] inherits the complexity of the enhanced
functionality of ABE, therefore the resulting RBE with unbounded identities would be overly com-
plicated and concretely inefficient.

1.1 Our Contributions

In this work, we continue the line of research on constructing efficient and black-box registration-
based encryption.

Pairing-based RBE. Our main result is the first RBE scheme for unbounded identity spaces that is
black-box and based on prime-order bilinear groups. The interest of an RBE from pairings is twofold.
First, we show how to support large identities using an algebraic structure that is substantially more
limited than lattices. Second, pairings lend themselves to efficient implementations and in fact our
scheme achieves much shorter ciphertexts than the state-of-the-art RBE for large identities from
[DKL+23]. Concretely, a ciphertext of our RBE is 1.67MB for 1024 users and identity space {0, 1}2λ.
In other words, by unlocking the use of pairings for RBE with large identities we show yet another
three-orders-of-magnitude improvement in this research line.



We should highlight that, as mentioned above, an RBE from pairings can also be constructed
using the R-ABE scheme of [HLWW23]. However, it would be over composite order bilinear groups,
where the order has an unknown factorization, making it less efficient and cumbersome for imple-
mentations.

We provide a comparison of our schemes with the state-of-the-art black-box constructions in Ta-
ble 1. A thorough analysis of the table can be found in Section 5.3.

Setting ID Compactness |ct| #updates |pp|+ |crs|
[HLWW23] Pairings (C) {0, 1}∗ Adaptive O(λ log n) log n O(λn2/3 log n)

[GKMR22] Pairings (P) [1, n] Adaptive 4 log n log n O(
√
n log n)

Ours P1 Pairings (P) {0, 1}∗ Adaptive 6λ log n log n O(
√
λn log n)

Ours P2 Pairings (P) {0, 1}∗ Selective 12 log n log n O(
√
n log n)

[DKL+23] Lattices {0, 1}∗ Adaptive (2λ+ 1) log n log n O(log n)

Ours L Lattices {0, 1}∗ Selective 4 log2 n log n O(log n)

Table 1: Comparison of the schemes resulting from different instantiations of our compiler. n is
the maximum number of users to be registered. Parings (P) indicates prime order groups and
Pairings (C) composite order groups respectively. |ct| in the pairing construction is measured in
group elements and in the Lattice constructions LWE ciphertexts.

Novel construction methodology for RBE. To achieve this milestone, our technical con-
tribution is a novel methodology to construct black-box RBE schemes that can accommodate expo-
nentially large identity spaces, i.e., id ∈ {0, 1}∗. Prior to our work, this was a challenging problem
solved either through the use of non-black-box techniques [GHMR18, GHM+19], via a specialized
construction based on LWE [DKL+23] or going through the heavier notion of R-ABE. Our approach
instead consists of a generic compiler that yields several RBE instantiations based on a variety of
assumptions, in the random oracle model.

The core technique of our approach is a novel use of cuckoo hashing [PR04] in cryptography
that can be of independent interest. Cuckoo hashing is a powerful (probabilistic) technique to store
elements from a large universe X into a small table T so that one can later access them in constant-
time. Concretely, the latter means that for an element x the cuckoo hash returns k = O(1) possible
locations of T where to find x; the cuckoo hashing algorithms take care of resolving collisions by
reallocating elements in T whenever a collision occurs.

In this work, we present a compiler that takes an RBE scheme for a polynomial-size identity
space ID = {1, . . . , n} and boosts it to become an RBE for large identity space ID = {0, 1}∗. We
start with the idea of using cuckoo hashing to map identities in ID to polynomial-size integers in ID
so that user id becomes user H(id) in the underlying RBE. Unsurprisingly, this simple idea does not
work straightforwardly. The main obstacle is that the cuckoo hashing algorithms “move” elements
around different locations during the lifetime of the system. This implies that a user id assigned to
location j = H(id) might decrypt ciphertexts that were previously generated for another user id∗

that was assigned to the same location j in the past. In our compiler, we resolve these “collisions”
thanks to a novel combination of the RBE with Witness Encryption for Vector Commitments (WE
for VC), and a secret sharing scheme. A Vector Commitment (VC) scheme [LY10, CF13] allows one
to compute a short commitment to a vector v and later locally open at a specific position j. A WE
for VC is a special-purpose witness encryption [GGSW13] thanks to which a party can encrypt a



message m w.r.t. a commitment C, position j, and value y, and m can be decrypted by anyone
holding a valid opening of C at the correct value y = vj . Interestingly, we show how to construct
this class of WE based on well established assumptions over pairings (DHE [BGW05]) and lattices
(LWE [Reg05]). We refer to our technical overview (Section 2) for more details.

Additional contributions. To confirm the power of our cuckoo hashing technique, we show addi-
tional results that we discuss hereafter.

New lattice-based RBE. Through our RBE compiler, we also obtain new RBE schemes based
on LWE. We do this by instantiating the RBE of [DKL+23] with a small identity space and then
boosting it to large identities through our compiler. This instantiation though does not improve
over the large-identity instantiation of [DKL+23]; this is due to the fact that we need a robust5

cuckoo hash [Yeo23] that produces k = λ indices for every element and blows our ciphertexts by a
factor λ. Interestingly, though, we need the robustness property of cuckoo hashing only to ensure
that the public parameters stay polylogarithmic in the worst case. Based on this observation, we
can also use a (non-robust) cuckoo hashing where k = 2 and obtain an LWE-based RBE that has
shorter ciphertexts than [DKL+23] (ours has of 4 log2 n LWE encryptions, as opposed to 2λ log n).
Our RBE scheme is correct and secure, but achieves compact parameters only against selective
adversaries. We refer to Section 4.4 for more details on this compactness model.

Application to key-value map commitments and accumulators. Based on the cuckoo
hashing idea described above, we present a construction that compiles any vector commitment into
a key-value map commitment (KVC) [BBF19, AR20] for arbitrary-size keys. In a nutshell, a KVC is
a generalization of VCs in which one commits to a collection of key-value pairs (ki, vi), i.e., VCs are
a special case where keys are integers in {1, . . . , n}. Thus the interesting problem is to realize KVCs
with large keys, e.g., k ∈ {0, 1}∗. Existing schemes are based on hidden-order groups [BBF19, AR20],
Merkle trees or, very recently, lattices [dCP23].6 In Section 6, we present a generic and black-box
construction of (updatable) KVC obtained by combining any (updatable) VC and cuckoo hashing.
Through this generic construction, we obtain new efficient KVCs; notably, the first updatable KVCs
for large keys based on pairings.

Finally, we observe that KVCs (for large keys) imply accumulators (for large universe). By
putting this observation together with our VC-to-KVC compiler, we obtain a way to convert VCs
into accumulators. This connection was previously shown by Catalano and Fiore in [CF13] but only
for small universe. Our results thus bridge this gap. Furthermore, we close the circle in showing
the equivalence of VCs and universal accumulators, since the reversed implication (i.e., building
VCs from universal accumulators) has been recently shown by Boneh, Bunz and Fisch [BBF19]. An
outstanding implication is that our result yields the first accumulator for large universe based on
the CDH problem in bilinear groups. Prior to our work, this result could only be achieved by using
non-black-box techniques (e.g., a Merkle tree with a CDH-based VC).

Cuckoo hashing applications. Cuckoo Hashing has been used extensively in many contexts
in cryptography, mainly to boost efficiency in oblivious two-party computations (e.g. in [PR10,
PSSZ15, ACLS18, PPYY19]). However, in most of these contexts, due to the oblivious security
model, the adversary does not have direct access to the cuckoo hash functions. Only recently, a new
work has discussed cuckoo hashing in this perspective [Yeo23].

5 Informally, a CH is robust if its correctness error is negligible for adversarially chosen inputs; standard correctness
holds only for inputs chosen before public parameters.

6 One can also use polynomial commitments, e.g., [KZG10], in combination with interpolation but to the best of our
knowledge this KVC is not updatable.



In our work, we propose new cryptographic applications where cuckoo hashes can be publicly
computed. In a way, our results show how vector commitment techniques can mitigate the shortcom-
ings of publicly computable cuckoo hashing, as combining them with vector commitments enable
their use while keeping constructions succinct and efficient. We believe that this approach can serve
as inspiration for future applications.

1.2 Related Work

Here we mention more prior works that are relevant to the topic of ours.

Registered Encryption Primitives. As we mentioned, the first works on registration-based en-
cryption (with large identities) were non-black box: [GHMR18] introduced the notion, [GHM+19]
showed a construction with more efficient registration computational complexity, [GV20] introduced
the notion of verifiability for RBE and [CES21] improved the efficiency of the previous works by
replacing the Merkle tree with a form of PATRICIA trie. Lately, there has been an increasing in-
terest in generalizing RBE to registered fine-grained encryption such as Registered Attribute-Based
Encryption [HLWW23] and Registered Functional Encryption [FFM+23, DP23].

Cuckoo hashing in cryptography. Cuckoo hashing has been used in Cryptography in oblivous
access primitives such as Oblivious RAM [PR10], Private Set Intersection [PSSZ15], Private In-
fomration Retrieval [ACLS18], and Searchable Encryption [PPYY19]. Recently, Yeo gave a formal
treatment from a cryptographic perspective [Yeo23], again with the objective of discussing applica-
tions to PIR. To the best of our knowledge, our work is the first that uses cuckoo hashing in the
context of fine-grained encryption and commitment schemes.

Key-Value Map Commitments and Accumulators. The notion Key-Value Map Commitments
was introduced by Boneh et al. [BBF19] where they also presented a construction from Groups of
Unknown order. Different KVC constructions from Groups of Unknown order exist [CFG+20, AR20].
KVCs can also be realized by Merkle Trees. Recently deCastro and Peikert [dCP23] showed a
construction from Lattices.

Accumulators were introduced by Benaloh and de Mare [Bd94]. Constructions for large universe
exist from RSA groups [BP97, CL02], Groups of Unknown Order [Lip12, BBF19], q-type assumptions
in bilinear groups [Ngu05], and Merkle trees. The recent work of de Castro and Peikert [dCP23]
also implies an accumulator from lattices.

Lite-WE flavors. Witness Encryption for Merkle trees implicitly appears in [CDG+17, DG17,
GHMR18], using non-black box techniques (Garbling). Witness Encryption flavors for special pur-
pose relation, with the objective to have a more efficient instantiation, have also been introduced
in prior works [BL20, CDK+22, CFK22, DHMW22]

2 Technical Overview

We give here an informal overview of the techniques that we introduce in this work to obtain our
Registration-Based Encryption (RBE) and Key-Value Map Commitments (KVC) results. To put
some context, we recall first Vector Commitments [CF13, LY10] a fundamental primitive for both
RBE and KVC.

Vector Commitments. A Vector Commitment (VC) is a cryptographic primitive with which one
can commit to a vector of elements in such a way that, at a later point, one can selectively open any
position of the vector. Importantly, the commitments and the openings should be succinct (sublinear
or polylogarithmic) in the size of the vector. The simplest form of VCs are Merkle trees.



We guide the reader through an example, the Libert-Yung VC [LY10], that we will also use in this
work. It works over pairings, using a common reference string (CRS) crs = (gα, . . . , gα

n
, gα

n+2
, . . . , gα

2n
)

and we denote gi = gα
i . Committing to a vector x = (x1, . . . , xn) happens as C =

∏
i∈[n] g

xi
i . To

open the position i (to value xi) we compute Λi =
∏

j ̸=i(gn+1−i+j)
xj . For the verification of the

opening we check if e(C, gn+1−i) = e(Λi, g) · e(gxi
i , gn+1−i). The VC is position binding under the

n-Diffie-Hellman Exponent assumption [BGW05], a well-established q-type (falsifiable) assumption.
Observe that C,Λ are just a single group element each, and the verification time is independent of
the size of the vector.

2.1 Registration-Based Encryption with Unbounded Identity Space

Prior black-box RBE constructions. To date, the only RBE constructions that are black-box
(i.e., they do not encode cryptographic operations in the circuit of another cryptographic primitive
such as a Garbled Circuit) are the ones of Glaeser et al. [GKMR22] (henceforth GMKMR) and
Döttling et al. [DKL+23] (henceforth DKLLMR). The former works over pairings and the latter
over lattices. For the sake of this overview we are only concerned with the former RBE. Furthermore,
to simplify the exposition we omit efficiency tricks that retain the efficiency properties (compactness,
number of updates) of RBE. We discuss them extensively in the main body of our work.

The GKMR RBE. The GKMR RBE [GKMR22] roughly works as follows. It uses [LY10] as an
underlying vector commitment in order to commit (in a compressing way) to the public keys of all
the users.

In more detail, the user i samples a secret key ski randomly and sends pki = gskii to the Key
Curator (KC). Then the KC compresses the public keys of all users by computing C =

∏
i∈[n] pki =∏

i∈[n] g
ski
i , and sets the public parameters as pp← C. In essence, C is a vector commitment to the

vector of the secret keys sk = (sk1, . . . , skn) of all registered user.
GKMR introduced a simple technique to encypt a message m ∈ GT to the user i by only

having C and, crucially, without having pki: Recalling that e(C, gn+1−i) = e(Λi, g) · e(gskii , gn+1−i),
one defines the ciphertext as (ct1, ct2, ct3) = (gr, e(C, gn+1−i)

r, e(gi, gn+1−i)
r ·m) . Observe that

e(C, gn+1−i)
r = e(Λi, g)

r · e(gi, gn+1−i)
r·ski , and thus

(
ct2 · e(Λi, ct1)

−1
)sk−1

i = ct3/m. Hence, the

user i, knowing ski and additionally Λi, can decrypt as m∗ = ct3/
(
ct2 · e(Λi, ct1)

−1
)sk−1

i .
In RBE terms, Λi represents the update information of user i that should be periodically

fetched from the KC (whenever it is changed). The final note is that naively computing Λi =∏
j ̸=i(gn+1−i+j)

skj would need knowledge of sk to be computed. However, each user j can compute
the cross-terms (gn+1−i+j)

skj for each i ̸= j previously registered, and send them to the KC to
enable the KC to compute the Λi’s. We summarize the GKMR RBE below:

crs = {g, gα, . . . , gαN
, gα

N+2
, . . . , g2N}; pki = gskii ;

pp = C := gsk11 gsk22 . . . gskNN ; ui = Λi :=
∏
j ̸=i

(gN+1−i+j)
skj ;

ct =
(
gr, e(C, gN+1−i)

r, e(gi, g
N+1−i)r ·m

)
; m∗ = ct3/

(
ct2 · e(Λi, ct1)

−1
)sk−1

i .

The limitation of bounded identities. In the scheme above, i plays the role of the user’s identity.
It is apparent from the construction that i should lie in [1, n] and since the CRS is linear in n, n must
be polynomially bounded, and so must be the RBE identity space. This limitation is acknowledged
in [GKMR22] and is the main drawback of the, otherwise highly efficient, scheme.

In the following we describe our technique to overcome this limitation.



Our approach: Cuckoo Hashing. One may be tempted to use a hash function to map larger
identities to [1, n]. However, naively this cannot work because of collisions: since [1, n] is polynomial-
size collisions are inevitable.

Our idea is to use Cuckoo Hashing (CH) [PR04] for the mapping {0, 1}∗ → [1, n]. Cuckoo
Hashing is a powerful (probabilistic) technique to store elements from a large universe X in a small
table T in constant time so that one can later efficiently access them, in constant time. Hence it is
an inherent method to deal with collisions in a small space.

To put some context, we describe a simple version of Cuckoo Hashing with a stash [KMW10].
For this, we have 2 hash functions h1, h2, a table T of size 4n and a (unordered) set S, called the
‘stash’. To insert a new element x, one first computes x(1) = h1(x) and if T [x(1)] = empty then
stores x in T [x(1)]. Otherwise, if T [x(1)] = y then x ‘evicts’ y; namely, x is stored in T [x(1)] and
y is inserted in T [y(2)] (assume for this example that y was previously ‘sent’ to T [x(1)] using h1).
Subsequently, if T [y(2)] is occupied by z then y ‘evicts’ z, and z gets sent to the location specified
by the alternative hash function. Observe that one always begin with h1 for a new element and
when the element is evicted always uses the next hash function (and if the last is reached, then the
first one again). This procedure continues until either an empty position is found or M attempts
have been made. If the latter event occurs, then the last element that was evicted gets stored in the
stash S. It can be shown that for random hash functions h1, h2, if M = O(λ log n) then the size of
the stash is in O(log n) with overwhelming probability [ADW14].

There are many variants of the above mechanism: Cuckoo Hashing with k > 2 hash func-
tions [FPSS03] or having tables where every position/bucket has capacity ℓ > 1 [DW07]. We refer
to [W+17] for an insightful systematization of knowledge and [Yeo23] for an overview from a cryp-
tographic perspective.

In our work, we formally define a Cuckoo Hashing scheme in a cryptographic manner in Sec-
tion 3.2, closely following the definitions of [Yeo23]. For the rest, we mostly treat Cuckoo Hashing
as a black-box, assuming that it uses k hash functions with buckets of size ℓ = 1.

Cuckoo Hashing in RBE. Now let’s see how one would use Cuckoo Hashing in the above RBE
scheme in order to map large identities id ∈ {0, 1}∗ to small representatives in [1, n]. From now on,
we denote id(η) = hη(id) for short.

A user id who wishes to register in the system, computes id(1) = h1(id), . . . , id
(k) = hk(id), sam-

ples k different secret keys sk(1), . . . , sk(k) and sends the corresponding public keys gsk
(1)

id(1)
, . . . , gsk

(k)

id(k)

to the KC. Then the KC inserts id in the system by Cuckoo Hashing it (KC keeps the table T of
currently hashed identities). Assuming that id is eventually stored in T at position id(η), KC has
pkid(η) . To give an example, a potential instance of such a system could be:

C = g
sk

(2)
b

1 · 1· gsk
(1)
a

3 · gsk
(3)
e

4 · gsk
(1)
c

5 · 1· 1· g
sk

(2)
d

8(
sk = ( sk

(2)
b , 0, sk

(1)
a , sk

(3)
e , sk

(1)
c , 0, 0, sk

(2)
d )

)
T = ( b, 0, a, e, c, 0, 0, d)

1 2 3 4 5 6 7 8

where n = 8, a, b, c, d, e are identities and h2(b) = 1, h1(a) = 3, h3(e) = 4, h1(c) = 5, h2(d) = 8
(recall, sk is not known explicitly to the KC; and to highlight this is written with brackets in the
examples).

Until now, we have resolved the collisions in a pragmatic way: thanks to cuckoo hashing, no
collisions of identities are stored in the public parameters. This is however not clear from the
Encryptor’s perspective. The Encryptor wishing to encrypt for id does not have T and thus does



not know in which position among id(1), . . . , id(k) the identity is placed. Hence, she does not know
which position to encrypt for, and could compromise security by encrypting for a position occupied
by another identity id′, in which case id′ would read the message intended for id.

The missing piece: Witness Encryption for Vector Commitments. To solve the issue ex-
plained above, our approach is to use another Vector Commitment, D, this time to commit to the
actual table T of identities rather than the secret keys. The above example is modified as follows:

C = g
sk

(2)
b

1 · 1· gsk
(1)
a

3 · gsk
(3)
e

4 · gsk
(1)
c

5 · 1· 1· g
sk

(2)
d

8(
sk = ( sk

(2)
b , 0, sk

(1)
a , sk

(3)
e , sk

(1)
c , 0, 0, sk

(2)
d )

)
D = gb1· 1· ga3 · ge4· gc5· 1· 1· gd8

T = ( b, 0, a, e, c, 0, 0, d)

1 2 3 4 5 6 7 8

For such a configuration of the system, the wish is a cryptographic primitive that allows en-
crypting, when having in hands only D and the target id, and that should work as follows: If
T [id(η)] = id is in the committed vector, then anyone having the corresponding opening Ψid(η) can
decrypt. Otherwise, if T [id(η)] ̸= id then the ciphertext is computationally indistinguishable for
everyone.7

This mechanism is reminiscent of Witness Encyption (WE) [GGSW13], but only for a specific
NP language and a slightly different notion of security. We formalize such a primitive and call
it Witness Encryption for Vector Commitments (VCWE, see Section 4.1). Using a VCWE, the
encryptor can:

1. Secret share the message m into two shares m1,m2

2. Encrypt m1 for the position id(1) using the above RBE for small identities.
3. Encrypt m2 with the VCWE for commitment D, position id(1), value id.

and repeat this for every possible position of id in the table, i.e. id(2), . . . , id(k).
To argue the security of this idea, we note that:

– If T [id(η)] = id, then everybody can decrypt the second part of ciphertext (for security, we consider
that T and thus Ψid(η) are public) and obtain m2. On the other hand, T [id(η)] = id means that
the ‘correct’ user is registered in that position, hence only id can obtain the first share m1.

– If T [id(η)] ̸= id then nobody can decrypt the second part of the ciphertext and obtain m2. This
follows from the security of VCWE.

VCWE constructions. Witness Encryption for all NP is notoriously hard to achieve in effi-
cient ways with currently known constructions from multilinear maps [GGSW13, GLW14], indistin-
guishability obfuscation [GGH+13, JLS21] or, recently, non-standard non-falsifiable lattice assump-
tions [Tsa22, VWW22].

Nevertheless, it turns out that for the specific relation above, there are surprisingly simple and
efficient black-box solutions. Therefore, the VCWE ciphertext imposes a minimal overhead to the
size of the overall ciphertext. In Section 5, we provide two simple VCWE schemes, over Pairings
and Lattices respectively.
7 We note that if T [id(η)] ̸= id then from position-binding of the VC no PPT party can compute a Ψ that verifies

for id in position id(η).



Final RBE scheme. In conclusion the Cuckoo Hashing technique in combination with the VCWE
allow us to have a secure RBE with unbounded identities.

Dealing with the Stash. Finally, if the CH scheme has a stash S, then we demand that this stash
is small (polylogarithmic or sublinear). This is because we store S = {(pk1, id1), . . . , (pks, ids)} in
the public parameters, and anyone who wants to encrypt w.r.t an idi in the stash can do it, using
a regular Public Key Encryption scheme. As we discuss in Section 3.2 there are CH schemes that
have |S| = log n or even |S| = 0 even in the worst case.

2.2 Generalization and other implications

General Compiler. It is not difficult to see that the procedure described above, to enlarge the
identity space, in a semi-generic way through the GKMR RBE, can be generalized. That is, we give
a generic compiler that boosts any RBE scheme with small identity to one with large identity space,
using Cuckoo Hashing, and Witness Encryption for Vector Commitments.

Lattice-based RBE with shorter ciphertexts. Our general compiler applies naturally to Lattice-
Based RBE schemes. As previously mentioned, the DKLLMR RBE scheme [DKL+23] already allows
for unbounded identities.

In spite of this, their ciphertext size is logarithmic in the size of the identity space: |ct| =
log(|ID|) log n LWE ciphertexts. This stems from the fact that their construction works with a
(sparse) Merkle tree with one leaf per element of ID, thus |ID| leaves, and then the ciphertext is
roughly one LWE ciphertext per level of the tree. For a virtually unbounded identity space we need
ID = {0, 1}2λ (so that we can use a collision resistant hash function H : {0, 1}∗ → {0, 1}2λ), meaning
|ct| = 2λ log n. This means that there is a Merkle tree with 22λ leaves, while only n = poly(λ) are
going to be occupied.

Our idea is the following: Say that we want to support n = poly(λ) users, then we could start
from a DKLLMR RBE with exactly n leaves (i.e. bounded identities), thus |ct| = log2 n. Then we
could apply our compiler to boost it to a full-fledged RBE with unbounded identities. Our hope is
that, after applying our compiler, we could obtain an RBE with smaller ciphertexts than DKLLMR
instantiated for ID = {0, 1}2λ.

Our general compiler yields about 2k|ct|-sized ciphertexts (assuming that VCWE has roughly
the same size as RBE which turns out to be the case, see Section 5.2. If we desire our RBE to have
adversarial compactness then for technical reason related to CH (see Section 3.2we need to fix k = λ.
This unfortunately does not let us achieve an improvement. However, if one relaxes compactness to
hold only against selective adversaries, meaning adversaries who need to choose the set of identities
they wish to register before seeing the Cuckoo hash functions, one can set k = 2 and obtain a
significant improvement: |ct| ≈ 4 log2 in constast to 2λ log n (initial DKLLMR), which concretely
saves an λ

2 logn factor from the ciphertext. We defer the discussion and the formal definition of this
selective notion to Section 4.4.

2.3 Key-Value Map Commitments and Accumulators

Finally, we informally describe how we can use our cuckoo hashing technique in the context of vector
commitments, specifically to transform any VC scheme into a key-value map commitment for keys
from a large space.

Assuming one needs to commit to a key-value map consisting of n key-value pairs (ki, vi) for
i = 1 to n, one can “cuckoo hash” all the keys so as to obtain a table T , a vector, that stores all
the keys at certain positions. Then, one can compute a vector commitment CT to T and another



vector commitment CV to a vector V built in such a way that V [j] stores a value v if the key
k associated to v is stored in T [j]. Namely, each pair (ki, vi) is stored in T and V at the same
position j. By correctness of cuckoo hashing, for every k such an index j exists. In order to open the
commitment (CT , CV ) to a key k one can use cuckoo hashing to find the set of h candidate indices
(j1, . . . , jh) where k is (potentially) stored and open CT at those positions, to find the index j∗ such
that T [j∗] = k. One then also opens CV to position j∗ and its value v. The verifier then would run
similarly: for a key-value (k, v), she runs the cuckoo hashing to find out (j1, . . . , jh) associated to k,
verify the openings of CT to (T [j1], . . . ,T [jh]), and the opening of CV to v in the position j∗ such
that T [j∗] = k. For security it is essential that all (j1, . . . , jh of (CT , CV ) are opened so that the
fact that k is stored in exactly one position can be verified.

In Section 6 we give more details on other technicalities of this construction, such as how
to: deal with elements in the stash, prove that a key is not committed, reduce key-binding to
the position binding of the VC. Notably, this transformation is black-box, i.e., it works by only
invoking the algorithms of the underlying VC. This stands in contrast to, e.g., Verkle tree approaches
[CFM08, Kus18].

3 Preliminaries

Notation. An integer λ ∈ N will denote the security parameter, poly(λ) and negl(λ) polynomial
and negligible functions respectively. Vectors are written in bold font (e.g. v), and given vectors
v1, . . . ,vm, cat((v1, . . . ,vm)) will be the vector of concatenated vectors v1∥ . . . ∥vm. For any positive
integer n ∈ Z we denote by [n] the set of integers {1, . . . , n} and, more generally, by [A,B] the set
{A, . . . , B} for any A,B ∈ Z, A ≤ B. x $← X will mean that x is being uniformly sampled from a
finite set X. Throughout this work “PPT" stands for Probabilistic Polynomial-Time.

3.1 Public Key Encryption

Public-Key Encryption (PKE) allows all users aware of some public information to encrypt messages
that only some users aware of secret information will be able to decrypt to access these messages.
It has extensively been used and developed in cryptography during the last fifty years. In short, a
PKE scheme PKE consists of three algorithms:

• PKE.KeyGen(1λ): this algorithm outputs a public key pk and a secret key sk to use in the scheme
with security on λ bits;
• PKE.Enc(pk,m): the encryption algorithm outputs a ciphertext C encrypting the message m

using the public key pk;
• PKE.Dec(sk, C): this algorithm returns the message m encrypted in the ciphertext C using the

secret key sk.

3.2 Cuckoo Hashing

Cuckoo Hashing (CH)[PR04] is a technique to store a set of m elements from a large universe X
into a linear-size data structure that allows efficient memory accesses. In our work we abstract away
the properties of a family of cuckoo hashing constructions that can be used in our RBE and KVC
constructions. We do this by defining the notion of Cuckoo Hashing schemes. Our definition is a
variant of the one recently offered by Yeo [Yeo23]; in our definition, we use deterministic Insert
algorithms.



In a nutshell, a cuckoo hashing scheme inserts n elements x1, . . . , xn ∈ X in a vector T so that
each element xi can be found exactly once in T , or in a stash set S. The efficient memory access
comes from the fact that for a given x one can efficiently compute the k indices i1, . . . , ik such that
x ∈ {T [i1], . . . ,T [ik]} ∪ S. The idea of cuckoo hashing constructions is to sample k random hash
functions H1, . . . ,Hk : X → [n] and use them to allocate x in one of the k indices H1(x), . . . ,Hk(x).
Each construction uses a specific algorithm to search the index allocated to x, requiring to move
existing elements whenever a position is going to be allocated to another element. The most efficient
algorithms are local search allocation [Kho13] and random walks [FMM09, FPS13, FJ16, Wal22,
Yeo23].

We define a Cuckoo Hashing scheme with the following algorithms:

Definition 1 (Cuckoo Hashing Schemes Algorithms). A Cuckoo Hashing scheme CH =
(Setup, Insert, Lookup) consists of the following algorithms:

• Setup(1λ,X , n) → (pp,T , S) : is a probabilistic algorithm that on input the security parameter,
the space of input values X and a bound n on the number of insertions, outputs public parameters
pp, k ≥ 2, an empty vector T with N entries (with N a multiple of k), along with an empty
stash set S, (denoting s ≥ 0 its size, at this point, s = 0);
• Insert(pp,T , S, x1, . . . , xm)→ (T ′, S′) : is a deterministic algorithm that on input vector T where

each non-empty component contains an element in X ∈ pp, inserts each x1, . . . , xm ∈ X in the
vector exactly once and returns the updated vector with moved elements, T ′, S′.
• Lookup(pp, x) → (i1, . . . , ik) : is a deterministic algorithm that on input public parameters pp

and x ∈ X , returns (i1, . . . , ik), the candidate indices where x could be stored.

Remark 1. Our Cuckoo Hashing schemes are, overall, probabilistic with the probability taken over
the choice of pp. Once pp is fixed, everything is deterministic; Insert and Lookup, that take pp as
input, are deterministic algorithms.

Our definition above differs from the one in [Yeo23] in the following aspects. First, we consider
dynamic cuckoo hashing schemes in which one can keep inserting elements, while [Yeo23] considers
the static case in which the set is hashed all at once. Second, in our notion each entry of T can store
a single element, whereas [Yeo23] considers the more general case where it can store ℓ ≥ 1 elements,
which occurs in some constructions.

We define correctness of cuckoo hashing by looking at the probability that either the insertion
algorithm fails or, if it does not fail, an inserted element is not stored in the appropriate indices
returned by Lookup. To model this notion we give two definitions. The first one is the “classical”
correctness definition of cuckoo hashing that takes this probability over any choice of inputs but
for a random and independent sampling of the hash functions. Intuitively this models the scenario
where an adversary for correctness does not have explicit access to the hash functions, but can still
choose any input set.

Definition 2 (Correctness). A cuckoo hashing scheme CH is ϵ-correct if for any n, any set of
m ≤ n items x1, . . . , xm ∈ X such that xi ̸= xj for all i ̸= j and any ℓ ∈ [m]:

Pr

 T ′ = ⊥
∨ (T ′ ̸= ⊥ ∧

xℓ /∈ {T ′[i1], . . . ,T
′[ik]} ∪ S′)

:
(pp,T , S)← Setup(1λ,X , n)

(T ′, S′)← Insert(pp,T , S, x1, . . . , xm)
(i1, . . . , ik)← Lookup(pp, xℓ)

 ≤ ϵ

and one simply says that CH is correct if it is ϵ-correct with ϵ = negl(λ).



Robust Cuckoo Hashing The second definition (introduced by Yeo [Yeo23]) instead considers
the case of inputs that are chosen by a PPT adversary after having seen the hash functions. This
models the scenario where an adversary has explicit access to the hash functions before choosing
the set of elements.

Definition 3 (Robustness). A cuckoo hashing scheme CH is ϵ-robust if for any n, any PPT
adversary A:

Pr


T ′ = ⊥
∨ (T ′ ̸= ⊥ ∧

xℓ /∈ {T ′[i1], . . . ,T
′[ik]} ∪ S′)

:

(pp,T , S)← Setup(1λ,X , n)
{x1, . . . , xm, ℓ} ← A(pp)

xi ̸= xj∀i ̸= j ∈ [m]
(T ′, S′)← Insert(pp,T , S, x1, . . . , xm)

(i1, . . . , ik)← Lookup(pp, xℓ)

 ≤ ϵ

Efficiency parameters of cuckoo hashing For our applications, the following parameters will
dictate the efficiency of a cuckoo hashing scheme: k, the number of possible indices (and of hash
functions); N , the size of the table T ; s, the size of the stash S; d, the number of changes in the
table (i.e., number of evictions) after a single insertion. While in most constructions, the parameters
k and N are fixed at Setup time, in some cuckoo hashing schemes the values of s and d may depend
on the randomness and the choice of inputs. As in the case of correctness vs. robustness, we define
s and d in the average case (i.e., for any set of inputs and for random and independent execution
of Setup) or in the worst case (i..e, for adversarial choice of inputs after seeing pp).

Existing cuckoo hashing schemes The following theorem encompasses a few existing cuckoo
hashing schemes.

Theorem 1. For a security parameter λ and an upper bound n, there exist the following cuckoo
hashing schemes:

– CH2 where k = 2, N = 2kn, that achieves negl(λ)-correctness, and average case s = log n,
d = O(1) [KMW10].

– CH
(rob)
2 where k = 2, N = 2kn, that achieves negl(λ)-robustness, and worst case s = n, d =

O(1) [KMW10, Yeo23] in the Random Oracle Model.
– CH

(rob)
λ where k = λ, N = 2λn, that achieves negl(λ)-robustness, and worst case s = 0, d =

λ [Yeo23] in the Random Oracle Model.

3.3 Vector Commitments

Vector commitment (VC) schemes [LY10, CF13] allow a party to compute a commitment to a
vector v and later to locally open a specific position vi. A VC guarantees that it is hard to open a
commitment to two distinct values at the same position – what is called “position binding” – and
should have short (i.e., polylogarithmic in |v|) commitments and openings. Formally:

Definition 4 (Vector Commitment [CF13]). A Vector Commitment (VC) scheme VC = (Setup,Com,Open,Ver)
consists of the following algorithms:

• Setup(1λ, n) → crs : on input the security parameter λ and an integer n expressing the length of
the vectors to be committed, returns the common reference string crs.
• Com(crs,v) → (C, aux) : on input a common reference string crs and a vector v, returns a com-

mitment C.



• Open(crs, aux, i) → Λ : on input an auxiliary information as produced by Com and a position
i ∈ [n], returns an opening proof Λ.
• Ver(crs, C, Λ, i, v)→ b : on input a commitment C, returns a bit b ∈ {0; 1} to check whether Λ is

a valid opening of C to v at position i.

Correctness. VC is perfectly correct if for any vector v:

Pr

[
Ver(crs, C,Open(crs, aux, i), i, vi)) = 1 :

crs
$← Setup(1λ, n)

(C, aux)← Com(crs,v)

]
= 1

Position binding. VC satisfies position binding if for any PPT A

Pr

 Ver(crs, C, Λ, i, v)) = 1
∧Ver(crs, C, Λ, i, v′)) = 1

∧ v ̸= v′
:

crs
$← Setup(1λ, n)

(C, i, v, Λ, v′, Λ′)← A(crs)

 = negl(λ)

Succinctness. VC is succinct if for any crs
$← Setup(1λ, n), any vector v, any (C, aux)← Com(crs,v),

any i ∈ [n] and Λ← Open(crs, aux, i), the bitsize of C and Λ is polylogarithmic in n, i.e., is bounded
by a fixed polynomial p(λ, log n).

In this work we use the notion of updatable vector commitments [CF13], which informally pro-
vides the functionality that, given a commitment C and opening Λ corresponding to a vector v, one
can update them into values C ′ and Λ′ corresponding to a vector v′. Notably, this update should be
efficient, i.e., in time proportional to the number of different positions in v and v′, and thus faster
than recomputing them from scratch. More formally:

Definition 5 (Updatable VCs [CF13]). A vector commitment scheme VC is updatable if there
are two algorithms (ComUpdate,ProofUpdate) such that:

• ComUpdate(crs, C, i, v, v′) → C ′ : on input a commitment C, a position i and two values v, v′,
outputs an updated commitment C ′.
• ProofUpdate(crs, Λ, i, v, v′) → Λ′ : on input an opening proof Λ (for some position j), a position

i and two values v, v′, returns an updated opening Λ′.

Correctness. An updatable VC is perfectly correct if for honestly generated crs
$← Setup(1λ, n), any

vector v, initial commitment (C, aux) ← Com(crs,v), position i ∈ [n], Λ ← Open(crs, aux, i), and
any sequence of valid updates {(ik, vik , v′ik)}k∈[m] that result into a vector v∗, commitment C∗ and
opening Λ∗, Ver(crs, C∗, Λ∗, i, v∗i )) = 1 holds with probability 1.

Efficiency. An updatable VC is efficient if its algorithms ComUpdate and ProofUpdate run in
polylogarithmic time given polylogarithmic inputs.

3.4 Registration-based Encryption

We recall the original defintion of Registration-Based Encryption [GHMR18] with the modification
of [GKMR22] that allows for a structured common reference string crs and a bound n on the
number of users that can be registered. In case a crs is not involved or the scheme allows for an
unbounded number of registered users we consider crs = ∅ and N =∞ respectively.

For completeness we recall how an RBE system evolves: At the beginning a one-time setup algo-
rithm generates the common reference string. Then there are two types of parties: the Key Curator



(KC) and the users, each represented by an identity id from a pre-specified identity space ID. The
KC is completely transparent (and deterministic) and her role is solely to ease the computational
burden of each user. Each user, upon entering the system generates their own public-secret key-pair
(pk, sk) and registers their public key with the Key Curator, who computes the updated public
parameters pp after the new registration. Anyone can encrypt a message m ∈ M for an identity id
by having access to the crs and the current pp (without knowing the corresponding pk of id). Finally
the identity can decrypt the ciphertext ct using their secret key sk and an update information u
that is computed by the KC and given to the user. 8

We further enhance the RBE definition with the functionality of deletion of users from the
system. We call an RBE that supports this functionality an RBE with deletions. Below is the formal
definition.

Definition 6 (Registration-Based Encryption (RBE) with deletions ). A registration-
based encryption scheme with identity space ID and message space space M consists of six/ seven
PPT algorithms (Setup, Gen, Reg, Del, Enc, Upd, Dec) working as follows.

• Setup(1λ, N) → crs : On input the security parameter λ and a positive integer N indicating
the maximum number of users that can be registered, the randomized setup algorithm samples a
common reference string crs.
• Gen(crs, id)→ (pk, sk) : On input the common reference string crs and an identity id, the random-

ized algorithm key generation algorithm outputs a pair of public and secret keys (pk, sk).
• Reg[aux](crs, pp, id, pk) → pp′ : On input the common reference string crs, the current public pa-

rameters pp, an identity id ∈ ID, and a public key pk, the deterministic registration algorithm
outputs the new public parameters pp′. The Reg algorithm has read and write oracle access to the
auxiliary information aux which is updated into aux′ during registration. (The system is initialized
with public parameters pp and auxiliary information aux set to ⊥.)

• Del[aux](crs, pp, id) → pp′ : On input the common reference string crs, the current public parame-
ters pp, and an identity id ∈ ID the deterministic registration algorithm outputs the new public
parameters pp′ or ⊥ if id was not registered before. The Del algorithm has read and write oracle
access to the auxiliary information aux which is updated into aux′ during the process.

• Enc(crs, pp, id,m)→ ct : On input the common reference string crs, the current public parameters
pp, a recipient identity id ∈ ID and a message m ∈ M, the randomized encryption algorithm
outputs a ciphertext ct.
• Upd[aux](pp, id) → u : On input the current public parameters pp and a registered identity id, the

deterministic update algorithm outputs an update information u that can help id to decrypt its
messages. It has read only oracle access to aux.
• Dec(sk, u, ct) → m : On input the secret sk, the (current) update information u and a ciphertext
ct, the deterministic decryption algorithm outputs a message m ∈ {0, 1}∗ or in {⊥,GetUpd}. The
symbol ⊥ indicates a syntax error while GetUpd indicates that more recent update information
might be needed for decryption.

Below is the formal definition of completeness and the efficiency requirements of RBE as de-
scribed in [GHMR18] with two modifications: (1) we additionally take into account deletions, (2)
and define a computational version, i.e. with a PPT adversary instead of an unbounded one.

Definition 7 (Completeness, compactness, and efficiency of RBE). For any interactive
PPT adversary A, consider the following game CompA(λ) between an adversary A and a challenger
C.
8 The update information does not have to be secret and is only computed by KC and not by the user for efficiency.



1. Initialization. C sets pp ← ⊥, aux ← ⊥, u ← ⊥, D ← ∅, id∗ ← ⊥, t ← 0, N̂ ← 0, M̂ ← 0 and
crs← Setup(1λ, N), and sends the sampled crs to A.

2. Until A continues, proceed as follows. At every iteration, A chooses exactly one of the actions
below to be performed.

(a) Registering new (non-target) identity. If |D| = N skip this step. A sends some id /∈ D and
pk in the support of the Gen(crs) algorithm, to C. C registers (id, pk) by letting pp← Reg[aux](crs,
pp, id, pk) and D ← D ∪ {id}, N̂ ← N̂ + 1.

(b) Deleting existing (non-target) identity. A sends some id ∈ D to C. C un-registers id by
letting pp← Del[aux](crs, pp, id) and D ← D \ {id}, M̂ ← M̂ + 1.

(c) Registering the target identity. If id∗ ̸= ⊥ or |D| = N , skip this step. Otherwise, A sends
some id∗ /∈ D to C. C then samples (pk∗, sk∗)← Gen(crs, id∗), updates pp← Reg[aux](crs, pp, id∗, pk∗)
and D ← D ∪ {id∗}, N̂ ← N̂ + 1, and sends pk∗ to A.

(d) Deleting the target identity. If id∗ /∈ D, skip this step. Otherwise, C updates pp ←
Del[aux](crs, pp, id∗) and D ← D \ {id∗}, M̂ ← M̂ + 1.

(e) Encrypting for the target identity. If id∗ = ⊥, skip this step. Otherwise, C sets t← t+1. A
sends some mt ∈ M to C who sends back a corresponding ciphertext ctt ← Enc(crs, pp, id∗,mt)
to A.

(f) Decryption by target identity. A sends a j ∈ [t] to C. C then lets m′
j = Dec(sk∗, u, ctj). If

m′
j = GetUpd, then C obtains the update u∗ = Upd[aux](pp, id∗) and then lets m′

j = Dec(sk∗, u∗, ctj).
3. The adversary A wins the game if there is some j ∈ [t] for which m′

j ̸= mj.

Let Q ∈ poly(λ) be an upper bound on the number of queries issued by A. Let Dq be the set of
identities after the q-th query. We require the following properties to hold for any PPT adversary
A.

Completeness. Pr[A wins CompA(λ)] = negl(λ).
Compactness of public parameters and updates. For all queries q ∈ [Q], let ppq be the public
parameters after the q-th query. Then |ppq| is sublinear in |Dq|. Moreover, for all id ∈ D, the size
of the corresponding update |uq| is also sublinear in |Dq|.

Efficiency of the number of updates. The total number of invocations of Upd for identity id∗

in Step 2(f) of the game CompA(λ) is sublinear in N̂ .

Remark 2 (Efficiency of Registration and Updates). The initial work of Garg et al. [GHMR18]
considers a fourth strigent efficiency requirement, that the running times of Reg, Del and Upd
should be polylog(N). Constructions using iO [GHMR18] and garbled circuits [GHM+19] satisfy
this, however to date there is no black-box construction with this property. Additionally our concrete
compilers do not (asymptotically) affect the running times of Reg, Del and Upd. Therefore, to avoid
overwhelming the reader we do not consider this property.

For the security of RBE, the adversary can control all users except for a target identity id∗ of
their choice. Then we demand ciphertext indistinguishability for encrypted messages under this id∗.
Below is the formal security definition taken almost verbatim from [GHMR18], where we additionally
consider deletions.

Definition 8 (Security of RBE). For any interactive PPT adversary A, consider the following
game SecA(λ) between A and a challenger C.

1. Initialization. C sets pp = ⊥, aux = ⊥, D = ∅, id∗ = ⊥, crs← Setup(1λ) and sends the sampled
crs to A.



2. Until A continues (which is at most poly(λ) steps), proceed as follows. At every iteration, A
chooses exactly one of the actions below to be performed.

(a) Registering new (non-target) identity. A sends some id /∈ D and pk to C. C registers
(id, pk) by letting pp← Reg[aux](crs, pp, id, pk) and D ← D ∪ {id}.

(b) Deleting an existing (non-target) identity. A sends some id ∈ D to C. C un-registers id
by letting pp← Del[aux](crs, pp, id) and D ← D \ {id}.

(c) Registering the target identity. If id∗ ̸= ⊥, skip this step. Otherwise, A sends an id∗ /∈ D
to C. C then samples (pk∗, sk∗) ← Gen(crs, id∗), updates pp ← Reg[aux](crs, pp, id∗, pk∗), D ←
D ∪ {id∗}, and sends pk∗ to A.

(d) Deleting the target identity. If id∗ = ⊥, skip this step. Otherwise, C updates pp ←
Del[aux](crs, pp, id∗) and D ← D \ {id∗}, id∗ ← ⊥.

3. Encrypting for the target identity. A sends some id /∈ D \{id∗} and two messages (m0,m1)
and C generates ct← Enc(crs, pp, id,mb), where b← {0, 1} is a random bit, and sends ct to A.

4. The adversary A outputs a bit b′ and wins the game if b = b′.

We call an RBE scheme secure if there exists a negligible function negl(λ) such that for all PPT
adversaries A it holds that Pr[AwinsSecA(λ)] ≤ 1

2 + negl(λ).

Remark 3 (RBE with deletions–constructions). Although the notion of deletions has not been pre-
viously formally in the context of RBE, all known RBE constructions [GHMR18, GHM+19, GV20,
GKMR22, DKL+23]can be enhanced in a straightforward way with this functionality.

Laconic Encryption Döttling et al. [DKL+23] introduced the notion of Laconic Encryption which
is essentially the same as RBE but dropping the ’Efficiency of the number of updates’ requirement.
They additionally showed a generic transformation from any Laconic Encryption scheme to an
RBE scheme with Efficient updates, generalizing the tranformations of Garg et al. [GHMR18] and
Glaeser et al. [GKMR22]. The same transformation was presented in the context of Registered
Attribute-Based Encryption by Hohenberger et et al. [HLWW23].

We summarize the tranformation in the following theorem, slightly extending it to include dele-
tions.

Theorem 2 ([DKL+23]). Assume any Laconic Encryption scheme LE with deletions, with worst-
case:

Compactness: |pp|, |u| = o(N), Ciphertext size: |ct|,

then there exists an RBE scheme (without deletions) with worst-case:

Compactness: |pp| log(N̂), |u|, Ciphertext size: |ct| log(N̂),

Number of updates: log(N̂).

For conciseness in the rest of this work we will consider Laconic Encryption, and then apply the
above Theorem 2 to achieve a fully efficient RBE.

4 RBE with Unbounded Identity Space from CH

Here we show our compiler that boosts any RBE scheme with small identity space to an RBE
with large identity space. On the core of compiler are Cuckoo Hashing and the notion of Witness
Encryption for Vector Commitments that we define next (Section 4.1). For the intuition of the
transformation we refer to the technical overview of Section 2.



4.1 Witness Encryption for Vector Commitments

As mentioned in Section 2, a building block of our RBE construction is a specialized witness en-
cryption scheme. We call this primitive VCWE and intuitively it works as follows. One encrypts a
message m with respect to a statement consisting of a commitment C, a position i and a value v,
and decryption is achieved by using a valid opening that shows that v is indeed the value at position
i in the vector committed in C. We notice that VCWE can be seen as a special case of the notion
of ‘WE for functional commitments’ recently proposed by Campanelli, Fiore and Khoshakhlagh
[CFK22].

Although VCWE has a witness encryption flavor, its semantic security notion is weaker than stan-
dard WE. Notably, in WE semantic security for false statements should hold statistically, whereas
in VCWE is computational. Also, we define semantic security in such a way that the experiment is
falsifiable and can check whether a statement is true or false. For details, see the definition provided
hereafter.

Definition 9 (Witness Encryption for Vector Commitments). Let VC = (Setup,Com,Open,
Ver) be a vector commitment scheme. A witness encryption scheme with respect to VC, VCWE for
short, consist of PPT algorithms (Enc,Dec):

• Enc(crs, C, i, v,m) → ct : on input a vector commitment common reference string crs, a commit-
ment C, a position i, a value v and a message m outputs a witness-encryption of m under the
statement (C, i, v).
• Dec(crs, Λ, ct) → m∗ : on input a vector commitment common reference string crs, a witness Λ

and a ciphertext m outputs a decryption message m∗.

Furthermore, VCWE should satisfy the following properties:

Correctness. For any security parameter λ ∈ N, any N = poly(λ), any v = (v1, . . . , vN ) in
the domain of VC, i ∈ [N ], m ∈ M, crs ← VC.Setup(1λ, N), C ← VC.Com(crs,v), and Λ ←
Open(crs, C,v, i):

Pr[Dec(crs, Λ, ct) = m : ct← Enc(crs, C, i, v,m)] = 1

Semantic Security. For any security parameter λ ∈ N, N = poly(λ) and any PPT adversary A:∣∣∣∣∣∣∣∣∣∣∣∣
Pr

b′ = b :

crs←$ Setup(1λ, N),
(v, i, v,m0,m1, st)← A(crs),
C ← Com(crs,v), b←$ {0, 1},
if v[i] = v then ct← ⊥
else ct← Enc(crs, C, i, v,mb),
b′ ← A(st, ct)

−
1

2

∣∣∣∣∣∣∣∣∣∣∣∣
= negl(λ)

4.2 RBE with Unbounded Identity Space

Assume any RBE scheme with deletions, R̃BE = (Setup,Gen,Reg,Enc,Upd,= Dec) that supports
bounded identities, i.e. log(|ID|) < 2λ. We show a transformation that boosts it to an RBE scheme
that supports unbounded identities ID = {0, 1}2λ.9

For presentational convenience we show the compiler for Laconic Encryption, that is from L̃E
with |ID| < 2λ to LE with ID = {0, 1}2λ. Recall from Section 3.4 L̃E is essentially R̃BE without
9 We consider the identity space {0, 1}2λ virtually unbounded since one can always use a collision-resistant hash

function H : {0, 1}∗ → {0, 1}2λ to support unbounded identities.



the efficiency on the number of updates requirement. Then we make use of Theorem 2 with which
we can obtain an RBE with a logarithmic number of updates.

From now on we will be using small n as an upper bound on the number of RBE users and
capital N > n as the resulting number of entries of the Cuckoo Hashing table (see Section 3.2).

Building Blocks. For our compiler we need the following primitives:

1. A Cuckoo Hashing scheme CH = (Setup, Insert, Lookup).
2. A Witness Encryption scheme VCWE = (Enc,Dec) w.r.t. a Vector Commitment scheme VC =

(Setup,Com, Open,Ver).
3. A Public Key Encryption scheme PKE = (KeyGen,Enc,Dec).
4. A Secret Sharing scheme Sh = (Share,Rec).

We note that RBE trivially implies a PKE by registering a single user. Furthermore, any RBE scheme
implies a (weakly position binding) VC scheme. For the secret sharing scheme, if the message space of
the RBE is a group then there exist simple information-theoretic constructions. Therefore, in essence
we only assume a Cuckoo Hashing and a Witness Encryption scheme for the underlying Vector
Commitment. However, one may desire to instantiate the primitives with different constructions
therefore we explicitly mention them distinctly.

Construction. We denote the initial LE scheme as L̃E. Throughout the description of our con-
struction below, for every identity id we use the notation id(η) for η’th coordinate of Lookup(pp, id),
i.e. by defintion (id(1), . . . , id(k)) = Lookup(pp, id).

Our compiler yields a Laconic Encryption scheme RBE that works as follows:

• Setup(1λ, n)→ crs :

1. chpp← CH.Setup(1λ, n),

2. c̃rs← L̃E.Setup(1λ, n),

3. vccrs← VC.Setup(1λ, N).

crs = (c̃rs, chpp, vccrs)

• Gen(crs, id)→ (pk, sk) :

1. (pk(η), sk(η))← L̃E.Gen(c̃rs, id(η)) for each η ∈ [k],
2. (pk(k+1), sk(k+1))← KeyGen(1λ).

pk =
(
(pk(η))η∈[k], pk

(k+1)
)
, sk =

(
(sk(η))η∈[k], sk

(k+1)
)

• Reg[aux](crs, pp, id, pk)→ pp′ :
Auxiliary information. The auxiliary information of the Key Curator consists of aux := (ãux, I),
where I := (id1, . . . , idN ) is the vector of the (previously) registered identities in the correspond-
ing positions (if no identity is registered in position j then idj = 0).

Public Parameters. The public parameters of the system consist of pp := (p̃p, D, S), where D is
the current vector commitment to the identities I := (id1, . . . , idN ) and S = {(idN+1, pkN+1), . . . ,
(idN+s, pkN+s)} is the set of identities that are stored in the stash.

Insert id. Runs (I ′, S′) ← CH.Insert(chpp, I, S, id) and if CH.Insert failed outputs ⊥. Otherwise
for every identity īd that was moved, i.e. its position in (I ′, S′) and (I, S) differs, re-registers it
as īd

(η†) (η∗ indicates the hash function with which id was placed before, in I, and η† the one
after, in I ′). For every īd that was moved:



1. I[īd
(η∗)

]← 0,

2. p̃p← L̃E.Del[ãux](c̃rs, p̃p, īd
(η(∗))

, p̄k).
Then for every īd that was moved to I ′ (including id that was freshly inserted):

3. I[īd
(η†)

]← īd,

4. p̃p← L̃E.Reg[ãux](c̃rs, p̃p, īd
(η(†))

, p̄k).
For every īd that was moved to the stash:

5. S ← S ∪ {(īd, p̄k)}.
Finally, computes:

6. D = VC.Com(vccrs, I). 10

Output.
pp′ = (p̃p, D, S)

• Enc(crs, pp, id,m)→ ct : Searches the stash S and then, according to whether (id, ·) ∈ S, proceeds
as follows:
Identity in the table. If (id, ·) /∈ S then for each η ∈ [k]:

1. (m
(η)
1 ,m

(η)
2 )← Sh.Share(m),

2. ct
(η)
1 ← L̃E.Enc(c̃rs, p̃p, id(η),m

(η)
1 ),

3. ct
(η)
2 ← VCWE.Enc(crs, D, id(η), id,m

(η)
2 ).

The final ciphertext is:
ct =

(
(ct

(1)
1 , ct

(1)
2 ), . . . , (ct

(k)
1 , ct

(k)
2 )

)
Identity in the stash. If (id, pk) ∈ S for some pk then:

ct = PKE.Enc(pk(k+1),m)

• Upd[aux](pp, id)→ u : Finds the η∗ ∈ [k] such that I[id(η
∗)] = id. If such η∗ does not exist outputs

u = Stash. Otherwise computes:

1. ũ← L̃E.Upd[ãux](p̃p, id(η
∗)),

2. Ψid(η
∗) ← VC.Open(vccrs, I, id(η

∗))

and outputs:
u = (ũ, Ψid(η

∗) , η∗)

• Dec(sk, u, ct)→ m or GetUpd :

Identity in the table. If the ciphertext is an LE ciphertext:

1. m∗
1 ← L̃E.Dec(sk(η

∗), ũ, ct
(η∗)
1 ),

2. m∗
2 ← VCWE.Dec(vccrs, Ψ, ct

(η∗)
2 ).

m∗ = Sh.Rec(m∗
1,m

∗
2)

Identity in the Stash. If ct is a PKE ciphertext then

m∗ = PKE.Dec(sk(k+1), ct)

10 In case the VC is updatable, the updated D can computed efficiently without having to recompute it from scratch.
For simplicity we do not make this explicit in the construction.



4.3 Completeness, Security and Efficiency

Completeness. Directly follows from completeness of L̃E and correcntess of VC, VCWE and Sh, as
long as id is always either in the table or in the stash thoughout the lifetime of the system. That
is, we desire that Insert(I, S, id) never outputs ⊥ for any id during the registration algorithm, even
if the adversary chooses the identities that register. This is guaranteed by the negl(λ)-robustness
property of Cuckoo Hashing (see Section 3.2).

Theorem 3 (Completeness). If CH is a negl(λ)-robust Cuckoo Hashing scheme, VC, VCWE,
PKE, Sh are correct and L̃E is a complete Laconic Encryption with deletions then the LE scheme
presented above is complete against any PPT adversary.

Security. The security of our LE follows by the security of the underying building blocks. If the
target identity turns out to be in the stash, then the the ciphertext is simply a PKE one, and
therefore we rely on the security of PKE.

If not, then the ciphertext has k components, one for each possible position of id∗, i.e. the first
is w.r.t. position id(1), the second w.r.t position id(2), etc. Each component consists of a VCWE
ciphertext and a L̃E ciphertext. For the positions i ∈ [k] such that eventually id∗ is in fact not
registered we can rely on the fact that I[i] ̸= id∗ which allows to argue that the VCWE gives us
indistinguishability for one of the two components. On the other hand, for the position(s) i ∈ [k] such
that id∗ is registered one can use id∗(i) as a target for the L̃E security, which gives indistinguishability.

In both cases one component is indistinguishable for the adversary, therefore one of the two
shares of the secret sharing is “hidden” from the adversary. Thus the privacy of the secret sharing
scheme gives us security. Below is the formal security theorem

Theorem 4 (Security). If L̃E is secure, VCWE w.r.t VC is (VCWE) semantically secure, PKE is
(PKE) semantically secure and Sh is (2, 2) private then the LE scheme presented above is a secure
LE scheme.

Proof. We use the following hybrid argument. We always consider stateful adversaries. Let Hybrid0
be the initial Security of RBE game:



Hybrid0
1. pp← ⊥; aux← ⊥; D ← ∅; id∗ ← ⊥; pk∗ ← ⊥; crs← Setup(1λ)

2. for i = 1 to Q do one of the following:
(a) (id, pk)← A(crs, pp, aux, pk∗);

if id /∈ D then update pp← Reg[aux](crs, pp, id, pk); D ← D ∪ {id}
(b) id← A(crs, pp, aux, pk∗);

if id ∈ D then pp← Del[aux](crs, pp, id); D ← D \ {id}
(c) if id∗ = ⊥ then

id∗ ← A(crs, pp, aux, pk∗); (pk∗, sk∗)← Gen(crs, id∗);

pp← Reg[aux](crs, pp, id∗, pk∗); D ← D ∪ {id∗}
(d) if id∗ ̸= ⊥ then

pp← Del[aux](crs, pp, id∗); D ← D \ {id∗}; id∗ ← ⊥
3. (id,m0,m1)← A(crs, pp, aux, pk∗); b←$ {0, 1};

if id∗ /∈ S then
for each η ∈ [k] :

(m
(η)
b,1 ,m

(η)
b,2 )← Sh.Share(mb); ct

(η)
1 ← L̃E.Enc(c̃rs, p̃p, id∗(η),m

(η)
b,1 );

ct
(η)
2 ← VCWE.Enc(crs, D, id∗(η), id,m

(η)
b,2 );

ct← (ct
(η)
1 , ct

(η)
2 )η∈[k]

else

ct← PKE.Enc(pk
(k+1)
id∗ ,mb)

4. b′ ← A(crs, pp, aux, pk∗, ct)
Output 1 if b = b′

In the next hybrid 1 we substitute ct in case the target identity is in the stash, id∗ ∈ S with
ct = PKE.Enc(pk(k+1), 0)



Hybrid1
1. pp← ⊥; aux← ⊥; D ← ∅; id∗ ← ⊥; pk∗ ← ⊥; crs← Setup(1λ)

2. for i = 1 to Q do one of the following:
(a) (id, pk)← A(crs, pp, aux, pk∗);

if id /∈ D then pp← Reg[aux](crs, pp, id, pk); D ← D ∪ {id}
(b) id← A(crs, pp, aux, pk∗);

if id ∈ D then pp← Del[aux](crs, pp, id); D ← D \ {id}
(c) if id∗ = ⊥ then

id∗ ← A(crs, pp, aux, pk∗); (pk∗, sk∗)← Gen(crs, id∗);

pp← Reg[aux](crs, pp, id∗, pk∗); D ← D ∪ {id∗}
(d) if id∗ ̸= ⊥ then

pp← Del[aux](crs, pp, id∗); D ← D \ {id∗}; id∗ ← ⊥
3. (id,m0,m1)← A(crs, pp, aux, pk∗); b←$ {0, 1};

if id∗ /∈ S then
for each η ∈ [k] :

(m
(η)
b,1 ,m

(η)
b,2 )← Sh.Share(mb); ct

(η)
1 ← L̃E.Enc(c̃rs, p̃p, id∗(η),m

(η)
b,1 );

ct
(η)
2 ← VCWE.Enc(crs, D, id∗(η), id,m

(η)
b,2 );

ct← (ct
(η)
1 , ct

(η)
2 )η∈[k]

else

ct← PKE.Enc(pk
(k+1)
id∗ , 0)

4. b′ ← A(crs, pp, aux, pk∗, ct)Output 1 if b = b′

From the semantic security of PKE, Hybrid1 and Hybrid0 are computationally indistinguishable.

In the next hybrid 2 we substitute ct(η)2 with VCWE.Enc(crs, D, id∗(η), id, 0) in case I[id∗(η)] ̸= id∗.



Hybrid2
1. pp← ⊥; aux← ⊥; D ← ∅; id∗ ← ⊥; pk∗ ← ⊥; crs← Setup(1λ)

2. for i = 1 to Q do one of the following:
(a) (id, pk)← A(crs, pp, aux, pk∗);

if id /∈ D then pp← Reg[aux](crs, pp, id, pk); D ← D ∪ {id}
(b) id← A(crs, pp, aux, pk∗);

if id ∈ D then pp← Del[aux](crs, pp, id); D ← D \ {id}
(c) if id∗ = ⊥ then

id∗ ← A(crs, pp, aux, pk∗); (pk∗, sk∗)← Gen(crs, id∗);

pp← Reg[aux](crs, pp, id∗, pk∗); D ← D ∪ {id∗}
(d) if id∗ ̸= ⊥ then

pp← Del[aux](crs, pp, id∗); D ← D \ {id∗}; id∗ ← ⊥
3. (id,m0,m1)← A(crs, pp, aux, pk∗); b←$ {0, 1};

if id∗ /∈ S then

for each η ∈ [k] s.t. I[id∗(η)] ̸= id∗ :

(m
(η)
b,1 ,m

(η)
b,2 )← Sh.Share(mb); ct

(η)
1 ← L̃E.Enc(c̃rs, p̃p, id∗(η),m

(η)
b,1 );

ct
(η)
2 ← VCWE.Enc(crs, D, id∗(η), id, 0)

for each η ∈ [k] s.t. I[id∗(η)] = id∗ :

(m
(η)
b,1 ,m

(η)
b,2 )← Sh.Share(mb); ct

(η)
1 ← L̃E.Enc(c̃rs, p̃p, id∗(η),m

(η)
b,1 );

ct
(η)
2 ← VCWE.Enc(crs, D, id∗(η), id,m

(η)
b,2 )

else

ct← PKE.Enc(pk
(k+1)
id∗ , 0)

4. b′ ← A(crs, pp, aux, pk∗, ct)
Output 1 if b = b′

From the semantic security of VCWE, Hybrid2 and Hybrid1 are computationally indistinguish-
able. Observe that (1) D = Com(crs, I) is honestly computed and (2) the condition of the Vector
Commitment Witness Encryption, I[id∗(η)] = id∗, does not hold, therefore the semantic secuirty
applies.

In the next hybrid 3 we substitute ct
(η)
1 with L̃E.Enc(crs, pp, id∗(η), 0) in the opposite case of the

previous hybrid, I[id∗(η)] = id∗.



Hybrid3
1. pp← ⊥; aux← ⊥; D ← ∅; id∗ ← ⊥; pk∗ ← ⊥; crs← Setup(1λ)

2. for i = 1 to Q do one of the following:
(a) (id, pk)← A(crs, pp, aux, pk∗);

if id /∈ D then pp← Reg[aux](crs, pp, id, pk); D ← D ∪ {id}
(b) id← A(crs, pp, aux, pk∗);

if id ∈ D then pp← Del[aux](crs, pp, id); D ← D \ {id}
(c) if id∗ = ⊥ then

id∗ ← A(crs, pp, aux, pk∗); (pk∗, sk∗)← Gen(crs, id∗);

pp← Reg[aux](crs, pp, id∗, pk∗); D ← D ∪ {id∗}
(d) if id∗ ̸= ⊥ then

pp← Del[aux](crs, pp, id∗); D ← D \ {id∗}; id∗ ← ⊥
3. (id,m0,m1)← A(crs, pp, aux, pk∗); b←$ {0, 1};

if id∗ /∈ S then

for each η ∈ [k] s.t. I[id∗(η)] ̸= id∗ :

(m
(η)
b,1 ,m

(η)
b,2 )← Sh.Share(mb); ct

(η)
1 ← L̃E.Enc(c̃rs, p̃p, id∗(η),m

(η)
b,1 );

ct
(η)
2 ← VCWE.Enc(crs, D, id∗(η), id, 0)

for each η ∈ [k] s.t. I[id∗(η)] = id∗ :

(m
(η)
b,1 ,m

(η)
b,2 )← Sh.Share(mb); ct

(η)
1 ← L̃E.Enc(c̃rs, p̃p, id∗(η), 0) ;

ct
(η)
2 ← VCWE.Enc(crs, D, id∗(η), id,m

(η)
b,2 )

else

ct← PKE.Enc(pk
(k+1)
id∗ , 0)

4. b′ ← A(crs, pp, aux, pk∗, ct)Output 1 if b = b′

From the security of LE, Hybrid3 and Hybrid2 are computationally indistinguishable. Let ℓ ∈ [k]
such that I[id∗(ℓ)] = id∗, then id∗(ℓ), with corresponding pk∗(ℓ) and sk∗(ℓ) honestly generated by the
challenger, plays the role of the target identity in the security game of L̃E, therefore the security of
L̃E applies.

In our last hybrid 4 we substitute m
(η)
b,1 with 0

(η)
1 where (0

(η)
1 , 0

(η)
2 )← Sh.Share(0) for each η ∈ [k]

where I[id∗(η)] ̸= id∗ and in the opposite case, m(η)
b,2 with 0

(η)
2 where (0

(η)
1 , 0

(η)
2 ) ← Sh.Share(0) for

each η ∈ [k] where I[id∗(η)] = id∗.



Hybrid4
1. pp← ⊥; aux← ⊥; D ← ∅; id∗ ← ⊥; pk∗ ← ⊥; crs← Setup(1λ)

2. for i = 1 to Q do one of the following:
(a) (id, pk)← A(crs, pp, aux, pk∗);

if id /∈ D then pp← Reg[aux](crs, pp, id, pk); D ← D ∪ {id}
(b) id← A(crs, pp, aux, pk∗);

if id ∈ D then pp← Del[aux](crs, pp, id); D ← D \ {id}
(c) if id∗ = ⊥ then

id∗ ← A(crs, pp, aux, pk∗); (pk∗, sk∗)← Gen(crs, id∗);

pp← Reg[aux](crs, pp, id∗, pk∗); D ← D ∪ {id∗}
(d) if id∗ ̸= ⊥ then

pp← Del[aux](crs, pp, id∗); D ← D \ {id∗}; id∗ ← ⊥
3. (id,m0,m1)← A(crs, pp, aux, pk∗); b←$ {0, 1};

if id∗ /∈ S then

for each η ∈ [k] s.t. I[id∗(η)] ̸= id∗ :

(m
(η)
b,1 ,m

(η)
b,2 )← Sh.Share(mb); ct

(η)
1 ← L̃E.Enc(c̃rs, p̃p, id∗(η), 0

(η)
1 );

ct
(η)
2 ← VCWE.Enc(crs, D, id∗(η), id, 0)

for each η ∈ [k] s.t. I[id∗(η)] = id∗ :

(m
(η)
b,1 ,m

(η)
b,2 )← Sh.Share(mb); ct

(η)
1 ← L̃E.Enc(c̃rs, p̃p, id∗(η), 0) ;

ct
(η)
2 ← VCWE.Enc(crs, D, id∗(η), id, 0

(η)
2 )

else

ct← PKE.Enc(pk
(k+1)
id∗ , 0)

4. b′ ← A(crs, pp, aux, pk∗, ct)Output 1 if b = b′

Observe that in Hybrid3 in both cases information-theoretically A learns no information about
1 of the 2 shares, therefore from the (2, 2)-privacy of Sh we get that Hybrid4 and Hybrid3 are
indistinguishable.

In Hybrid4, Pr[b = b′] = 1/2 information-theoretically, which concludes our proof.

Efficiency. Regarding efficiency, inspecting the scheme gives:

|crs| = |c̃rs|+ |chpp|+ |vccrs|; |pp| = |p̃p|+ |D|+ |S|;
|u| = |ũ|+ |Ψ |+ log(k); |ct| = k(|c̃t|+ |ctVCWE|).

Theorem 5 (Efficiency). If CH is a negl(λ)-robust Cuckoo Hashing scheme with s = o(N) in the
worst case, VC is a succinct VC with sublinear CRS and for any PPT adversary of CompA(λ) L̃E
has:

Compactness: |c̃rs|, |p̃p|, |ũ| Ciphertext size: |c̃t|



then the LE scheme presented above has (in the worst-case):

Compactness: |crs| = |c̃rs|+ |chpp|+ |vccrs|, |pp| = |p̃p|+ |D|+ |S|,
|u| = |ũ|+ |Ψ |+ log(k);

Ciphertext size: k(|c̃t|+ |ctVCWE|).

As discussed in Section 3.2 and Theorem 1 there exist a CH with k = λ and s = 0. Furthermore
if |c̃rs| ≥ |vccrs|, |p̃p| ≥ |D|, |ũ| ≥ |Ψ | and |ct| ≥ ctVCWE (as one will see in Section 5 there are
VCs with corresponding VCWE that satisfy these conditions for the known L̃E constructions) then
|crs| = O(|c̃rs|), |pp| = O(|p̃p|), |u| = O(|ũ|)11 and |ct| = O(λ|c̃t|). This means that the only
(asymptotic) overhead of our compiler for LE is on the ciphertext size. We elaborate more on the
efficiency of concrete RBE constructions resulting from our compiler in Section 5.

Regarding the sublinear CRS requirement above, although pairing-based VC typically have
linear-sized CRS, there is a well known trick [BGW05] that trades sublinear (square-root) CRS to
square-root commitments, resulting to overall sublinear parameters |crs|+ |D|.

The final step is to show a tranformation from LE to an RBE with polylog(λ) number of u-updates
for each user in the worst case. But this comes directly from Theorem 2.

Corollary 1. If CH is a negl(λ)-robust Cuckoo Hashing scheme with s = o(N) in the worst case,
VC is a succinct VC with sublinear CRS and for any PPT adversary of CompA(λ) R̃BE is compact
then RBE is compact and efficient on the number of updates.

4.4 A More Efficient Compiler with Selective-Secure Compactness

As argued previously, assuming that there are efficient instantiations of VC and VCWE, the above
compiler adds a minimal efficiency overhead. However, the ciphertext size becomes k times larger,
where k is the parameter from CH (number of hash functions). [Yeo23] showed that a negl(λ)-robust
Cuckoo Hashing requires either k = λ hash functions, or s = n stash size. We recall that the size of
the stash impacts our public parameters as |pp| = |p̃p|+ |D|+ |S|.

This leads us to the following relaxation: Let CH2 be the cuckoo hashing scheme from Theorem 1
that has k = 2 and an unbounded stash. Theorem 1 indicates that CH2 achieves s = log n if the
adversary chooses the identities independently of the hash functions’ representation (correctness),
or s = n in the worst case (robustness). Therefore, when using CH2, the resulting RBE scheme is
secure, complete, has smaller ciphertexts and log n number of updates (in the worst case). However,
it is compact only assuming a selective adversary that chooses the identities independently of chpp.

A way of interpreting selective compactness is saying that public parameters are compact (in
the worst case) as long as an adversary is not actively trying to blow them up. [Yeo23] presented
an attack that requires heavy (but still polynomial) computations to expand the size of the stash,
when having oracle access to the hash functions. Hence, though this is possible, the adversary
should still dedicate substantial computational resources to blow up the size of the stash (and thus
of the parameters). In our view, selective compactness is less weak than selective security (or a
notion of selective completeness, where a similar attack could compromise the correct functioning
of the system) in view of the fact that there is no clear motive for an adversary to expand the
public parameters of the system just to make it inefficient (security and completeness are still
computationally impossible to break). We leave as an interesting open problem the investigation of
practical ways to mitigate this kind of DoS attacks.
11 The log k = log λ factor is in bits, while the rest are in cryptographic elements (e.g. Group elements or Lattice

matrices) therefore log λ bits correspond to one element.



Below we formally define Selective Compactness, similar to compactness but with an adversary
who chooses the identities to be registered before seeing chpp.

Definition 10 (Selective Compactness). An RBE scheme has selective compactness, if in the
following SelCompactnessA(λ) game: |ppq| is sublinear in |Dq| and for all id ∈ D, |uq| is also sublinear
in |Dq|.

SelCompactnessA(λ)

1. pp← ⊥; aux← ⊥; u← ⊥; D ← ∅; id∗ ← ⊥; t← 0; N̂ ← 0;

(c̃rs, chpp, vccrs)← Setup(1λ)

2. for i = 1 to Q do one of the following:

(a) (id, pk)← A(1λ);
if |D| < n ∧ id /∈ D ∧ (pk, ·) ∈ Gen(crs, id) then

pp← Reg[aux](crs, pp, id, pk); D ← D ∪ {id}; N̂ ← N̂ + 1

(b) if |D| < n ∧ id∗ = ⊥ then

id∗ ← A(1λ); (pk∗, sk∗)← Gen(crs, id∗);

pp← Reg[aux](crs, pp, id∗, pk∗); D ← D ∪ {id∗}; N̂ ← N̂ + 1

(c) if id∗ ̸= ⊥ then
mt ← A(crs, pp, aux, pk∗); t← t+ 1;

ctt ← Enc(crs, id∗)

(d) j ← A(crs, pp, aux, pk∗)
if j ∈ [t] then

mj ← Dec(sk∗, u, ctj)

if m′
j = GetUpd then

u∗ ← Upd[aux](pp, id∗); mj ← Dec(sk∗, u∗, ctj)

For all queries q ∈ [Q], ppq are the public parameters after the q-th query and uq the corresponding
update information of id.

Theorem 6 (RBE with selective compactness). There exists a CH scheme such that the result-
ing RBE scheme of the compiler, RBE, is secure, complete and has:

• Selective Compactness: |crs| = |c̃rs| + |chpp| + |vccrs|, |pp| = (|p̃p| + |D| + log n) log n, |u| =
|ũ|+ |Ψ |+ 1,
• Number of Updates: log n
• Ciphertext size: 2

(
|c̃t|+ |ctVCWE|

)
log n

The proof of this theorem is straightforward, adapting the construction of Section 4.2 with CH2.
The main difference with Theorem 5 is that in CH2 the number of hash function is k = 2, affecting
the ciphertext-size directly.

5 Concrete RBE Schemes

In this section, we discuss two RBE constructions that result from instantiating the compiler of the
previous section. The first RBE is from Pairings assuming the hardness of the (decisional) Bilinear
Diffie-Hellman Exponent (DBDHE) problem, while the second RBE is from Lattices assuming the
hardness the Learning with Errors problem.



To obtain these instantiations, we use that based on DBDHE (resp. LWE), there exist black-
box: RBE schemes with small ID space [GKMR22] (resp. [DKL+23]12), and VC schemes [LY10]
(resp. [LLNW16]). Additionally, there are PKE schemes from DDH [ElG85] and LWE [Reg05,
GPV08]. Therefore, to complete the building blocks of our compiler, in this section we construct
two Witness Encryption for Vector Commitments from the respective assumptions. we present them
in Section 5.1 and Section 5.2. For completeness, and since the resulting RBE scheme over pairings
comprises our central result, we also present explicitly our final pairing-based RBE construction in
section 5.1.

5.1 Our Pairing-Based RBE

Preliminaries on Pairings For simplicity we use symmetric pairing groups, but our schemes can
also work in assymetric pairing groups. A generator BG takes as input a security parameter 1λ and
outputs a description G := (p,G,GT , g, e), where p is a prime of Θ(λ) bits, G and GT are cyclic
groups of order p, and e : G×G→ GT is a non-degenerate bilinear map. We require that the group
operations in G, GT and the bilinear map e are computable in deterministic polynomial time in λ.
Let g ∈ G and gT = e(g1, g2) ∈ GT be the respective generators.

VCWE from dBDHE. We recall the [LY10] Vector Commitment:

• Setup(1λ, N)→ crs : α←$ Z∗
p, gi = gα

i , crs = {gi}i∈[2N ],i ̸=N+1.

• Com(crs,v)→ C : Parses v := (v1, . . . , vN ), C =
∏N

i=1(gi)
vi .

• Open(crs, C,v, i)→ Λ : Parses v := (v1, . . . , vN ), Λi =
∏N

j=1,j ̸=i(gN+1−i+j)
vj .

• Ver(crs, C, Λ, v, i)→ b : returns 1 iff e(C, gN+1−i) = e(Λ, g)e(gvii , gN+1−i).

Our Witness-Encryption is reminiscent of the encryption technique of [GKMR22] with the dif-
ference that in the case of VCWE we need to fix the value of the corresponding position i to v, so
that one can decrypt exactly iff v[i] = v.

The formal description of the VCWE with respect to the [LY10] VC is below.

• VCWE.Enc(crs, C, i, v,m)→ ct : For a message m ∈ GT , samples r ←$ Z∗
p and computes:

ct =
(
gr, e(g−v

i C, gN+1−i)
r ·m

)
• VCWE.Dec(crs, C, i, v, Λ, ct)→ m∗ : Parses ct := (ct1, ct2) and computes:

m∗ = ct2/e(Λ, ct1)

Correctness. It follows directly from the construction that for crs = {gi}i∈[2N ],i ̸=N+1, C =∏N
i=1(gi)

vi , Λ =
∏N

j=1,j ̸=i(gN+1−i+j)
vj we get:

Dec(crs, Λ,Enc(crs, C, i, v,m)) =
e(g−v

i C, gN+1−i)
r ·m

e(Λ, gr)

=
e(C, gN+1−i)

e(Λ, g)e(gvi , gN+1−i)
·m

= m

Where the last equality comes from the correctness property of the original [LY10] VC which
indicates that e(C, gN+1−i) = e(Λ, g)e(gvii , gN+1−i).
12 In [DKL+23] ID can be arbitrarily large. We make use of the scheme with small identities to argue that compiling

it to a large ID with our transformation instead can benefit efficiency.



Security. First, we recall the the (decision) Bilinear Diffie-Hellman assumption introduced by
Boneh et. al. [BGW05] a standard assumptions over Bilinear Groups. Then our VCWE scheme can
be proven secure in a straightforward way under the aforementioned assumption.

Assumption 1 (Decision N -BDHE assumption). Let BG be a bilinear group generator, bg := (p,
G, GT , g, e)←$ BG(1λ), α, r ←$ Z∗

p and define

D =

({
gα

i
}
i∈[N ]

, gr
)

and R←$ GT .

Then for any PPT adversary A and any positive integer N the following is negligible in the security
parameter: ∣∣∣Pr[Adv (bg,D, e(g, g)rαN+1

)
= 1]− Pr[Adv (bg,D, R) = 1]

∣∣∣ = negl(λ)

where the above probabilities are taken over the choices of bg, α, r and R.

Theorem 7. The Vector Commitment-Witness Encryption described above satisfies VCWE seman-
tic security, under the desicional N -BDHE assumption.

Proof. The reduction goes as follows:
Let a PPT adversary B to the N -BDHE assumption, that receives (bg, {gαi}i∈[N ], g

r, R) (denote
gα

i
= gi, g

r := h) and wants to distinguish whether R is of the form e(g, g)rα
N+1 or uniformly

random.
Assume that a PPT adversary A wins the semantic security game with a non-negligible prob-

ability ϵ. We show that B can use A to break the (decisional) N -BDHE assumption. First B sets
crs = (bg, g1, . . . , gN ) and sends crs to A who returns (v, i, v,m0,m1). If v[i] = v then B sets ct = ⊥.
Othewise computes C =

∏
i∈[N ] g

vi
i , samples b←$ {0, 1} and sets

ct =

h,Rvi−v
∏

j∈[N ],j ̸=i

e(h, gN+1−i+j)
vj ·mb

 .

Then B sends ct to A who responds with a bit b′.
Note that If R = e(g, g)rα

N+1 then:

ct =

gr, e(g, g)rα
N+1(vi−v)

∏
j∈[N ],j ̸=i

e(gr, gα
N+1−i+j

)vj ·mb

 =

=

gr, e(gα
i(vi−v), gα

N+1−i
)r

∏
j∈[N ],j ̸=i

e(gα
jvj , gα

N+1−i
)r ·mb

 =

=

gr, e(g−v
i gvii

∏
j∈[N ],j ̸=i

g
vj
j , gN+1−i)

r ·mb


=

(
gr, e(g−v

i C, gN+1−i)
r ·mb

)
is perfectly indistinguishable from a real one so Pr[b = b′] = ϵ. If R is uniformly random then
the ciphertext leaks nothing about Mb, so Pr[b = b′] = 1/2 and obviously the same holds when
v[i] = v and ct = ⊥. It follows that B has advantage ϵ in distinguishing between R = e(g, g)rα

N+1

and a random R. In conclusion B has advantage ϵ solving the decisional N -BDHE problem, which
contradicts the corresponding assumption.



The Pairing-based RBE construction unfolded. We assume a cuckoo hashing scheme CH =
(Setup, Insert, Lookup). For any id, we denote (id(1), . . . , id(k))← Lookup(pp, id). As in the previous
section we present the Laconic Encryption version of the protocol.

• Setup(1λ, n)→ crs :

1. chpp← CH.Setup(1λ, n),
2. (p,G,GT , g, e)←$ BG(1λ),
3. α←$ Z∗

p and gi = gα
i for each i ∈ [2N ].

crs =
(
chpp, bg, {gi}i∈[2N ],i ̸=N+1

)
• Gen(crs, id)→ (pk, sk) :

1. x(η) ←$ Z∗
p

2. pk(η) = (gid(η))
x(η) for each η ∈ [k],

3. for each η ∈ [k]

u(η) =
(
(gid(η)+N )x

(η)
, . . . , (g2+N )x

(η)
, ∅, (gn)x

(η)
, . . . ,

. . . , (gid(η)+1)
x(η)

, (gid(η))
x(η)

)
,

4. x(k+1) ←$ Z∗
p

5. pk(k+1) = gx
(k+1) ,

pk =
(
(pk(η))η∈[k], pk

(k+1), (u(η))η∈[k]

)
, sk =

(
(x(η))η∈[k], x

(k+1)
)

• Reg[aux](crs, pp, id, pk) → pp′ : The parameters (before the first registration) are initialized as
pp = (1, . . . , 1) ∈ GN and aux = ({1}, . . . , {1}) ∈ GN .
1. Validates u(η) := (u

(η)
i )i∈[N+1]:

e(u
(η)
1 , g) = . . . = e(u

(η)

id(η)−1
, gid(η)−2) = e(u

(η)

id(η)+1
, gid(η)) = . . .

. . . = e(u
(η)
N , gN−1) = e(pk(η), gN )

for each η ∈ [k]. If the above does not hold outputs ⊥.
2. Parses aux := (I, D,Ψ ,pk, C,Λ, S) which is the current state of the system:

(a) I = (id1, . . . , idN ) is the vector of the (previously) registered identities in the corresponding
positions (if no identity is registered in position j then idj = 0),

(b) D :=
∏

i∈[N ] g
idi
i is the current vector commitment to the vector of identities I,

(c) Ψ = (Ψ1, . . . , ΨN ) :=
(∏

j∈[N ],j ̸=i(gN+1−i+j)
idj
)
i∈[N ]

are the opening proofs wrt the VC of

identities D,
(d) pk := (pkid1 , . . . , pkidN ) :=

(
(pk

(η)
idi

)η∈[k], pk
(k+1)
idi

, (u
(η)
idi

)η∈[k]

)
i∈[N ]

(if no identity is registered

in position j the pkj =
(
(1)η∈[k], 1, (1)η∈k

)
),

(e) C :=
∏

i∈[N ] g
sk

(η∗)
idi

i is the the VC of secret keys (implicitly computed using pk, without
knowledge of the actual sk), where η∗ ∈ [k] is the hash function that mapped idi to i,

(f) Λ = (Λ1, . . . , ΛN ) :=

(∏
j∈[N ],j ̸=i(gN+1−i+j)

sk
(η∗)
idj

)
i∈[N ]

are the opening proofs wrt the VC

of secret keys C (implicitly computed using pk, without knowledge of the actual sk), where
η∗ ∈ [k] is the hash function that mapped idj to j.



(g) S =
(
(idN+1, pk

(k+1)
N+1 ), . . . , (idN+s, pk

(k+1)
N+s )

)
is a set of size s that represents the stash of

the cuckoo hashing scheme.
3. Inserts the new identity id. Runs (I ′, S′) ← CH.Insert(chpp, I, S, id) and if CH.Insert failed

outputs ⊥ otherwise for every identity īd that was moved, i.e. its different position in (I ′, S′)
and (I, S) differs, does the following.
Remove ĩd. Assume that īd was in position īd

(η)
= i∗ for some η ∈ [k]:

(a) I[i∗]← 0,
(b) D ← D/g ĩdi∗ ,
(c) Ψj ← Ψj/(gN+1−i∗+j)

īd for each j ∈ [N ], j ̸= i∗,
(d) p̄k← pki∗ and pk[i∗]← 1,

(e) C ← C/p̄k
(η),

(f) Λj ← Λj/ū
(η)[j] for each j ∈ [N ], j ̸= i∗.

Add (ĩd, p̃k) to the new position. assume that īd goes to position īd
(ζ)

= i† for some ζ ∈ [k]:
(a) I[i†]← īd,
(b) D ← D · g īd

i†
,

(c) Ψj ← Ψj · (gN+1−i†+j)
īd for each j ∈ [N ], j ̸= i†,

(d) pki† ← p̄k,

(e) C ← C · p̄k(ζ),
(f) Λj ← Λj · ū(ζ)[j] for each j ∈ [N ], j ̸= i†.
In the case where īd moved to the stash then simply sets S ← S ∪ {(īd, p̄k(k+1)

)}.
For the above to be correct we assume that first all the removeals happen and then all the
(re-)additions.

Return:
pp′ = (C,D, S)

• Enc(crs, pp, id,m)→ ct : Parses pp := (C,D, S) and preceeds as follows.
Identity in the table. If id /∈ S then for each η ∈ [k]:

1. r(η), z(η) ←$ Z∗
p,

2. m
(η)
1 ←$ GT and computes m

(η)
2 s.t. m = m

(η)
1 ·m

(η)
2 ,

3. computes:

ct(η) =
(
C, gr

(η)
, e(C, gN+1−id(η))

r(η) , e(gid(η) , gN+1−id(η))
r(η) ·m(η)

1 ,

gz
(η)
, e((gid(η))

−idD, gN+1−id(η))
z(η) ·m(η)

2

)
.

The final ciphertext is:
ct =

(
ct(1), . . . , ct(k)

)
Identity in the stash. If id ∈ S:

1. Identify i∗ such that idN+i∗ = id,
2. r ←$ Z∗

p,
3. Return:

ct = (gr,m · (pk(k+1)
N+i∗ )

r)

• Upd[aux](pp, id) → u : Parses aux := (I, D,Ψ ,pk, C,Λ, S) and identifies the η∗ ∈ [k] such that
I[id(η

∗)] = id and outputs
u = (Ψid(η

∗) , Λid(η
∗) , η∗).



• Dec(sk, u, ct)→ m or GetUpd :

Idenity in the table. If ct consists of 6k elements:
1. If e(ct1, gn+1−i) ̸= e(Λi, g) · e((gi)sk, gn+1−i), then outputs GetUpd.
2. Otherwise computes:

m∗
1 =

ct
(η∗)
4(

e(Λi, ct
(η∗)
3 )−1 · ct(η

∗)
2

)sk−1 and m∗
2 =

ct
(η∗)
6

e(Ψi, ct
(η∗)
5 )

3. outputs:
m∗ = m∗

1 ·m∗
2

Identity in the Stash. If ct consists of 2 group elements then outputs:

m∗ = ct2/(pk
(k+1))sk

(k+1)

The protocol as presented above has linear-sized crs. As in [GKMR22] we apply the a well-known
square-root tradeoff (appeared first in [BGW05]) that gives us

√
N -sized crs at the cost of having√

N -sized pp. In conclusion, similarly to [GKMR22] we get square-root compactness.

5.2 From Lattices

In this section we show that a slight modification on the underlying encryption technique of [DKL+23]
gives us a Witness Encyption for the [LLNW16] Vector Commitment. The latter is essentially a
Merkle tree that uses a clever combination of the Ajtai’s [Ajt96] SIS function as a hash function,
together with the ’binary decomposition’ gadget matrix G [GPV08] to map elements to the right
of the hash.

We recall the the LWE assumption introduced by Regev [Reg05]. LWE is parametrized by the
dimension n a modulus q and error distribution χ, typically a discrete Gaussian.

Assumption 2 (LWE assumption). Let s ←$ Zn
q , e ←$ χm, A ←$ Zn×m

q , b ←$ Zm
q Then for any

PPT adversary A the following is negligible in the security parameter:∣∣∣Pr[Adv (A, s⊤A+ e mod q
)
= 1]− Pr[Adv (A, b) = 1]

∣∣∣ = negl(λ)

VCWE from LWE. We recall the [LLNW16] Vector Commitment (SIS-based Merkle tree). Below
we use the SIS hash function, h : Zn

q × Zn
q → Zn

q as h(x,y) = A0(−G−1(x)) +A1(−G−1(y)). We
also assume wlog that the size of the vector is N = 2b.

• Setup(1λ, N)→ crs : A0,A1 ←$ Zn×m
q , crs = A.

• Com(crs,v)→ C :

1. Parses v := (v0, . . . ,vN−1), where vi ∈ Zn
q .

2. Define ub
i := vi.

3. Applies recursively (in a Merkle-tree fashion) for each ℓ = b − 1, b − 2, . . . , 1: uℓ−1
i ←

h(uℓ
2i,u

ℓ
2i+1) for each i ∈ {0, . . . , 2ℓ/2− 1}.

4. Define zℓ
i := −G−1(uℓ

i).
Outputs:

C = u0
1, aux = {zℓ

0, . . . ,z
ℓ
2ℓ−1}ℓ∈[b]



• Open(crs, aux,vi, i)→ Λ : Let i = (ib−1 . . . i0)2 be i’s binary representation. Outputs

Λi =
(
zb
(ib−1,...i1(1−i0))2

, zb−1
(ib−1...i21)2

, zb−1
(ib−1...i20)2

, . . . ,z1
(0)2

, z1
(1)2

)
• Ver(crs, C, Λ,vi, i)→ b :

1. Let i = (ib−1 . . . i0)2 be i’s binary representation.
2. Parses Λ = (zb

1−i0
, zb−1

0 , zb−1
1 . . . , z1

0 , z
1
1) and sets zb

i0
= vi

3. Parses C := u0
0

4. Outuputs 1 iff Ai · z = c holds, where z =
(
z1
0 , z

1
1 , . . . ,z

b
0, z

b
1

)⊤, c =
(
u0
0,0 . . . ,0

)⊤ and

Ai =



A0 A1

(1− ib−1)G ib−1G A0 A1

(1− ib−2)G ib−2G
. . . . . .

A0 A1

(1− i0)G i0G


Döttling et al. [DKL+23] introduced a powerful technique, using the above vector commitment,
in which if sk = vi is secret then one can encrypt a binary message M w.r.t. this secret with a
Dual-Regev-like method as:

ct =
(
r⊤ ·Ai + e⊤, r⊤c+ e+

⌊q
2

⌋
·M

)
for random r ←$ Zn(b+1)

q and noise e ←$ χ2m(b+1), e ←$ χ. Then the party holding sk = vi and
Λi = (zb

1−i0
, zb−1

0 , zb−1
1 . . . ,z1

0 , z
1
1) can decrypt as usual in the Dual-Regev Encryption (assume wlgo

that i0 = 1):

M∗ = 0 iff
∣∣∣ct2 − ct⊤1 · (z1

0 , z
1
1 , . . . ,z

b
0,vi)

⊤ mod q
∣∣∣ < q/4 otherwise M∗ = 1

Our observation is that if we fix vi = x then this directly yields a witness encryption for v[i] = x
(the flavor that we formalize in Section 4.1). In particular VCWE scheme will work as:

• VCWE.Enc(crs, C, i,x,M)→ ct :

1. Parses C = u0
0, computes the binary decomposition i = (ib−1 . . . i0)2.

2. Samples r ←$ Zn(b+1)
q , e←$ χ2m(b+1)−1, e←$ χ.

3. Computes c = (u0
0, 0, . . . , 0,−Ai0x,−Gx)⊤ and:

Ai\i0 =



A0 A1

(1− ib−1)G ib−1G A0 A1

(1− ib−2)G ib−2G
. . . . . .

A1−i0

0


which is essentially Ai without the (2(b+ 1)− 1 + i0)-th column.

ct =
(
r⊤ ·Ai\i0 + e⊤, r⊤c+ e+

⌊q
2

⌋
·M

)



• VCWE.Dec(crs, C, i,x, Λ, ct)→M∗ :

1. Parses Λ = (zb
1−i0

, zb−1
0 , zb−1

1 . . . , z1
0 , z

1
1).

2. Sets z\i0 =
(
z1
0 , z

1
1 , . . . ,z

b−1
0 , zb−1

1 , zb
1−i0

)⊤
,

3. Outputs M∗ = 0 iff ∣∣∣ct2 − ct⊤1 · z\i0 mod q
∣∣∣ < q/4

otherwise M∗ = 1.

Correctness. Correctness follows from the typical correctness of the Dual-Regev cryptosystem and
from the fact that:
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where in our case x = zb
i0

Security. The security of VCWE comes in a straightforward way from the security of the [DKL+23]
LE scheme. In fact the security proof would be almost identical to [DKL+23, theorem 5], with slight
modifications. We formally state the security in the theorem below.

Theorem 8. The Vector Commitment-Witness Encryption described above satisfies VCWE seman-
tic security, under the LWE assumption.

5.3 Efficiency and Comparison

Putting everything together, we compare the efficiency of the schemes obtained via our compiler,
considering both our Robust and Efficient transformation (see Section 4.4), with the existing black-
box RBE schemes. We summarize the comparison in Table 1 of the introduction Section 1.1.

In conclusion, our central RBE scheme from pairings with unbounded identity space and adaptive
Compactness has the same efficiency properties as the one from [GKMR22], except for a 1.5λ
overhead in ciphertext size. On the other hand, if we apply our efficient compiler we get only a 3×
overhead in ciphertext size, albeit at the cost of having selective compactness.

For the Lattice-based construction, compared to [DKL+23]’s, if one applies the selective com-
pactness compiler, one gets a ciphertext that is (2λ + 1)/4 log n smaller. For example, for 1billion
users this yields an ≈ 2× improvement, while for moderate size number of 100, 000 users the im-
provement is ≈ 4×.

As for the construction from the [HLWW23] R-ABE, the differences are both quantitative
and qualitative. First, the common reference string in [HLWW23] is quadratic therefore apply-
ing the tradeoff of between |crs| and |pp| [CES21, GKMR22] the best one can get is |crs| + |pp| =
O(λn2/3 log n) while in our case is

√
n log n. Second, and more importantly, the R-ABE scheme

of [HLWW23] uses bilinear groups of composite order where the factorization of the order should be
unknown. Quantitatively, given the state of affairs in composite order bilinear groups, this leads to
severe inefficiency both in running times of the algorithms and group elements’ size. Qualitatively



the group should be generated by a trusted third party, who afterwards erases the factors of the
order of the group.13

6 Key-Value Map Commitments from Cuckoo Hashing and Vector
Commitments

Given a key space K and a value space V, a key-value map M ⊆ K × V is a collection of pairs
(k, v) ∈ K × V. Key-value map commitments (KVC) [BBF19, AR20] are a cryptographic primitive
that allows one to commit to a key-value map M in such a way that one can later open the
commitment at a specific key, i.e., prove that (k, v) is in the committed map M, and do so in a
key-binding way. Namely, it is not possible to open the commitment at two distinct values v ̸= v′

for the same key k. KVCs are a generalization of vector commitments [CF13]: while in VCs the key
space is the set of integers {1, . . . , n}, in a KVC the key space is usually a set of exponential size.

In this section, we present a construction of KVCs based on a combination of vector commitments
and cuckoo hashing. The resulting KVC needs to fix at setup time a bound on the cardinality of
the key-value map, but otherwise supports a key space and a value space of arbitrary sizes.

6.1 Definition of Key-Value Map Commitments

Given a key-value mapM, we write (k, ϵ) ∈M to denote thatM does not contain the key k.

Definition 11 (Key-Value Map Commitment). A Key-Value Map Commitment KVM =
(Setup,Com,Open,Ver) consists of the following algorithms:

• Setup(1λ, n,K,V) → crs: on input the security parameter λ, an upper bound n on the cardinality
of the key-value maps to be committed, a key-space K, and a value-space V, the setup algorithm
returns the common reference string crs.
• Com(crs,M) → (C, aux) : on input a key-value map M = {(k1, v1), . . . , (km, vm)} ⊂ K × V,

computes a commitment C and auxiliary information aux.
• Open(crs, aux, k)→ Λ: on input auxiliary information aux as produced by Com, and a key k ∈ K,

the opening algorithm returns an opening Λ.
• Ver(crs, C, Λ, (k, v))→ b : accepts ( i.e., outputs b← 1) if Λ is a valid opening of the commitment

C to the key k ∈ K and value v ∈ V ∪ {ϵ}, else rejects ( i.e., outputs b← 0).

Intuitively, a KVC scheme should be correct in the sense that, for honest execution of the
algorithms, an opening to a (k, v) ∈ M should correctly verify for a commitment to M. While
usual definitions for VCs consider perfect correctness, our work aims at also capturing constructions
that have a negligible probability of failing correctness. To capture this, we introduce a strong
notion called robust correctness, which essentially means that the expected correctness condition
holds with overwhelming probability even for key-value maps that are adversarially chosen after
seeing the public parameters. We note that such definition is strictly stronger than a ‘classical’
correctness definition that measures the probability over any choice of input but over the random
and independent choice of the public parameters.

13 In theoy, this is integrated in the trusted setup of the CRS generation. In practice, though, this type of CRS is highly
undesirable, since no efficient MPC ceremony to generate it is currently known, in contrast to the ’powers-of-tau’
CRS.



Definition 12 (Robust Correctness). KVM is robust if for any PPT A the following probability
is overwhelming in λ:

Pr

Ver(crs, C,Open(crs, aux, k), (k, v)) = 1 :

crs←$ Setup(1λ, n,K,V)
(M, k, v)← A(crs)

|M| ≤ n, (k, v) ∈ K × V ∪ {ϵ}
(C, aux)← Com(crs,M)


Definition 13 (Key-binding). KVM is key-value binding if for any PPT A:

Pr

 Ver(crs, C, Λ, (k, v)) = 1
∧Ver(crs, C, Λ, (k, v′)) = 1

∧ v ̸= v′
:

crs←$ Setup(1λ, n,K,V)
(C, k, v, Λ, v′, Λ′)← A(crs)

 = negl(λ)

Below we define an efficiency notion for KVCs, which aim to rule out “uninteresting” construc-
tions, e.g., schemes where either commitments or openings have size linear in the size of the map or
the key space. More formally,

Definition 14 (Efficient KVC). A key-value map commitment KVM as defined above is efficient
if for any crs ←$ Setup(1λ, n,K,V), any key-value map M ⊂ K× V, any (C, aux) ← Com(crs,M),
any k ∈ K and Λ ← Open(crs, aux, k), the bitsize of C and Λ is polylogarithmic in n, i.e., it is
bounded by a fixed polynomial p(λ, log n).

We give definitions for updatable Key-Value Map Commitments in appendix A.1, along with
the corresponding robust correctness and efficiency notions.

6.2 KVM Construction from Cuckoo Hashing and Vector Commitments

We present a construction of a KVC for keys of arbitrary size. Our scheme is obtained by combining
a Cuckoo Hashing scheme CH and a Vector Vommitment one VC. We refer to Section 2 for an
intuitive description.

• Setup(1λ, n,K,V)→ crs: runs (ppCH, T̂ , Ŝ)← CH.Setup(1λ, n), and generates crsVC ← VC.Setup(1λ, N),
then returns crs← (crsVC, ppCH).

• Com(crs,M)→ (C, aux): on input a key-value mapM = {(ki, vi)}mi=1:
1. if there exists i, j ∈ [m], i ̸= j such that ki = kj , it aborts;
2. (T , S)← CH.Insert(ppCH, T̂ , Ŝ, k1, . . . , km); if T = ⊥ it aborts, else sets T ′ ← cat(T );
3. (CT , auxT )← VC.Com(crsVC,T

′);
4. For j = 1 to m, let indj ∈ [N ] be the index such that T ′[indj ] = kj . If indj exists, it sets

V [indj ]← vj , otherwise, if kj ∈ S, adds (kj , vj) to S∗.
5. (CV , auxV )← VC.Com(crsVC,V )
It return C = (CT , CV , S∗) and aux = (auxT , auxV , S∗,T ′, S,M).
• Open(crs, aux, k)→ Λ:

1. (ind1, . . . , indk)← CH.Lookup(ppCH, k);
2. if k /∈ {T [ind1], . . . ,T [indk]} ∪ S aborts;
3. for j = 1 to k: Λj ← VC.Open(crsCH, auxT , indj).
4. Let ind∗ ∈ [N ] be the index such that T [ind∗] = k. If ind∗ exists, it computes Λ∗ ← VC.Open(crsCH,

auxV , ind∗), else sets Λ∗ = ⊥.
Return Λ = (Λ1,T [ind1], . . . , Λk,T [indk], Λ

∗).



• Ver(crs, C, Λ, (k, v)) → b: parses C = (CT , CV , S∗) and Λ = (Λ1, t1, . . . , Λk, tk, Λ
∗) and proceeds

as follows:
1. (ind1, . . . , indk)← CH.Lookup(ppCH, k);
2. for j = 1 to k: bj ← VC.Ver(crsCH, CT , Λj , indj , tj); if

∧k
j=1 bj = 0 outputs 0, else continues;

3. if k /∈ {t1, . . . , tk}, outputs 1 if and S∗ is valid (i.e., it does not contain any repeated key and
no entry (k, ϵ) and (k, v) ∈ S∗, else outputs 0.

4. Otherwise, let j∗ be the first index such that k = tj∗ : it computes b∗ ← VC.Ver(crsCH, CV , Λ∗, indj∗ , v),
and returns b∗.

Correctness and succinctness One can see by inspection that the proposed KVC scheme is
robust (with overwhelming probability) under the assumption that VC is perfectly correct and that
the cuckoo hashing scheme CH is robust. Succinctness of our KVC scheme is also easy to see by
inspection, under the assumption that VC is succinct and that we use an instantiation of CH that
satisfies k = O(log n).

Theorem 9 (Key binding). If VC is position binding, then KVM is a key-binding KVC.

Proof. Assume by contradiction that there exists a PPT adversary A that breaks the position
binding of our KVC scheme. Then we show how to build a reduction B that breaks the position
binding of VC. B takes as input crsVC, generates the CH public parameters and runs A on input
crs← (crsVC, ppCH).

Assume that A returns a tuple (C, k, v, Λ, ṽ, Λ̃) that breaks key binding with non-negligible
probability. Let

Λ = (Λ1, t1, . . . , Λk, tk, Λ
∗), Λ̃ = (Λ̃1, t̃1, . . . , Λ̃k, t̃k, Λ̃

∗)

By the winning condition of key binding we have that v ̸= ṽ and that both opening proofs are
accepted by the Ver algorithm. In particular, since Ver is invoked on the same key k, the first step
of verification computes the same indices ind1, . . . , indk in the verification of both Λ and Λ̃.

First, notice that it must be the case that ∀j ∈ [k], tj = t̃j . Otherwise, one can immediately
break the VC position binding with the tuple (CT , indj , Λj , tj , Λ̃j , t̃j).

Second, if k /∈ {t1, . . . , tk} then by construction of Ver (step 3), A cannot break position binding.
Finally, let j∗ be the index such that k = tj∗ . Then one can break the VC position binding with

the tuple (CV , indj∗ , Λ
∗, v, Λ̃∗, ṽ).

In Appendix A.2 we show that this KVC is updatable.

6.3 Key-Value Map Instantiations

We can instantiate the generic construction of the previous section with the CH scheme CHλ from
Theorem 1 (which is robust in the random oracle model) and any of the existing vector commitment
schemes. If the VC has constant-size openings, say O(λ), then the resulting KVC constructions have
openings of size O(λ2). The most interesting implication of this KVC instantiation is that we obtain
the first KVCs for unbounded key space based on pairings in a black-box manner. More in detail,
we can obtain a variety of updatable KVCs according to which updatable VC we start from, e.g., we
can use [CF13] to obtain a KVC based on CDH, [LY10] for one based on q-DHE. Prior to this work,
an updatable KVC under these assumptions could only be obtained by instantiating the Merkle
tree scheme with one of [LY10, CF13] VCs. However, Merkle trees with algebraic VCs need to make
a non-black-box use of the underlying groups in order to map commitments back to the message
space. In contrast, all our KVCs are black-box, if so are the underlying VC (as it is the case for
virtually all existing schemes).



6.4 Accumulators from Vector Commitments with Cuckoo Hashing

It is easy to see that a KVC for a key space K immediately implies a universal accumulator [BP97,
LLX07] for universe K. The idea is simple: to accumulate k1, . . . , kn one commits to the key-value
map {(k1, 1), . . . , (kn, 1)}; a membership proof for k is an opening to (k, 1), and a non-membership
proof is a KVC opening to (k, ϵ). The security of this construction (i.e., undeniability [Lip12] –
the hardness of finding a membership and a non-membership proof for the same element) follows
straightforwardly from key binding. Furthermore, if the KVC is updatable, the accumulator is
updatable (aka dynamic, in accumulators lingo).

From this, we obtain new accumulators for large universe enjoying properties not known in prior
work. For instance, we obtain the first dynamic accumulators for a large universe that are based
on pairings in a black-box manner. To the best of our knowledge, prior black-box pairing-based
accumulators either support a small universe [CKS09, CF13], or are not dynamic [Ngu05, KZG10].
Notably, using the CDH-based VC of [CF13] we obtain the first universal accumulator for a large
universe that is dynamic, based on the CDH problem over bilinear groups, and black-box.
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A Updatable Key-Value Map Commitments

A.1 Definitions

Updatable KVCs We define updatable key-value map commitments as an extension of KVCs in
which, akin to updatable VCs, one can efficiently update the commitment and the openings with
respect to changes in the committed key-value map.

We model an update in a key-value map M as a pair (k, δ) where k ∈ K is a key and δ is an
update information which can be:

• δ = (insert, v) to denote the insertion of the pair (k, v), i.e.,M′ ←M∪ (k, v);
• δ = (delete, v) to denote the deletion of the pair (k, v), i.e.,M′ ←M\ (k, v);
• δ = (update, v, v′) to denote the change of value from v to v′ associated to the key k, i.e.,
M′ ← (M\ (k, v)) ∪ (k, v′).

Also, we say that (k, δ) is valid forM if the operation is well defined, namely: it inserts a key that
is not present in the map, it deletes or changes the value of an already existing key.

Definition 15 (Updatable KVC). A key-value map has updatable commitments if there exist
two additional algorithms ComUpdate and ProofUpdate that work as follows.

• ComUpdate(crs, C, (k, δ), aux) → (C ′, aux′, πδ): Given a commitment C, key k, update informa-
tion δ and an auxiliary information aux, the algorithm outputs a new commitment C ′, auxiliary
information aux′, and update hint πδ.
• ProofUpdate(crs, Λk, (k̂, δ), πδ)→ Λ′

k): Given an opening Λk for some key k ∈ K, a key k̂ (possibly
different from k), update information δ associated to k̂, and an update hint πδ, the algorithm
outputs a new opening Λ′

k.

Robust Correctness of Updatable KVCs. An updatable KVM is robust if for any public pa-
rameters crs

$← Setup(1λ, n,K,V), any adversarial choice of a key-value map M ⊆ K × V of size
≤ n, v ∈ (V ∪ {ϵ}), (k, v′) ∈ K × (V ∪ {ϵ}), and sequence of valid updates {(k̂j , δj)}j∈[m] that
eventually yields a M′ of size ≤ n such that (k, v′) ∈ M′, any initial commitment (C0, aux0) ←



Com(crs,M) and opening Λ
(0)
k ← Open(crs, aux0, k), and, sequentially, for j ∈ [m], updated com-

mitments and openings (Cj , auxj , πδj) ← ComUpdate(crs, Cj−1, (k̂j , δj), auxj−1) and Λ
(j)
k ← Proof

Update(crs, Λ
(j−1)
k , (k̂j , δj), πδj), we have that Ver(crs, Cm, Λ

(m)
k , (k, v′)) = 1 holds with overwhelming

probability in λ.

Efficiency of Updatable KVCs. An updatable KVC is said efficient if:

(i) the efficiency definition of Definition 14 holds also for commitments and openings produced by
ComUpdate and ProofUpdate respectively. Additionally, the update hints πδ produced by ComUpdate
should also have polylogarithmic size.

(ii) the runtimes of ComUpdate and ProofUpdate are polylogarithmic in n.

Our updateability notion for KVCs corresponds to what is known as stateful updates in the VC
literature. This is due to the fact that ComUpdate requires knowledge of the auxiliary information
aux related to the commitment C (which possibly contains the committed vector), and produces
an update hint πδ that can be used by anyone to update local proofs. This model is useful in
applications where a central party can perform an update and enables everyone else to update
proofs by publishing succinct information.

A.2 An Updatable Key-Value Map Construction from Cuckoo Hashing and Vector
Commitments

Updatable KVC Here we show that the scheme described above is also updatable, defining the
following algorithms:

• ComUpdate(crs, C, (k, δ), aux) → (C ′, aux′, πδ): this algorithm initializes the following vectors:
T̂ ′ ← T̂ , V̂ ′ ← V̂ , and computes:

– (ind1, . . . , indk)← CH.Lookup(ppCH, k).
1. if δ[1] ∈ {delete, update}, then:

(a) if looks for ind ∈ {ind1, . . . , indk} such that T̂ [ind] = k. If there are several, it aborts, if
there is none, then it looks for an element in Ŝ with first component k: if there are several
or none it aborts; if there is one such element but its second component is not v = δ[2],
then it also aborts;

(b) if δ[1] = delete, it removes the value in T̂ ′[ind] if ind existed, and else it removes (k, v) from
Ŝ;

(c) else if δ[1] = update, it sets V̂ ′[ind]← v′ (where v′ = δ[3]) if ind existed, and else it removes
(k, v) from S∗ and adds (k, v′) in S∗;

2. if δ[1] = insert, then:
(a) (T , S)← CH.Insert(ppCH, T̂ , Ŝ, k). If T =⊥, it aborts. Else it updates T̂ ′ ← cat(T );
(b) it finds ind ∈ {ind1, . . . , indk} such that T̂ ′[ind] = k. If there are several, it aborts, if there

is none, if looks for k in S; if k /∈ S, then it aborts;
(c) if ind existed, it sets V̂ ′[ind]← v (where v = δ[2]), else it adds (k, v) to S∗.

3. πT is initialized as ∅. For each index i such that T̂ ′[i] ̸= T̂ [i], it sequentially updates (CT , auxT )←
VC.ComUpdate(crsVC, CT , i, T̂ [i], T̂ ′[i]), and adds (i, T̂ [i], T̂ ′[i]) to πT .

4. it initializes πV ← ∅. For each index i such that V̂ ′[i] ̸= V̂ [i], it sequentially updates
(CV , auxV )← VC.ComUpdate(crsVC, CV , i, V̂ [i], V̂ ′[i]), and adds (i, V̂ [i], V̂ ′[i]) to πV .

5. finally it returns: C ′ ← (CT , CV , S∗), aux′ ← (auxT , auxV , S∗, T̂ , S,M), and πδ ← (πT , πV ,
T̂ [ind1], . . . , T̂ [indk], Ŝ).



• ProofUpdate(crs, Λk = (Λ1, t1, . . . , Λk, tk, Λ
∗), (k̂, δ), πδ = (πT , πV , t′1, . . . , t

′
k, S)) → Λ′

k: this algo-
rithm computes:
1. (ind1, . . . , indk)← CH.Lookup(ppCH, k̂).
2. if k̂ /∈ {t′1, . . . , t′k} ∪ S, then it aborts;
3. for each j ∈ [k], for each (i, t, t′) ∈ πT , it updates: Λj ← VC.ProofUpdate(crsVC, Λj , i, t, t

′);
4. it looks for i∗ ∈ [k] such that t′i∗ = k̂. If there are several such indices, it aborts. Else if i∗

does not exist, it updates Λ∗ ←⊥. Else if i∗ exists and is unique, for each (i, v, v′) ∈ πV , it
sequentially updates Λ∗ ← VC.ProofUpdate(crsVC, Λ

∗, i, v, v′).
5. finally it returns Λ′

k = (Λ1, t
′
1, . . . , Λk, t

′
k, Λ

∗).

One can remark that in the ProofUpdate algorithm, if the input k̂ is equal to the k of the input
Λk, then t′1, . . . , t

′
k will not be required in δ as they will be equal to the t1, . . . , tk in Λk.

Robust Correctness We show robust correctness of the above updatable KVC, KVM = (Setup,
Com, Open, Ver, ComUpdate, ProofUpdate), built from the Cuckoo Hashing scheme CH and the
Vector Commitment scheme VC, if CH is robust and VC is correct.

Let n be an integer, λ a security parameter, K a key space and V a value space which are
subspaces of the input space of VC’s vectors, and: crs ← Setup(1λ, n,K,V). Let A be a PPT
adversary, who chooses a key-value map M ⊂ K × V of size n or less, (k, v) ∈ K × V ∪ {ϵ},
v′ ∈ V × {ϵ}, and a sequence of valid updates {(k̂j , δj)}j∈[m] that eventually yields the udpated
key-value mapM′ of size n or less such that (k, v′) ∈M′.

Let (C0, aux0)← Com(crs,M), Λ(0)
k ← Open(crs, aux, k), (Cj , auxj , πδj)← ComUpdate(crs, Cj−1,

(k̂j , δj), auxj−1) and Λ
(j)
k ← ProofUpdate(crs, Λ

(j−1)
k , (k̂j , δj), πδj).

We write this demonstration by induction. If there are no updates (m = 0), then M′ = M,
and since we required uniqueness of the keys in our key-value map construction, v′ = v is the value
associated to k and Ver(crs, C0, Λ

(0)
k , (k, v)) = 1 from the correctness of VC. Now, for the end of the

induction, let us suppose that for some i ∈ [0;m − 1], and for (k, vi) the key-value pair of k in the
M after update i, Ver(crs, Ci, Λ

(i)
k , (k, vi)) = 1.

Let (k, vi+1) be the key-value pair for k in the map after update i + 1. Then, the update hint
πδi+1, returned by ComUpdate under the robustness of CH, provides the changes from the key-value
map after the i-th update,Mi, to the one after the (i+1)-th update (k̂i+1, δi+1),Mi+1. Running on
this πδi+1 with the same (k̂i+1, δi+1), ProofUpdate will also make Λi+1 an opening for the mapMi+1

in k. As (k, vi+1) is the key-value pair for k after the (i+1)-th update, Ver(crs, Ci+1, Λ
(i+1)
k , (k, vi+1))

will thus be equal to 1 from the correctness of VC.

Efficiency We show that if VC and CH are efficient, and CH is robust, then KVM also is. Indeed,
if they are, then crs is of polylogarithmic size, as well as commitments and openings under the
efficiency of the VC. The auxiliary information input to ComUpdate is of polylogarithmic size,
and the key and update information of constant size. Under the efficiency of CH, the output πδ
is polylogarithmic except with probability negligible in λ, as its size is at most in the number of
elements moved by a CH.Insert operation, and in the stash size, which is also polylogarithmic if CH
is robust. Under the efficiency of VC ComUpdate and ProofUpdate then both run in polylogarithmic
time.
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