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#### Abstract

The Regular Syndrome Decoding (RSD) problem, a variant of the Syndrome Decoding problem with a particular error distribution, was introduced almost 20 years ago by Augot et al.. In this problem, the error vector is divided into equally sized blocks, each containing a single noisy coordinate. More recently, the last five years have seen increased interest in this assumption due to its use in MPC and ZK applications. Generally referred to as "LPN with regular noise" in this context, the assumption allows to achieve better efficiency when compared to plain LPN. We present the first attack on RSD relying on Gröbner bases techniques. After a careful theoretical analysis of the underlying polynomial system, we propose concrete attacks that are able to take advantage of the regular noise distribution. In particular, we can identify several examples of concrete parameters where our techniques outperform other algorithms.


## 1 Introduction

The Regular Syndrome Decoding (RSD) problem is a variant of the well-known Syndrome Decoding (SD) problem, which is the standard assumption in codebased cryptography.

Definition 1 (Computational Syndrome Decoding (SD)). Let $(n, k, h) \in$ $\mathbb{N}^{3}$ with $k \leq n$ and $h \leq n$. Sample $\boldsymbol{H} \leftarrow \mathbb{F}^{(n-k) \times n}$ a full-rank matrix over a finite field $\mathbb{F}$ and $\boldsymbol{e} \leftarrow \mathbb{F}^{n}$ such that $\boldsymbol{e}$ is of Hamming weight $|\boldsymbol{e}|=h$. Given $\left(\boldsymbol{H}, \boldsymbol{s}^{\top}:=\boldsymbol{H} \boldsymbol{e}^{\top}\right)$, the goal is to recover the error vector $\boldsymbol{e}$.

In the following, we will denote by $R:=k / n$ (resp. $\rho:=h / n$ ) the rate of the associated linear code (resp. error rate). RSD was introduced by Augot, Finiasz and Sendrier [6] as the underlying assumption for the Fast Syndrome-Based hash function. The only difference with SD lies in the choice of a particular error distribution:

Definition 2 (Computational Regular Syndrome Decoding (RSD)). Let $(h, k, \beta) \in \mathbb{N}^{3}$ and $n=h \beta$. Sample $\boldsymbol{H} \leftarrow \mathbb{F}^{(n-k) \times n}$ a full-rank matrix over a finite field $\mathbb{F}$ and $\boldsymbol{e}:=\left(\boldsymbol{e}_{1}\|\ldots\| \boldsymbol{e}_{h}\right) \leftarrow \mathbb{F}^{n}$ such that $\boldsymbol{e}_{i} \in \mathbb{F}^{\beta}$ is of Hamming weight $\left|\boldsymbol{e}_{i}\right|=1$ for $1 \leq i \leq h$. Given $\left(\boldsymbol{H}, \boldsymbol{s}^{\top}:=\boldsymbol{H} \boldsymbol{e}^{\boldsymbol{\top}}\right)$, recover the error $\boldsymbol{e}$.

More recently, this problem has gained a renewed interest since its introduction in secure computation. Its first use in this context is due to Hazai, Orsini, Scholl and Soria-Vazques in their TinyKeys approach to design MPC-protocols with improved efficiency [31]. Later, Boyle et al. suggested to rely on this assumption to build efficient Pseudo Random Correlation Generators (PCGs). These primitives enable the generation of long sources of correlated randomness for more advanced MPC and ZK applications [18]. This latter idea has been further considered in a series of works [19,20,44,42], where RSD is often referred to as "LPN with regular noise".

LPN-based cryptography. In these more recent constructions, the LPN problem is instantiated either with the primal or the dual formulation. The search version of dual LPN is the computational SD problem stated in Definition 1 while primal LPN is the standard decoding problem for linear codes. Even though these formulations are clearly equivalent in theory, choosing one instead of the other has an impact in terms of efficiency. This can be seen when trying to design a simple PRG relying on LPN. Given a seed $(\boldsymbol{m}, \boldsymbol{e}) \in \mathbb{F}^{k} \times \mathbb{F}^{n}$ and a public matrix $\boldsymbol{G} \in \mathbb{F}^{k \times n}$ with $|\boldsymbol{e}|=h$, the output of the naive primal LPN-based PRG is $\boldsymbol{m} \boldsymbol{G}+\boldsymbol{e} \in \mathbb{F}^{n}$. In particular, it is generally acknowledged by the community that this construction can only achieve quadratic stretch [18, Section 1.2 page 4][11, Section 2.5 page 9]. This is due to the fact that the length $n$ cannot be chosen too large compared to $k$ and $h$, otherwise there will be $k$ error-free positions with non-negligible probability. On the contrary, the dual construction $\boldsymbol{e} \mapsto \boldsymbol{e} \boldsymbol{H}^{\top} \in \mathbb{F}^{n-k}$ whose seed is just the low weight vector $\boldsymbol{e}$ does not exhibit the same constraint. By fixing the weight and increasing $n$, one can indeed get an output size mostly independent of the seed size. Other advantages of the dual formulation is that the product $\boldsymbol{e} \boldsymbol{H}^{\top}$ is cheap to compute and the matrix $\boldsymbol{H}$ can be seen as a compression mapping $\mathbb{F}^{n} \rightarrow \mathbb{F}^{n-k}$. This may represent a useful property for practical applications.

To improve computational efficiency without affecting security, it was proposed to choose $d$-local codes in the primal formulation, i.e., matrices $\boldsymbol{G}$ such that the Hamming weight of each column is a small integer $d$ [4]. Such codes are not suitable in the dual construction, see for instance $[18,11]$. Therefore, other code families such as quasi-cyclic codes [1] or MDPC codes [37] have be chosen in this case. More importantly for us, and for the same purpose of efficiency, various constructions have adopted a regular distribution for $\boldsymbol{e}[19,20,44,18,42]$.

Parameter range. LPN instances used in the context of [19,20,44,18,42] typically have a higher size for the secret $k$, as well as a lower noise, than parameters encountered in code-based cryptography. Echoing the above remark on primal
and dual LPN, the few proposed parameter sets may be divided into two categories depending on the application:

- instances used in the primal formulation have a rather small code rate $R$ (non-constant) and noise rate $\rho$ slightly larger than $\mathcal{O}\left(n^{-1 / 2}\right)$.
- instances used in the dual formulation have constant code rate (often $1 / 2$ or $3 / 4)$ and a weight $h$ mostly independent from $n$.

Finally, the standard LPN problem is usually stated over the binary field $\mathbb{F}_{2}$, but some constructions require an LPN assumption over a larger field $\mathbb{F}$ of size typically $|\mathbb{F}| \geq 256$, for example [19,18,42], or even over more general integer rings $[10,11]$ or polynomial rings [21].

Exploiting the regular distribution. A first security analysis of this type of LPN instances (over $\mathbb{F}_{2^{128}}$ ) was performed by Boyle et al. in [18, $\left.\S 5.1\right]$. Later constructions also use it as a black box to derive their parameters [44,42]. In this particular regime, the best attacks are the folklore Gaussian attack and the Pooled Gauss variant [27], ISD algorithms [39,28,14,35,12,36] which may all be seen as refinements of the original Prange algorithm [38] and finally Statistical Decoding [32,23]. More recently, [34] studied the assumption for the same parameter range, but in a more general setting (larger fields or integer rings, not only Bernoulli distribution). Notably, they claim that some of the estimates of [18] are too conservative over large fields: ISD algorithms are still the best attack in this case, but the advantage of advanced ISD variants compared to Pooled Gauss (e.g., Prange) quickly deteriorates when $|\mathbb{F}|$ increases. Finally, they show that the cost of Statistical Decoding is much higher than claimed in [18]. In particular, this is no longer the best attack even by taking into account the most recent development of [23] since the latter does not seem to perform well in this regime.

We remark that the use of a regular distribution is not seen as a clear weakness by the community [31,18,19,42,44,34], meaning that RSD is not believed to be particularly easier than SD in this PCG-relevant parameter zone. Thus, regular LPN instances are treated as random LPN instances to derive parameters. The only extensive survey about the cryptanalysis of RSD in all weight regimes was given in [31, Appendix B]. They conclude that ISD algorithms are the best attack on both SD and RSD when there is a unique solution. They also try to adapt the ISD algorithms to the regular structure [31, Appendix B.3] but the improvement does not seem apparent ${ }^{4}$. In addition to their well-known LWE algorithm [5, §3], it is also worth mentioning that Arora and Ge have already proposed a linearization-based approach on structured LPN problems over $\mathbb{F}_{2}$ that could easily be applied to RSD [5, §2]. However, they have not attempted to analyze solving algorithms that handle higher degree equations and they have not studied the regular setting in particular detail. Thus their work has not been considered in the previous security estimates.

[^0]Contribution. In this paper, we give an algebraic attack based on a modeling similar to the framework introduced by Arora and Ge. In this respect, it differs in nature from the other RSD attacks that are merely SD algorithms. We also go beyond the analysis of $[5, \S 2]$ by introducing Gröbner basis techniques to the solving process and we provide a precise cost estimate. This allows us to identify a parameter range (relevant to cryptography) where algebraic attacks are not only competitive, but also outperform these algorithms.

Our attack is based on solving a polynomial system in the coordinates of the error $\boldsymbol{e}$ by combining the set of $n-k$ parity-check equations $\boldsymbol{H} \boldsymbol{e}^{\top}=\mathbf{0}$ with another quadratic system which encodes the regular structure and which does not depend on the particular RSD instance. More precisely, for each block $\boldsymbol{e}_{i}:=\left(e_{i, 1}, \ldots, e_{i, \beta}\right) \in \mathbb{F}^{\beta}$ for $1 \leq i \leq h$, we consider all equations of the form $e_{i, j_{1}} e_{i, j_{2}}=0$ for $j_{1}<j_{2}$. Over $\mathbb{F}_{2}$, we consider a variant of this combined system by adding extra structural equations of the same type. While such constraints can be used in the framework introduced by Arora and Ge, the LPN setting relevant to PCGs does not in general provide enough samples for direct linearization. Contrary to [5, $\S 2,(2)]$, we will thus consider algorithms that handle higher degree equations, i.e., XL/Gröbner bases.

Our first theoretical contribution lies in the complexity analysis to estimate the degree at which the system is solved and which is always a challenge in algebraic cryptanalysis. For that purpose, we proceed by isolating the structural part of the system that we analyze on its own. Then, we formalize the assumption that the parity-check equations behave nicely in the quotient ring formed by the structural part, mimicking Bardet's definitions of semi-regularity [7]. In cases when the predicted solving degree is too large, we also propose a hybrid approach to decrease the complexity by fixing zero coordinates in the error $\boldsymbol{e}$ in the style of the regular version of Prange's algorithm given in [31, Appendix B.3].

In the same way as Arora-Ge [5] takes advantage of a large number of LPN or LWE samples, our attack performs best on RSD instances where there are many parity-check equations (i.e., with smaller code rate $R$ ). This is typically the case for the parameter sets used to instantiate the primal LPN formulation. Under similar assumptions on our specialized systems, this hybrid technique allows us to obtain very competitive complexities for several parameters of this kind, see Table 1. Note that these various assumptions have been extensively tested. In

| $n$ | $k$ | $h$ | Best $\mathbb{F}_{2}[34]$ | This work $\mathbb{F}_{2}$ | Best $\mathbb{F}_{2^{128}}[34]$ | This work $\mathbb{F}_{2^{128}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{22}$ | 64770 | 4788 | 147 | $\underline{103}$ | 156 | $\underline{110}$ |
| $2^{20}$ | 32771 | 2467 | 143 | $\underline{125}$ | 155 | $\underline{131}$ |
| $2^{18}$ | 15336 | 1312 | 139 | $\underline{122}$ | 153 | $\underline{133}$ |
| $2^{16}$ | 7391 | 667 | 135 | 139 | 151 | $\underline{150}$ |
| $2^{14}$ | 3482 | 338 | 132 | 138 | 150 | 150 |
| $2^{12}$ | 1589 | 172 | 131 | 135 | 155 | $\underline{150}$ |
| $2^{10}$ | 652 | 106 | 176 | $\underline{145}$ | 194 | $\underline{179}$ |

Table 1. Time complexity over $\mathbb{F}_{2}$ and $\mathbb{F}_{2^{128}}$ on parameter sets from [18],[34]

Table 1, we also notice that the attack seems to suffer less than linear algebrabased techniques - Gaussian elimination or ISD algorithms - when the field size is increased. Indeed, for all but the last parameter set, the increase in complexity when going from $\mathbb{F}_{2}$ to $\mathbb{F}_{2^{128}}$ is smaller for our attack than for the previously best known algorithms. Our method also seems to perform better in some regimes compared to others. In particular, we try to strengthen these initial intuitions by providing a sketch of asymptotic analysis of the complexity of solving our plain systems.

## 2 Preliminaries

### 2.1 Algebraic background

Let $A$ denote a polynomial ring over a field $\mathbb{F}$ in $n$ variables. A polynomial $f \in A$ is homogeneous if all its monomials have the same degree and affine otherwise. There are two standard methods for turning an affine polynomial into a homogeneous polynomial that we will use in our analysis. For an affine polynomial $f$, the first one considers the polynomial $f^{(h)}$ which only consists of the terms in $f$ of degree $\operatorname{deg}(f)$ (i.e., discarding all lower degree terms). The second method is to homogenize $f$ by expanding the polynomial ring with a homogenization variable $y$ and by defining $f^{(y)}\left(x_{1}, \ldots, x_{n}, y\right):=(1 / y)^{\operatorname{deg}(f)} f\left(x_{1} / y, \ldots, x_{n} / y\right)$.

An ideal is homogeneous if there exists a set of homogeneous generators. We will turn an affine ideal $I \subset A$ into a homogeneous ideal $I^{(h)}$ (resp. $I^{(y)}$ ) by applying $f^{(h)}$ (resp. $f^{(y)}$ ) to each of its generators. When $I$ is homogeneous, the set $I_{d}:=\{f \in I, \operatorname{deg}(f)=d\}=I \cap A_{d}$ is a subspace of $A_{d}$ the vector space of homogeneous polynomials of total degree $d$.

Hilbert function and Hilbert series. For a homogeneous ideal $I \subset A$, we consider the Hilbert function:

$$
\begin{aligned}
\mathcal{H} \mathcal{F}_{A / I}: \mathbb{N} & \longrightarrow \mathbb{N} \\
d & \longmapsto \operatorname{dim}_{\mathbb{F}}\left(A_{d} / I_{d}\right) .
\end{aligned}
$$

The Hilbert series is a convenient tool to study the combinatorial structure of homogeneous ideals.
Definition 3 (Hilbert series). Let $I \subset A$ be a homogeneous ideal. The Hilbert series of the quotient ring $A / I$ is defined by

$$
\begin{equation*}
\mathcal{H}_{A / I}(z):=\sum_{d=0}^{\infty} \mathcal{H F}_{A / I}(d) \cdot z^{d} \tag{1}
\end{equation*}
$$

Over a finite field $\mathbb{F}$, we implicitly add all the field equations of the form $x_{i}^{|\mathbb{F}|}$ $x_{i}=0$ for $1 \leq i \leq n$. Therefore, we will study zero-dimensional ideals, i.e., ideals $I$ such that the quotient $A / I$ is a finite dimensional vector space. For such ideals, we call degree of regularity $d_{\text {reg }}$ the smallest integer $d$ such that $I_{d}=A_{d}$. In this particular case, the Hilbert series is a polynomial.

Regular and semi-regular sequences. Unfortunately, Hilbert series are difficult to compute in general. Still, there is a known expression for the series of a subclass of systems whose definition is related to the notion of zero-divisor. When $m \leq n$, we say that a homogeneous system $\mathcal{F}:=\left\{f_{1}, \ldots, f_{m}\right\}$ is regular if $f_{i}$ is not a zero divisor in $A /\left\langle f_{1}, \ldots, f_{i-1}\right\rangle$ for any $1 \leq i \leq m$. The Hilbert series of such a system is given by

Proposition 1. Let $\mathcal{F}:=\left\{f_{1}, \ldots, f_{m}\right\}$ be a homogeneous regular system such that $\operatorname{deg}\left(f_{i}\right)=d_{i}$ for $1 \leq i \leq m$. We have

$$
\mathcal{H}_{A /\langle\mathcal{F}\rangle}(z)=\frac{\prod_{i=1}^{m}\left(1-z^{d_{i}}\right)}{(1-z)^{n}} .
$$

This definition has been extended to the overdetermined case, $m>n$, with the notion of semi-regular sequences introduced by Bardet.

Definition 4 (Semi-regular sequence, [7]). Consider $\mathcal{F}:=\left\{f_{1}, \ldots, f_{m}\right\}$ a homogeneous sequence such that $I:=\langle\mathcal{F}\rangle$ is zero-dimensional with degree of regularity $d_{\text {reg }}$. The sequence $\mathcal{F}$ is said to be semi-regular if $I \neq A$ and if for $1 \leq i \leq m, g_{i} f_{i}=0$ in $A /\left\langle f_{1}, \ldots, f_{i-1}\right\rangle$ with $\operatorname{deg}\left(g_{i} f_{i}\right)<d_{\text {reg }}$ implies $g_{i}=0$ in $A /\left\langle f_{1}, \ldots, f_{i-1}\right\rangle$.

Over $\mathbb{F}_{2}$, there is a similar definition but which needs to take the Frobenius morphism into account:

Definition 5 (Semi-regular sequence over $\mathbb{F}_{2}$, [7]). Let $S$ denote the quotient ring $\mathbb{F}_{2}[\boldsymbol{x}] /\left\langle x_{1}^{2}, \ldots, x_{n}^{2}\right\rangle$. A homogeneous sequence $\mathcal{F}:=\left\{f_{1}, \ldots, f_{m}\right\}$ with degree of regularity $d_{\text {reg }}$ is semi regular over $\mathbb{F}_{2}$ if $I \neq S$ and if for $1 \leq i \leq m$, $g_{i} f_{i}=0$ in $S /\left\langle f_{1}, \ldots, f_{i-1}\right\rangle$ with $\operatorname{deg}\left(g_{i} f_{i}\right)<d_{\text {reg }}$ implies $g_{i}=0$ in $S /\left\langle f_{1}, \ldots, f_{i}\right\rangle$.

The Hilbert series is also known for such systems. In particular, it is a polynomial since the corresponding ideal is zero-dimensional.

Proposition 2 ([7]). Let $\mathcal{F}:=\left\{f_{1}, \ldots, f_{m}\right\}$ be a homogeneous semi-regular system where $\operatorname{deg}\left(f_{i}\right)=d_{i}$ for $1 \leq i \leq m$ and let $S_{m, n, \boldsymbol{d}}(z)=\frac{\prod_{i=1}^{m}\left(1-z^{d_{i}}\right)}{(1-z)^{n}}$. We have

$$
\mathcal{H}_{A /\langle\mathcal{F}\rangle}(z)=\left[S_{m, n, \boldsymbol{d}}(z)\right]^{+},
$$

where $[\cdot]^{+}$means truncation after the first non-positive coefficient.
Proposition 3 ([7]). Let $\mathcal{F}:=\left\{f_{1}, \ldots, f_{m}\right\}$ be a homogeneous semi-regular system over $\mathbb{F}_{2}$ where $\operatorname{deg}\left(f_{i}\right)=d_{i}$ for $1 \leq i \leq m$ and let $T_{m, n, \boldsymbol{d}}(z)=\frac{(1+z)^{n}}{\prod_{i=1}^{m}\left(1+z^{d_{i}}\right)}$. We have

$$
\mathcal{H}_{A /\langle\mathcal{F}\rangle}(z)=\left[T_{m, n, \boldsymbol{d}}(z)\right]^{+} .
$$

Finally, an affine sequence $\mathcal{F}:=\left\{f_{1}, \ldots, f_{m}\right\}$ is said to be semi-regular in [7, Def. 3.5.1] if the homogeneous sequence $\mathcal{F}^{(h)}:=\left\{f_{1}^{(h)}, \ldots, f_{m}^{(h)}\right\}$ is semi-regular in the sense of Definition 4. Interestingly, it turns out that this subclass of systems is somehow large since it is conjectured that most systems behave as
such (this is related to the Fröberg conjecture [30]). In simpler terms, we may say that randomly chosen polynomial systems with $m \leq n$ (resp. $m>n$ ) have an overwhelming probability of being regular (resp. semi-regular).

Unfortunately, we will see that the polynomial systems considered in this work cannot be directly analyzed by these tools. This issue is uniquely related to structural equations inherent in the systems. It is then possible to split the polynomial system in two: the first part can be treated in a prior analysis, and the second part can be assumed to be generic. At this stage, we will be able to rely on the same algebraic tools as used in proofs of Proposition 2 and Proposition 3 to derive our final Hilbert series, up to minor technical amendments.

### 2.2 Solving polynomial systems

Gröbner basis techniques are generally used to solve cryptographically relevant polynomial systems, keeping in mind that this approach is closely related to the XL algorithm [26]. Both approaches typically depend on the notion of Macaulay matrix. If $\mathcal{F}$ is homogeneous, the (homogenous) Macaulay matrix $\boldsymbol{M}_{d}(\mathcal{F})$ is defined as the coefficient matrix of $\left(\mu_{i, j} \cdot f_{j}\right)_{i, 1 \leq j \leq m}$ where $\mu_{i, j}$ is any monomial of degree $d-\operatorname{deg}\left(f_{i}\right)$. If $\mathcal{F}$ is affine, we prefer to consider $\boldsymbol{M}_{\leq d}(\mathcal{F})$ where now $\operatorname{deg}\left(\mu_{i, j}\right) \leq d-\operatorname{deg}\left(f_{i}\right)$ and where the columns are indexed by all monomials of degree $\leq d$.

XL Wiedemann. The main idea of XL is to solve by linearization an augmented system in degree $\leq d$ obtained from $\mathcal{F}$ by multiplying the initial polynomials by all monomials of the suitable degree. The value of $d$ is chosen such that there are enough linearly independent equations compared to the number of monomials and the matrix of the linearized system is simply the Macaulay matrix $\boldsymbol{M}_{\leq d}(\mathcal{F})$. In the particular case when the linear system in degree $d$ has a unique solution and is sparse enough, this approach may greatly benefit from the use of the Wiedemann algorithm [43] or its further improvements [25,41]. The application of the Wiedemann algorithm to solve Macaulay matrices has been implemented and studied in [24]. In our setting, we can estimate the cost of this approach to find the solution of the linear system to be

$$
\begin{equation*}
3 \cdot n_{\mu} \cdot \mathcal{M}_{\leq d}^{2} \tag{2}
\end{equation*}
$$

where $n_{\mu}$ is the number of terms in the polynomials of $\mathcal{F}$ (i.e. the row weight of $\boldsymbol{M}_{\leq d}(\mathcal{F})$ ), where $\mathcal{M}_{\leq d}$ is the number of columns in $\boldsymbol{M}_{\leq d}(\mathcal{F})$ and where the choice of a hidden constant equal to 3 is very standard in the literature on multivariate cryptography, see for example [13, Prop 3 p. 219],[17].

Witness degree. While the degree of regularity $d_{\text {reg }}$ is usually employed as the main parameter to estimate the complexity of Gröbner basis algorithms on homogeneous systems, we will require a related, though slightly different notion in the case of XL Wiedemann. A first reason is that we have just defined $d_{\text {reg }}$ for
homogeneous systems whereas we will typically apply this algorithm on affine equations. To this end, let us recall the witness degree $d_{\text {wit }}$, originally introduced in $[8$, Definition 2] for the binary case. For an ideal $I$, the notation $\operatorname{LM}(I)$ denotes the monomial ideal generated by the leading monomials of all polynomials in $I$ for an arbitrary graded ordering.

Definition 6 (Witness degree). Let $\mathcal{F}:=\left\{f_{1}, \ldots f_{m}\right\}$ be an affine polynomial system over $\mathbb{F}_{q}$, and $I:=\langle\mathcal{F}\rangle$ its associated ideal. Define the $\mathbb{F}_{q}$-vector spaces

$$
\begin{aligned}
& I_{\leq d}:=\{p \in I \mid \operatorname{deg}(p) \leq d\} \\
& J_{\leq d}:=\left\{p \in I \mid p=\sum_{i=1}^{m} g_{i} f_{i}, \text { and } \operatorname{deg}\left(g_{i}\right) \leq d-\operatorname{deg}\left(f_{i}\right) \text { for } 1 \leq i \leq m\right\} .
\end{aligned}
$$

The witness degree $d_{\text {wit }}$ of $\mathcal{F}$ is defined as the smallest integer $d_{0}$ such that $I_{\leq d_{0}}=J_{\leq d_{0}}$ and $L M\left(I_{\leq d_{0}}\right)=L M(I)$.

We will be interested in cases where $\mathcal{F}$ contains fewer than $n$ affine polynomials, whereas its Gröbner basis is either $\{1\}$, or a set of $n$ affine polynomials. Thus there are non-trivial polynomials $\sum g_{i} f_{i} \in I$ where the coefficients of the higher degree terms sum to zero. It follows that if $\mathcal{F}$ is also semi-regular, then $d_{\text {reg }}$ is a lower bound on the degree $d$ such that $J_{\leq d}=I_{\leq d}$. This ensures $d_{\text {wit }} \geq d_{\text {reg }}$. Even under these assumptions, we remark that $d_{\text {reg }}$ is only attached to $\mathcal{F}^{(h)}$, whereas the purpose of $d_{\text {wit }}$ is precisely to analyze the lower degree parts of $\mathcal{F}$ as well.

We will later see examples where $d_{\text {wit }}$ is strictly larger than $d_{\text {reg }}$, so we need a more accurate estimate of the former than this lower bound. If the input polynomial system admits no solutions (i.e., $\langle\mathcal{F}\rangle=\langle 1\rangle$ ), its witness degree can be upper bounded by the degree of regularity of the corresponding homogenized system by adding an extra homogenization variable $y$ (see beginning of Section 2.1). In other words, we have

Proposition 4. Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}, x_{1}^{q}-x_{1}, \ldots, x_{n}^{q}-x_{n}\right\}$ be a sequence of polynomials in $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]$ that admits no solutions, and let $I^{(y)}$ be its associated homogenized ideal. Then $d_{w i t}(\mathcal{F}) \leq d_{\text {reg }}\left(I^{(y)}\right)$.
This statement is shown ${ }^{5}$ in [8, Proposition 5]. Note that the requirement of $\mathcal{F}$ being non-consistent makes sense since the BooleanSolve algorithm presented in [8] is a hybrid algorithm, and the majority of calls to a polynomial system solver is made for systems without any solutions. We will indeed follow the same strategy for the hybrid systems considered in Section 4. However, on the plain system, Proposition 4 cannot be applied readily to bound $d_{\text {wit }}$. Instead, we will propose a more direct approach of inspecting affine Macaulay matrices in Section 3.2.

[^1]
## 3 Algebraic modeling of the RSD problem

In this section, we introduce the polynomial systems that we consider for the RSD problem. We will work over a polynomial ring $A=\mathbb{F}[\boldsymbol{e}]$, where each error vector entry $e_{i, j}$ is treated as an indeterminate to be solved for. The equations of the polynomial systems are obtained from the $n-k$ parity-check equations $\boldsymbol{s}^{\top}=\boldsymbol{H} \boldsymbol{e}^{\top}$ to which we add constraints coming from the regular structure. Modeling 1 is used to solve RSD over an arbitrary (large) field $\mathbb{F}$ while Modeling 2 is specific to the binary case.

Modeling 1 (Over a large field) For a given RSD instance ( $\boldsymbol{H}, \boldsymbol{s}^{\boldsymbol{\top}}$ ) over $\mathbb{F}$, Modeling 1 is the sequence of polynomials $\mathcal{F}:=\mathcal{P} \cup \mathcal{B}$, where
i) $\mathcal{P}$ is the set of the $n-k$ linear polynomials given by the parity-check equations $\boldsymbol{s}^{\top}=\boldsymbol{H} \boldsymbol{e}^{\top}$;
ii) $\mathcal{B}$ is the set of quadratic polynomials that describe the regular form of the error vector $\boldsymbol{e}$, namely $e_{i, j_{1}} e_{i, j_{2}}=0$ for $1 \leq i \leq h$ and $1 \leq j_{1}<j_{2} \leq \beta$.

We also include the so-called field equations $e_{i, j}^{|\mathbb{F}|}-e_{i, j}=0$, so that the ideal generated by Modeling 1 is zero-dimensional. However, these equations will not be useful for the computation due to their large degree and thus the situation is completely different over $\mathbb{F}_{2}$ in that respect. Also, note that Modeling 1 only captures the fact that the Hamming weight in each block is at most 1 since we have no information on the non-zero coordinate. Over $\mathbb{F}_{2}$ however, we know that this non-zero component is equal to 1 .

Modeling $2\left(\mathbf{O v e r} \mathbb{F}_{\mathbf{2}}\right)$ For a given binary $R S D$ instance $\left(\boldsymbol{H}, \boldsymbol{s}^{\boldsymbol{\top}}\right)$, Modeling 2 is the sequence of polynomials $\mathcal{F}_{\mathbb{F}_{2}}=\mathcal{P} \cup \mathcal{B} \cup \mathcal{Q}_{\mathbb{F}_{2}} \cup \mathcal{L}_{\mathbb{F}_{2}}$, where $\mathcal{P}$ and $\mathcal{B}$ are as in Modeling 1 and where:
i) $\mathcal{Q}_{\mathbb{F}_{2}}$ is the set of field equations $e_{i, j}^{2}-e_{i, j}=0$ for $1 \leq i \leq h$ and $1 \leq j \leq \beta$;
ii) $\mathcal{L}_{\mathbb{F}_{2}}$ is the set of $h$ linear equations $1-\sum_{j=1}^{\beta} e_{i, j}=0$ for $1 \leq i \leq h$ which express the fact that each block has a unique non-zero coordinate.

In both cases, the main contribution is the set $\mathcal{P}$ containing $n-k=n(1-$ $R$ ) parity-check equations. Therefore, this approach is expected to be relevant for instances with non-constant rate. This is the case of the parameter sets used to instantiate primal LPN, see [18,44,42,34]. From the public generator matrix $\boldsymbol{G}$, we trivially construct the equivalent dual LPN instance and we then use Modeling 1 or 2 on this dual problem. Finally, we see that the unknowns are merely the coordinates of the error vector $\boldsymbol{e}$. In particular, we expect as many solutions as the initial RSD instance, i.e. 1 , for the range of parameters of interest ${ }^{6}$. This will be needed to justify the use of the XL algorithm later.

[^2]
### 3.1 Deriving Hilbert series

The goal of this section is to compute the Hilbert series (Definition 3) of the homogeneous ideals $I:=\left\langle\mathcal{F}^{(h)}\right\rangle$ and $I_{\mathbb{F}_{2}}:=\left\langle\mathcal{F}_{\mathbb{F}_{2}}^{(h)}\right\rangle$ associated to Modeling 1 and Modeling 2 respectively. We start by observing that these sequences cannot be analyzed as semi-regular systems. Indeed, consider the equations $f_{1}:=e_{1,1} e_{1,2}$ and $f_{2}:=e_{1,2} e_{1,3}$. Since $e_{1,1} f_{2}=0$ in $A /\left\langle f_{1}\right\rangle$, the polynomial $f_{2}$ is a non-trivial zero divisor in $A /\left\langle f_{1}\right\rangle$. Note that this type of cancellation does not depend on the particular RSD instance, but rather comes from the regular structure of $\boldsymbol{e}$. Thus, it still makes sense to compute Hilbert series that will be valid for generic instances of the RSD problem.

Hilbert series for Modeling 1. Recall that Modeling 1 is the sequence $\mathcal{F}=$ $\mathcal{P} \cup \mathcal{B}$, where $\mathcal{P}$ are the parity-check equations and where $\mathcal{B}$ describes the regular structure of the error vector. The first step will be to compute the Hilbert series $\mathcal{H}_{S}(z)$ by monomial counting, for $S:=A /\left\langle\mathcal{B}^{(h)}\right\rangle$. Since $S$ is not a polynomial ring, we will not formally speak about (semi-)regular sequences over $S$. Yet, we still want to capture the core idea of the remaining parity-check equations behaving nicely, by introducing the following assumption for Modeling 1.
Assumption 1 Consider an instance $\mathcal{F}$ of Modeling 1 and let $d_{\text {reg }}$ be the degree of regularity of $I:=\left\langle\mathcal{F}^{(h)}\right\rangle$. Define the quotient ring $S:=A /\left\langle\mathcal{B}^{(h)}\right\rangle$ and let $\mathcal{P}^{(h)}=\left\{p_{1}^{(h)}, \ldots, p_{n-k}^{(h)}\right\}$ denote the set of linear parity-check equations. We assume that for $1 \leq i \leq n-k, g_{i} p_{i}=0$ in $S /\left\langle p_{1}, \ldots, p_{i-1}\right\rangle$ with $\operatorname{deg}\left(g_{i} p_{i}\right)<d_{\text {reg }}$ implies $g_{i}=0$ in $S /\left\langle p_{1}, \ldots, p_{i-1}\right\rangle$.

Relying on this assumption, we can obtain the final Hilbert series for $I:=\left\langle\mathcal{F}^{(h)}\right\rangle$ :

Theorem 1. Under Assumption 1, the Hilbert series of the homogeneous ideal $I:=\left\langle\mathcal{F}^{(h)}\right\rangle$ associated with Modeling 1 is given by

$$
\begin{equation*}
\mathcal{H}_{A / I}(z)=\left[(1-z)^{n-k} \cdot\left(1+\beta \cdot \frac{z}{1-z}\right)^{h}\right]_{+}, \tag{3}
\end{equation*}
$$

where $[.]_{+}$means truncation after the first non-positive coefficient, and where we call $(1-z)^{n-k} \cdot\left(1+\beta \cdot \frac{z}{1-z}\right)^{h}$ the generating series of $I$.
Proof. The proof can be found in Appendix A.1.

Hilbert series for Modeling 2. Modeling 2 contains extra structural equations, starting from the field equations in $\mathcal{Q}_{\mathbb{F}_{2}}$. A difficulty arises when adding the last set of equations $\mathcal{L}_{\mathbb{F}_{2}}$ since it yields another type of cancellation. For $1 \leq i \leq h$ and $1 \leq j_{0} \leq \beta$, we indeed have:

$$
\begin{equation*}
e_{i, j_{0}} \cdot\left(-\sum_{j=1}^{\beta} e_{i, j}\right)=0 \bmod \left\{e_{i, j_{0}}^{2},\left\{e_{i, j_{1}} e_{i, j_{2}}\right\}_{j_{1}<j_{2}}\right\} \tag{4}
\end{equation*}
$$

In other words, any polynomial in $\mathcal{L}_{\mathbb{F}_{2}}^{(h)}$ is a zero divisor in $A /\left\langle\mathcal{B}^{(h)} \cup \mathcal{Q}_{\mathbb{F}_{2}}^{(h)}\right\rangle$. To keep the same type of analysis as with Modeling 1 , we may use $\mathcal{L}_{\mathbb{F}_{2}}$ to remove $h$ variables. More formally, we define the graded ring homomorphism

$$
\begin{aligned}
\mathcal{L}: \mathbb{F}_{2}[\boldsymbol{e}] & \longrightarrow \mathbb{F}_{2}[\boldsymbol{x}] \\
e_{i, j} & \longmapsto x_{i, j}, \text { for } 1 \leq i \leq h \text { and } 1 \leq j<\beta \\
e_{i, \beta} & \longmapsto \sum_{j=1}^{\beta-1} x_{i, j} \text { for } 1 \leq i \leq h .
\end{aligned}
$$

Definition 7. Consider an instance of Modeling 2, and $\mathcal{L}$ be as detailed above. We then define $A^{\prime}:=\mathcal{L}(A), I^{\prime}:=\mathcal{L}\left(I^{(h)}\right), \mathcal{B}^{\prime}:=\mathcal{L}\left(\mathcal{B}^{(h)}\right)$, $\mathcal{Q}^{\prime}:=\mathcal{L}\left(\mathcal{Q}_{\mathbb{F}_{2}}^{(h)}\right)$ and $S^{\prime}:=A^{\prime} /\left\langle\mathcal{B}^{\prime} \cup \mathcal{Q}^{\prime}\right\rangle$.

The following lemma shows that $A^{\prime}$ is a polynomial ring and describes the structure of $S^{\prime}$.

Lemma 1. $A^{\prime}$ is isomorphic to $\mathbb{F}_{2}\left[x_{1}, \ldots, x_{h(\beta-1)}\right]$. Moreover, the ideal $\left\langle\mathcal{B}^{\prime} \cup \mathcal{Q}^{\prime}\right\rangle$ is generated by $\mathcal{G}=\left\{x_{i, j} x_{i, l} \mid 1 \leq i \leq h\right.$ and $\left.1 \leq j, l<\beta\right\}$.

Proof. The first statement is immediate from the definition of $\mathcal{L}$. For the second statement, we note that $\mathcal{G}$ is exactly the image of generators of $\mathcal{B}^{(h)} \cup \mathcal{Q}_{\mathbb{F}_{2}}^{(h)}$ that does not contain an element $e_{i, \beta}$. To see that the image of the remaining generators of $\mathcal{Q}_{\mathbb{F}_{2}}^{(h)}$ does not add anything new, we get

$$
\mathcal{L}\left(e_{i, \beta}^{2}\right)=\left(\sum_{j=1}^{\beta-1} x_{i, j}^{2}\right)=0 \bmod \mathcal{G}
$$

The cancellations of the remaining generators of $\mathcal{B}^{(h)}$ were already pointed out by (4).

We can furthermore use Lemma 1 to count the number of monomials in $S^{\prime}$. Indeed, the possible monomials are squarefree and contain only one variable per block due to the shape of $\mathcal{G}$. In particular, a degree $d$ monomial defines a set of $d$ blocks. Then, each block contains $\beta-1$ relevant variables instead of $\beta$ since we reduce modulo $\mathcal{L}_{\mathbb{F}_{2}}$. This shows that there are $\binom{h}{d}(\beta-1)^{d}$ degree $d$ monomials in $S^{\prime}$.

We now need to adopt a similar assumption as with Modeling 1. Note the strong similarity between Definition 5 and the following Assumption 2:

Assumption 2 Consider an instance of Modeling 2 with degree of regularity $d_{\text {reg }}$, and let $S^{\prime}$ be as defined in Definition 7. For every parity-check equation, $p_{i}$, write $p_{i}^{\prime}=\mathcal{L}\left(p_{i}^{(h)}\right)$. We assume that for $1 \leq i \leq n-k, g_{i} p_{i}^{\prime}=0$ in $S^{\prime} /\left\langle p_{1}^{\prime}, \ldots, p_{i-1}^{\prime}\right\rangle$ with $\operatorname{deg}\left(g_{i}\right)+\operatorname{deg}\left(p_{i}^{\prime}\right)<d_{\text {reg }}$ implies $g_{i}=0$ in $S^{\prime} /\left\langle p_{1}^{\prime}, \ldots, p_{i}^{\prime}\right\rangle$.

Theorem 2. Under Assumption 2, the Hilbert series of the homogeneous ideal $I_{\mathbb{F}_{2}}:=\left\langle\mathcal{F}_{\mathbb{F}_{2}}^{(h)}\right\rangle$ associated to Modeling 2 is given by

$$
\begin{equation*}
\mathcal{H}_{A / I_{\mathrm{F}_{2}}}(z)=\left[\frac{(1+(\beta-1) \cdot z)^{h}}{(1+z)^{n-k}}\right]_{+} . \tag{5}
\end{equation*}
$$

Proof. The proof can be found in Appendix A.2.

### 3.2 Estimating the witness degree

As explained at the end of Section 2, we will use the witness degree $d_{\text {wit }}$ of the input polynomial system (see Definition 6) to estimate the cost of the XL Wiedemann approach.

By definition, the system $\mathcal{F}$ of Modeling 1 (resp. Modeling 2) admits at least one solution and we will assume that it is unique for the range of parameters of interest. Note that a polynomial system that includes field equations ${ }^{7}$ and admits a unique solution $\left(a_{1}, \ldots, a_{n}\right)$ has reduced Gröbner basis $\left\{x_{1}-a_{1}, \ldots, x_{n}-a_{n}\right\}$. Recalling the conditions in Definition 6 and if $I:=\langle\mathcal{F}\rangle$, we have $\operatorname{LM}\left(I_{\leq 1}\right)=$ $\operatorname{LM}(I)$ and $\operatorname{dim}\left(I_{\leq d}\right)=\operatorname{dim}\left(A_{\leq d}\right)-1$. In particular, we can say that $d_{\text {wit }}(\mathcal{F})$ is the smallest degree such that the rank of the associated affine Macaulay matrix is equal to the number of columns minus one.

We will use this observation to provide an estimate of the witness degree. Note that semi-regularity can be seen as the assumption that the homogeneous Macaulay matrices have maximal rank; we now adopt the assumption that the affine Macaulay matrices achieve maximal rank. With this assumption, we can reuse the Hilbert Series machinery we have developed in this section. Consider the untruncated version of the series in Equations (3) and (5). The coefficient in a term of degree $d<d_{\text {reg }}$ is positive and it coincides with the number of columns that cannot be reduced in the homogeneous Macaulay matrix of degree $d$. When $d \geq d_{\text {reg }}$, the coefficient is non-positive and measures the number of "excess" rows after full reduction of this matrix. When these rows are considered in their full affine form they will, in general, not sum to zero. Coming back to the polynomial representation, they yield what we typically call degree falls or degree fall polynomials in the literature.

Finally, we arrive at the following estimate for the witness degree by summing these coefficients.
Estimate (Plain witness degree) Let $\mathcal{F}$ be the polynomial system of Modeling 1 (resp. Modeling 2) and let $\mathcal{H}$ denote the untruncated series of Equation (3) (resp. Equation (5)). Then we estimate $d_{w i t}(\mathcal{F})$ to be

$$
d_{w i t,(0,0)}:=\min \left\{\begin{array}{l|l}
d \in \mathbb{Z}_{\geq 1} & \sum_{j=0}^{d}\left[z^{j}\right](\mathcal{H}(z)) \leq 0 \tag{6}
\end{array}\right\}
$$

[^3]where $\left[z^{j}\right](\mathcal{H}(z))$ denotes the coefficient of the monomial $z^{j}$ in $\mathcal{H}$.
We have found this estimate to be accurate in all our experiments, which are further reported in Appendix C.

## 4 Hybrid approach

As is standard in algebraic cryptanalysis, the complexity of our approach essentially depends on the value of $d_{\text {reg }}$ or $d_{\text {wit }}$. However, for most of the parameter sets that we have studied, these degrees seem too high for straightforward algebraic techniques to be competitive with other types of attacks.

To decrease these degrees and possibly improve the overall complexity, we propose to add new equations in the same $\boldsymbol{e}$ variables which may hold with probability $0<\mathcal{P}<1$. The idea is the same as in a standard hybrid approach [16]: we hope that the complexity gain in solving the resulting system may supersede the loss coming from adding these equations since we have to repeat the process $\mathcal{O}\left(\mathcal{P}^{-1}\right)$ times on average to find a solution. Due to the nature of the RSD problem, a natural idea is to fix linear constraints of the form $e_{i^{\prime}, j^{\prime}}=0$. Note that this is exactly what the Prange algorithm does by picking an information set $I$ and then assuming that $\boldsymbol{e}_{I}=\mathbf{0}$. In our case, these constraints reduce the number of non-zero monomials in degree $d \geq 1$ (even though the number of equations at hand also decreases) and thus we hope that the specialized system with these constraints will be solved at a smaller degree. In the following, we develop this hybrid approach for Modeling 1, noting that the case of Modeling 2 works in the same way.

### 4.1 Guessing error-free positions in all blocks

A first idea is to guess the same number of error-free positions in all blocks. A similar approach was followed in [31, B.3] to adapt ISD algorithms to a regular error distribution. Each block in the RSD problem can be seen as a random vector of length $\beta$ and weight 1 . The success probability of guessing $u$ error-free positions is $\binom{\beta-1}{u} /\binom{\beta}{u}$. By exploiting the regular structure, one may guess the same number of positions in each block with probability

$$
\begin{equation*}
\mathcal{P}_{(u)}:=\left(\frac{\binom{\beta-1}{u}}{\binom{\beta}{u}}\right)^{h}=(1-u / \beta)^{h} . \tag{7}
\end{equation*}
$$

The improvement by using Equation (7) instead of the naive probability in the Prange algorithm (or even in more involved ISD variants) was not really apparent in [31] ("ISD is always the most efficient attack and has roughly the same cost when considering SD and RSD" [31, p. 49]). Still, we can try to adopt the same technique for Modeling 1 . We start by guessing that the top part of size $0 \leq u \leq \beta$ is error-free in each block, which holds with probability $(1-u / \beta)^{h}$. The main difference with [31, B.3] is that we will have $u h \ll k$. Indeed, we need to guess
much fewer error-free positions to decrease the solving degree of Modeling 1 while the Prange linear system "stays" in degree 1 and needs more equations. In case of failure, we consider a permutation matrix $\boldsymbol{P}_{\pi} \in \mathbb{F}^{n \times n}$ which permutes the coordinates in each block (so that the regular structure is maintained) and we try again on the RSD instance $\left(\boldsymbol{H} \boldsymbol{P}_{\pi}^{-1}, \boldsymbol{s}\right)$ which has error $\boldsymbol{\varepsilon}^{\top}=\boldsymbol{P}_{\pi} \boldsymbol{e}^{\top}$. By fixing the $e_{i, j}$ variables to zero for $1 \leq i \leq h$ and $1 \leq j \leq u$, the number of possible non-zero monomials in degree $d$ is now given by the coefficient of $z^{d}$ in

$$
\left(1+(\beta-u) \cdot \frac{z}{1-z}\right)^{h}
$$

To derive the Hilbert series of the specialized system, we need to adapt Assumption 1 (see Assumption 3 in Appendix B.1) to ensure that fixing variables does not introduce unexpected cancellations at higher degree among the system of $n-k$ parity-check equations $\left\{p_{1}, \ldots, p_{n-k}\right\}$. Under this new assumption, the Hilbert series of the hybrid system is obtained by applying Theorem 1 to an RSD instance with block size $\beta-u$ :

$$
\begin{equation*}
\mathcal{H}_{A / I, \text { hyb } 1, u}(z)=\left[(1-z)^{n-k} \cdot\left(1+(\beta-u) \cdot \frac{z}{1-z}\right)^{h}\right]_{+} \tag{8}
\end{equation*}
$$

Hence, while both the number of equations and monomials of degree $d \geq 1$ are affected by adding the zero constraints, they are still on a form that is captured by the Hilbert series studied in Section 3. In practice, we typically require a weaker form of Assumption 3. Indeed, the optimal choice of $u$ is rather small for the parameters that we will study in Section 5. Heuristically, we have more confidence in our assumption with a smaller $u$ as it implies less specialization of the polynomial system. Finally, we note that a similar statement for specialized systems is also present in the standard hybrid approach for semi-regular systems, see [16, Hypothesis 3.3]. Starting from a semi-regular system $\left\{f_{1}, \ldots, f_{m}\right\}$, they assume that all the specialized versions

$$
\left\{f_{1}\left(x_{1}, \ldots, x_{n-k}, \boldsymbol{v}\right), \ldots, f_{m}\left(x_{1}, \ldots, x_{n-k}, \boldsymbol{v}\right)\right\}, \forall \boldsymbol{v} \in \mathbb{F}^{k}, \forall 0 \leq k \leq n
$$

are semi-regular.

### 4.2 Restricting to $f \leq h$ blocks

A slightly more general approach is to guess $0 \leq u \leq \beta$ error-free positions in only $0 \leq f \leq h$ blocks so that the success probability becomes $\mathcal{P}_{(f, u)}:=$ $(1-u / \beta)^{f}$. Under a similar assumption (see Assumption 3 in Appendix B. 1 which encompasses both strategies), we can obtain the Hilbert series

$$
\begin{equation*}
\mathcal{H}_{A / I, \text { hyb } 2, f, u}(z)=[(1-z)^{n-k} \cdot \underbrace{\left(1+(\beta-u) \cdot \frac{z}{1-z}\right)^{f}}_{\text {constraint }} \cdot \underbrace{\left(1+\beta \cdot \frac{z}{1-z}\right)^{h-f}}_{\text {no constraint }}]_{+} \tag{9}
\end{equation*}
$$

### 4.3 Witness degree for the hybrid approach

Similary to what we did in Section 3.2 for the plain system, we now derive an estimate of $d_{\text {wit }}$ for the specialized system. Since the plain system is expected to have a unique solution, the majority of guesses will be wrong, i.e., resulting in polynomial systems without any solutions. In that respect, the situation is similar to that of the original BooleanSolve algorithm of [8]. We can in this case use Proposition 4 to upper bound the witness degree by the degree of regularity of the homogenized system.

We will assume that the hybrid systems form semi-regular systems with the extra variable $y$. Under this assumption, it is straightforward to adapt the Hilbert series given by Equation (8) and Equation (9) to the homogenized versions in the following manner:

$$
\begin{equation*}
\mathcal{H}_{A / I, \text { hyb } i, f, u}(z) /(1-z), \tag{10}
\end{equation*}
$$

for $i \in\{1,2\}$. For the hybrid approach on Modeling 2, we similarly divide by $(1-z)$ the series in Equation (21) Appendix B.2. The degree of regularity of the homogenized systems is then obtained in the usual manner, i.e., by computing the first non-positive coefficient in the associated series. We note that this adaptation on the Hilbert series is in line with the earlier literature (c.f. [8, Proposition 6]) and it has been accurate in our experiments (see Appendix C).

### 4.4 Complexity with XL Wiedemann

The cost of the hybrid approach of Section 4.2 can now be computed as follows. For each pair $(f, u)$ where $0 \leq f \leq h$ and $0 \leq u \leq \beta$, we proceed as explained in Section 4.3 to obtain an upper-bound bound on the witness degree which we denote by $d_{\text {wit,(f,u) }}$ and that we use as our estimate of the real witness degree. To apply Equation (2), we then need the value $\mathcal{M}_{\leq d_{\text {wit },(f, u)}}^{(f, u)}$ which is the number of monomials of degree $\leq d_{\text {wit,(f,u) }}$ in the specialized system. It depends on both $f, u$ and $d_{\text {wit, }(f, u)}$. Indeed, let $\mathcal{H}_{(S, f, u)}(z)=\left(1+(\beta-u) \cdot \frac{z}{1-z}\right)^{f}$. $\left(1+\beta \cdot \frac{z}{1-z}\right)^{h-f}$. We have

$$
\begin{equation*}
\mathcal{M}_{\leq d_{\mathrm{wit},(f, u)}^{(f, u)}}=\sum_{j=0}^{d_{\mathrm{wit},(f, u)}}\left[z^{j}\right]\left(\mathcal{H}_{(S, f, u)}(z)\right), \tag{11}
\end{equation*}
$$

where we recall that $\left[z^{j}\right](\mathcal{H}(z))$ is the coefficient of the monomial $z^{j}$ in the series $\mathcal{H}$. Finally, we need to estimate the quantity $n_{\mu}$ which is the number of nonzero terms in one row of the Macaulay matrix. This is directly related to the monomial content of the initial parity-check equations. We can assume that the matrix $\boldsymbol{H}$ is given in systematic form, so that $n_{\mu} \leq k+1=\mathcal{O}(k)$. For the specialized system, we can actually choose to fix the $f$ bottom blocks of the
error ${ }^{8}$ to obtain the better factor $n_{\mu,(f, u)} \leq k+1-f \cdot u$. This allows to possibly gain a few bits in the final complexity.

Proposition 5. Under Assumption 3 and the assumptions described in Section 4.3, the time complexity in $\mathbb{F}$-operations of the hybrid approach of Section 4.2 on Modeling 1 is estimated by

$$
\mathcal{O}\left(\min _{\substack{0 \leq f \leq h \\ 0 \leq u \leq \beta}}\left(\mathcal{P}_{(f, u)}^{-1} \cdot 3 \cdot n_{\mu,(f, u)} \cdot\left(\mathcal{M}_{\leq d_{\text {wit }}(f, u)}^{(f, u)}\right)^{2}\right)\right)
$$

where

$$
\begin{aligned}
& \mathcal{P}_{(f, u)}:=(1-u / \beta)^{f} \\
& n_{\mu,(f, u)}:=k+1-f \cdot u, \\
& \mathcal{M}_{\leq d_{\mathrm{wit},(f, u)}}^{(f, u)} \text { is defined in Equation (11), }
\end{aligned}
$$

and where $d_{\text {wit, }(f, u)}$ is the index of the first non-positive coefficient in the generating series given in Equation (10).

We can obtain a similar statement for Modeling 2 (see Proposition 7 in Appendix B.2). Finally, we want to stress the fact that the specializations proposed in Sections 4.1 and 4.2 are possibly the most naive ways to fix variables in the system. Even though they seem to lead the best success probability since we take advantage of the regular structure, other approaches might allow to decrease the solving degree faster.

### 4.5 Rationale and experimental verification

The assumptions that we use can be seen as very similar to those generally encountered in algebraic cryptanalysis. More specifically, in our systems these genericity assumptions concern the linear parts of the parity-check equations, and these polynomials simply depend on the matrix $\boldsymbol{H}$. Even though the underlying code $\mathcal{C}$ is typically chosen $d$-local in the primal formulation, the parity-check matrix obtained from the public matrix $\boldsymbol{G}$ has no reason to be special in a certain sense. Otherwise, such a particular property may probably be exploited by attacks or indicate that this instantiation is weaker than standard LPN.

In a very similar context, the well-known Arora-Ge system [5] to solve LWE is generally assumed to be semi-regular [2,40]. In [3], some practical experiments have been performed to confirm this hypothesis ([3, §7.1]) and we also note that they try to prove (a weaker form of) it in some particular cases ([3, A.2]). Their experiments verify that the solving degree of Arora-Ge coincides with that of a random system of the same size.

We have experimentally tested the assumptions made throughout Sections 3 and 4, the details of which are available in Appendix C. More specifically,

[^4]we have tested Assumptions 1, 2 and their hybrid counterparts; the hybrid $d_{\text {wit }}$ estimate for Modeling 1 and 2; and finally the plain $d_{w i t}$ estimate for Modeling 1. Assumptions 1 and 2 have been correct in all our experiments, and we have only been able to observe discrepancies for a few hybrid cases of Modeling 2 (see Appendix C. 1 for further discussion). Finally, the estimates on the witness degree have been correct in all the tested cases.

## 5 Application to some parameters

We now estimate the complexity of the attack using the hybrid technique of Section 4.2 on some LPN parameter sets with non-constant rate taken from primal LPN instantiations. For each parameter set, we compute the optimal complexity using Proposition 5 for Modeling 1 (resp. Proposition 7 from Appendix B. 2 for Modeling 2). We report the pair $(f, u)$ that leads to the best complexity and the associated estimate on the witness degree $d_{\text {conj }}:=d_{\text {wit,(f,u) }}$. When $f$ and $u$ are positive, we use the upper bound from Section 4.3 for $d_{\text {wit,(f,u) }}$, and when $f=u=0$, we use the estimate in Equation (6). The sparsity factor is $k+1-f \cdot u$ over large fields or $\min (k+1-f \cdot u, k / 2+1)$ over $\mathbb{F}_{2}$. The constant from Wiedemann's algorithm is taken equal to 3 as presented in Equation (2). For illustration, we also give the complexity of the attack without fixing any variables.

The parameters we will consider were first proposed by [18, Table 1]. Their security over $\mathbb{F}_{2}$ has been re-evaluated in the recent paper [34], where the same parameters are also analyzed over the larger field $\mathbb{F}=\mathbb{F}_{2^{128}}$ (see [34, Table 3]). They are presented in Table 2 and Table 3, respectively. Finally, [34, Table 1] also gives parameters whose initial security target was 128 using the analysis of [18] but which are thought to be much harder according to [34]. These parameters are presented in Tables 4 and 5 . When $n / h$ is not an integer, we set $\beta=\lfloor n / h\rfloor$ and fix the last $n-h \beta$ coordinates to zero. Note that the number of parity-check equations at hand is still $n-k$.

Small scale. In Table 2 and Table 3, "Best" refers to the best attack according to the analysis of [34]. In the binary case, the best attack according to [34] are advanced ISD algorithms. For a field size $\log _{2}(|\mathbb{F}|)=128$, they note that the Pooled Gauss attack and ISD perform equally. As Gauss can be considered as a special case of ISD, this is quite reminiscent of the result of Canto-Torres [22] which states that all ISD variants converge to the same cost when $|\mathbb{F}|$ tends to infinity and which is basically the cost of Prange's algorithm.

Larger scale. The parameters of [34, Table 1] are obtained simply by increasing the weight $h$ and keeping the same triples $(n, k, \beta)$ as in the original parameters from [18]. In order words, the noise rate increases but the code rate remains the same. They were chosen so that they just achieve 128 bit security according to the analysis of [18] but [34] considers them to be much harder, see Column "Best" in Tables 4 and 5.

| $n$ | $k$ | $h$ | Best [34] | $d_{\text {conj }}$ plain | $(f, u)$ | $d_{\text {conj }}$ | XL hybrid Sec. 4.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{22}$ | 64770 | 2735 | 104 | 2 | $(0,0)$ | 2 | $\underline{103}$ |
| $2^{20}$ | 32771 | 1419 | 99 | 3 | $(1159,2)$ | 2 | $\underline{98}$ |
| $2^{18}$ | 15336 | 760 | 95 | 3 | $(657,7)$ | 2 | 104 |
| $2^{16}$ | 7391 | 389 | 91 | 4 | $(373,10)$ | 2 | 108 |
| $2^{14}$ | 3482 | 198 | 86 | 6 | $(197,11)$ | 2 | 106 |
| $2^{12}$ | 1589 | 98 | 83 | 8 | $(88,13)$ | 2 | 103 |
| $2^{10}$ | 652 | 57 | 94 | 12 | $(54,9)$ | 2 | 101 |

Table 2. Hybrid approach of Section 4.2 over $\mathbb{F}_{2}$ (Modeling 2).

| $n$ | $k$ | $h$ | Best [34] | $d_{\text {conj }}$ plain | $(f, u)$ | $d_{\text {conj }}$ | XL hybrid Sec. 4.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{22}$ | 64770 | 2735 | 108 | 2 | $(0,0)$ | 2 | $\underline{104}$ |
| $2^{20}$ | 32771 | 1419 | 107 | 3 | $(1246,3)$ | 2 | $\underline{102}$ |
| $2^{18}$ | 15336 | 760 | 105 | 3 | $(670,8)$ | 2 | 107 |
| $2^{16}$ | 7391 | 389 | 103 | 4 | $(374,11)$ | 2 | 111 |
| $2^{14}$ | 3482 | 198 | 101 | 6 | $(197,12)$ | 2 | 110 |
| $2^{12}$ | 1589 | 98 | 100 | 8 | $(96,13)$ | 2 | 107 |
| $2^{10}$ | 652 | 57 | 111 | 14 | $(55,10)$ | 2 | 111 |

Table 3. Hybrid approach of Section 4.2 over $\mathbb{F}_{2128}$ (Modeling 1).

Ferret and Wolverine. We have also tested our methods on the parameters from [44] and [42]. While most of them seem resistant to the attack, a notable exception is the one-time parameter set with $|\mathbb{F}|=2^{61}-1, n=642048, k=19870$ and $h=2508$ from [42, Table 2]. The authors of [42] claim to achieve 128 bits of security whereas the more recent methods of [34] would suggest that this is too conservative. More precisely, [34, Provided script] estimates 154 bit security. Four our part, we estimate that plain Modeling 1 solves the problem with 126 bit complexity in degree $d=3$.

### 5.1 Comments on the results

Overall, we see the complexity of our attack is rather close to the best attack even if clearly a bit above this value for most instances in Tables 2 and 3. In a way, the high witness degree for the plain system is circumvented by the hybrid component of our attack which can be seen as an analogue of Prange's algorithm. Therefore, we should not expect a big gap between the complexities in this case because our attack is not a pure algebraic attack. Also, this difference is much reduced in the parameters from Tables 4 and 5 (Larger Scale) compared to those of Tables 2 and 3 (Smaller Scale). We also observe that our attack is extremely efficient compared to ISD when we can solve at degree 2,3 without fixing a lot of variables (see for instance the first three rows in Tables 4 and 5). This may suggest a weak zone of parameters which is not encompassed by former ISD algorithms.

| $n$ | $k$ | $h$ | Best [34] | $d_{\text {conj }}$ plain | $(f, u)$ | $d_{\text {conj }}$ | XL hybrid Sec. 4.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{22}$ | 64770 | 4788 | 147 | 2 | $(0,0)$ | 2 | $\underline{103}$ |
| $2^{20}$ | 32771 | 2467 | 143 | 3 | $(2340,4)$ | 2 | $\underline{125}$ |
| $2^{18}$ | 15336 | 1312 | 139 | 4 | $(676,1)$ | 3 | $\underline{122}$ |
| $2^{16}$ | 7391 | 667 | 135 | 5 | $(604,7)$ | 2 | 139 |
| $2^{14}$ | 3482 | 338 | 132 | 7 | $(322,7)$ | 2 | 138 |
| $2^{12}$ | 1589 | 172 | 131 | 11 | $(154,7)$ | 2 | 135 |
| $2^{10}$ | 652 | 106 | 176 | 19 | $(104,4)$ | 3 | $\underline{145}$ |

Table 4. Hybrid approach of Section 4.2 over $\mathbb{F}_{2}$ (Modeling 2).

| $n$ | $k$ | $h$ | Best [34] | $d_{\text {conj }}$ plain | $(f, u)$ | $d_{\text {conj }}$ | XL hybrid Sec. 4.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{22}$ | 64770 | 4788 | 156 | 3 | $(4237,1)$ | 2 | $\underline{110}$ |
| $2^{20}$ | 32771 | 2467 | 155 | 3 | $(0,0)$ | 3 | $\underline{131}$ |
| $2^{18}$ | 15336 | 1312 | 153 | 4 | $(995,2)$ | 3 | $\underline{133}$ |
| $2^{16}$ | 7391 | 667 | 151 | 6 | $(613,8)$ | 2 | $\underline{150}$ |
| $2^{14}$ | 3482 | 338 | 150 | 8 | $(324,8)$ | 2 | 150 |
| $2^{12}$ | 1589 | 172 | 155 | 12 | $(157,8)$ | 2 | $\underline{150}$ |
| $2^{10}$ | 652 | 106 | 194 | 24 | $(105,5)$ | 3 | $\underline{179}$ |

Table 5. Hybrid approach of Section 4.2 over large field $\mathbb{F}_{2^{128}}$ (Modeling 1).

Secondly, the algebraic attack seems to compare better to known techniques for larger fields. As mentioned earlier, the main reason may be that the advantage of ISD algorithms over Prange/Pooled Gauss worsens when $|\mathbb{F}| \rightarrow+\infty$. In our case, even though the witness degree for plain Modeling 1 is slightly higher than the one of Modeling 2, the difference is not enough (at most 1 for all parameter sets except the last row in Tables 4 and 5) to expect a similar increase in the cost as we observe for ISD.

## 6 Asymptotic analysis

This section aims to illustrate the concrete results shown in Section 5 by providing a sketch of asymptotic analysis. Note that a study of convergence speed is out of the scope of this work, so the results presented here should be viewed as a purely theoretical contribution. Recall that our motivation for introducing the witness degree was to analyze the Wiedemann algorithm, which is likely to be the best tool for linear algebra for the parameters we have discussed so far. Since there are other linear algebra algorithms that may perform asymptotically better than the Wiedemann algorithm (see, e.g., [33]), we choose to focus on the degree of regularity for the remainder of this section. We start by exploring a potentially weak range of parameters where the RSD problem can be solved at degree 2. Then we go on to obtain an asymptotic equivalent of the degree of regularity in Section 6.2 for the plain system. All cases are considered over $\mathbb{F}_{2}$ using Modeling 2.

From this partial analysis, the next natural question would be to perform a broader comparison to known attacks, in particular to ISD algorithms. There is also the question of analyzing and comparing the hybrid versions of our attack. We leave both questions for future work.

### 6.1 Solving at low degree

First, note that the number of monomials in degree $\leq d$ in Modeling 2 can be well approximated by $\binom{h}{d}(\beta-1)^{d}$ which is the number of exact degree $d$ monomials (see the discussion right after Lemma 1). Using Proposition 7 Appendix B.2, we see that the complexity is polynomial in the degree of regularity $d_{\text {reg }}$. In particular, having a constant $d_{\text {reg }}$ is a sufficient condition for the algorithm to run in polynomial time. Moreover, we noted in Section 5.1 that our techniques proved especially effective when plain RSD was close to being solved at a small degree. Thus, we start our analysis by exploring the potentially weak zone of parameters where Modeling 2 meets the strong condition being solved at degree 2. This will happen whenever the coefficient in front of $z^{2}$ in the series $\mathcal{H}_{A / I_{\mathrm{F}_{2}}}(z)$ given in Equation (5) is non-positive. This coefficient reads

$$
\kappa_{2}:=\binom{n-k+1}{2}+(\beta-1)^{2}\binom{h}{2}-(n-k) h(\beta-1) .
$$

In all generality, we can view this coefficient as a function of the length $n$, the code rate $R$ and the error rate $\rho$ and study the behaviour when $n \rightarrow+\infty$. More precisely, we get

$$
\kappa_{2}=\frac{n \cdot\left(\rho^{3} n-2 n R \rho^{2}+R^{2} \rho n-1+3 \rho-R \rho-\rho^{2}\right)}{2 \rho} .
$$

Note that if the code rate $R$ dominates over $\rho$, the possibly dominant term in the numerator is either $R^{2} \rho n$ or -1 . If the term $R^{2} \rho n$ tends to zero, the main contribution in the numerator comes from the -1 term and $\kappa_{2}$ is asymptotically negative. Note also that we can find such a zone which is non-trivial in a cryptographic sense. Indeed, recall that the standard adaptation of Prange's algorithm to the regular case would be to guess $k / h$ error-free coordinates per block. The success probability of this approach is then $(1-k / h / n / h)^{h}=(1-R)^{h}$. This gives a complexity of $e^{-h \cdot \ln (1-R)}$, and assuming that $R=o(1)$ the main term in the exponent $-h \cdot \ln (1-R)$ is $h R=n \rho R$. If for instance $h R=n \rho R \sim n^{\alpha}$ for $0<\alpha<1$, it may give a subexponential algorithm. On the contrary, we can clearly find code rates for which $R^{2} \rho n \rightarrow 0$ under this condition.

To simplify the analysis even further, we consider particular functions $R=$ $\phi(n)$ and $\rho=\psi(n)$ and view $\kappa_{2}:=\kappa(n)$ as a function of $n$. Upon inspection of Table 6 , it seems relevant to study a regime of the form $\rho:=n^{-a}$ and $R:=$ $\log (n) \cdot n^{-a}$ for some $0<a<1$ even if we extrapolate from a very small number of values. With this particular choice, we obtain

$$
\begin{equation*}
\kappa_{2}(n)=-\frac{n^{a+1}}{2}+\frac{(\log (n)-1)^{2} n^{2-2 a}}{2}+\frac{3 n}{2}-\frac{(\log (n)+1) n^{1-a}}{2} \tag{12}
\end{equation*}
$$

Lemma 2. Under Assumption 2, the degree of regularity of plain Modeling 2 for an $R S D$ instance with $\rho:=n^{-a}$ and $R:=\log (n) \cdot n^{-a}$ is asymptotically equal to 2 when $a>1 / 3$.

Proof. In Equation (12), the term $-\frac{n^{1+a}}{2}$ dominates when $a+1>2-2 a$, hence $a>1 / 3$.

Recall that the Prange exponent is $n R \rho=n^{1-2 a} \log (n)$ in this case, which leaves a possibly relevant zone for our attack when $1 / 3<a<1 / 2$.

Another choice of interest from Table 6 is $\rho:=n^{-a}$ and $R:=n^{-b}$ for some $0<b<a$. In this case, we have

$$
\begin{equation*}
\kappa:=\frac{n^{2-2 a}}{2}+\frac{n^{2-2 b}}{2}-n^{2-a-b}-\frac{n^{1+a}}{2}+\frac{3 n}{2}-\frac{n^{1-a}}{2}-\frac{n^{1-b}}{2} . \tag{13}
\end{equation*}
$$

Lemma 3. Under Assumption 2, the degree of regularity of plain Modeling 2 for an $R S D$ instance with $\rho:=n^{-a}$ and $R:=n^{-b}$ for some $0<b<a$ is asymptotically equal to 2 when $a+2 b>1$.

Proof. In Equation (13), the dominant term is either $\frac{n^{2-2 b}}{2}$ or $-\frac{n^{1+a}}{2}$. The second dominates when $1+a>2-2 b$, that is, $a+2 b>1$.

In this case the Prange exponent is $n R \rho=n^{1-a-b}$, and there is a possibly relevant zone for our attack when $1-b<a+b<1$.

| $n$ | $k$ | $h$ | $b:=1-\frac{\log (k)}{\log (n)}$ | $a:=1-\frac{\log (h)}{\log (n)}$ | $R /\left(\log _{2}(n) \rho\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{22}$ | 64770 | 2735 | 0.27 | 0.48 | 1.08 |
| $2^{20}$ | 32771 | 1419 | 0.25 | 0.48 | 1.15 |
| $2^{18}$ | 15336 | 760 | 0.23 | 0.47 | 1.12 |
| $2^{16}$ | 7391 | 389 | 0.20 | 0.46 | 1.19 |
| $2^{14}$ | 3482 | 198 | 0.16 | 0.46 | 1.26 |
| $2^{12}$ | 1589 | 98 | 0.11 | 0.45 | 1.35 |
| $2^{10}$ | 652 | 57 | 0.07 | 0.42 | 1.14 |
| $2^{22}$ | 64770 | 4788 | 0.27 | 0.44 | 0.61 |
| $2^{20}$ | 32771 | 2467 | 0.25 | 0.44 | 0.66 |
| $2^{18}$ | 15336 | 1312 | 0.23 | 0.42 | 0.65 |
| $2^{16}$ | 7391 | 667 | 0.20 | 0.41 | 0.69 |
| $2^{14}$ | 3482 | 338 | 0.16 | 0.40 | 0.74 |
| $2^{12}$ | 1589 | 172 | 0.11 | 0.38 | 0.77 |
| $2^{10}$ | 652 | 106 | 0.07 | 0.33 | 0.62 |

Table 6. General trends for the parameters of Section 5

### 6.2 Asymptotic analysis of $\boldsymbol{d}_{\text {reg }}$

A more accurate complexity analysis requires to estimate the degree of regularity $d_{\text {reg }}$, which is done in the following Proposition 6:

Proposition 6. When $n \rightarrow+\infty$, the degree of regularity $d_{\text {reg }}$ of Modeling 2 behaves asymptotically as follows:

1. For constant code rate $R$ and noise rate $\rho=o(1)$, let $\kappa_{R}:=2-R-2 \sqrt{1-R}>$ 0. We have

$$
d_{r e g} \sim \kappa_{R} h .
$$

2. For $R=o(1)$ and $\rho=o(1)$ such that $\rho=o(R)$, we have

$$
d_{r e g}+1 \sim \frac{R^{2}}{4} h .
$$

3. Finally, for $R=o(1)$ and $\rho=o(1)$ such that $\rho=\lambda R$ is linear in $R$ with $\lambda<1$, we have

$$
\begin{equation*}
d_{\text {reg }}+1 \sim \frac{(1-\lambda)^{2} R^{2}}{4} h . \tag{14}
\end{equation*}
$$

The main tool for the proof is the so-called saddle-point method. A detailed account of this approach in the context of Hilbert series can be found in [7, Chap. 4]. Each coefficient in the series can be obtained as a Cauchy integral, namely

$$
\left[z^{d}\right] \mathcal{H}_{A / I_{\mathbb{F}_{2}}}(z)=\frac{1}{2 i \pi} \oint \frac{1}{z^{d+1}} \mathcal{H}_{A / I_{\mathbb{F}_{2}}}(z) d z
$$

The saddle-point method allows to study the asymptotic behaviour of this integral for fixed $d$. Since we are interested in the value of $d$ such that the integral vanishes when $n \rightarrow+\infty$, we then cancel the main term in the resulting development in order to obtain the first term in the development of $d_{\text {reg }}$. The full proof can be found in Appendix D.

Asymptotics with hybrid approach. It is possible to carry out the same analysis for the system obtained after hybrid approach but this is more technical. We leave this problem as a future work. In this case, the relevant question would be to find the best asymptotic trade-off between the cost coming from the fixed variables and the one of the solving step. This has already been studied in the case of quadratic semi-regular systems, see for instance [15, §4.3].
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## A Proof of Theorems 1 and 2

This section contains the proofs of Theorem 1 and Theorem 2. Our main contribution is the strategy of splitting the system into two parts as described above. The structural part requires to compute some Hilbert series $\mathcal{H}_{S}(z)$ (resp. $\left.\mathcal{H}_{S^{\prime}}(z)\right)$. On the rest of the equations, most of the technical work as explained in the main text was to state Assumption 1 (resp. Assumption 2) in order to mimick Bardet's definitions of semi-regularity (resp. semi-regularity over $\mathbb{F}_{2}$ ). From there, this structure of the proof is exactly the same as in $[7, \S 3.3 .2, \S 3.3 .3]$.

## A. 1 Proof of Theorem 1

The theorem easily follows from the following lemmata.
Lemma 4. Let $S$ denote the quotient ring $A /\left\langle\mathcal{B}^{(h)}\right\rangle$, where $\mathcal{B}^{(h)}$ consists of the quadratic parts of the structural equations from Modeling 1. We have

$$
\begin{equation*}
\mathcal{H}_{S}(z)=\left(1+\beta \cdot \frac{z}{1-z}\right)^{h} \tag{15}
\end{equation*}
$$

Proof. The quotient $S$ can be seen as the set of polynomials whose monomials involve at most one $e_{i, j}$ variable in each block $1 \leq i \leq h$. For a given block, admissible monomials have only one variable but their degree can be arbitrary. Therefore, the Hilbert series "for one block" will be $1+\beta \cdot \frac{z}{1-z}$. Finally, a general $d$ monomial is a product of such monomials for distinct blocks and such that the sum of their degrees is equal to $d$. Relying on the same symbolic argument as presented in [29] which gives the generating series of a Cartesian product, we finally obtain the series in (15).

Lemma 5. Let I denote the homogeneous ideal associated to Modeling 1. Under Assumption 1, we have

$$
\mathcal{H}_{A / I}(z)=\left[(1-z)^{n-k} \cdot \mathcal{H}_{S}(z)\right]^{+}
$$

Proof. This may be seen as a particular case of $[7, \S 3.3 .2]$. We give the proof here for the sake of completeness. To simplify notation, we write $\left\{f_{1}, \ldots, f_{n-k}\right\}$ for the set of homogeneous parity-check equations $\mathcal{P}^{(h)}$. For $1 \leq j \leq n-k$, we denote by $I(j)$ the ideal $\left\langle\mathcal{B}^{(h)}, f_{1}, \ldots, f_{j}\right\rangle$ in $A$ and $I(0)=\left\langle\mathcal{B}^{(h)}\right\rangle$. For $1 \leq j \leq n-k$ and up to the degree of regularity of $I$, Assumption 1 states that we have the exact sequence of vector spaces when $d<d_{\text {reg }}$ :

$$
0 \rightarrow(A / I(j-1))_{d-1} \rightarrow(A / I(j-1))_{d} \rightarrow(A / I(j))_{d} \rightarrow 0
$$

This gives the following equality between Hilbert functions

$$
\begin{equation*}
\mathcal{H} \mathcal{F}_{A / I(j-1)}(d-1)-\mathcal{H} \mathcal{F}_{A / I(j-1)}(d)+\mathcal{H} \mathcal{F}_{A / I(j)}(d)=0 \tag{16}
\end{equation*}
$$

Consider now the abstract sequence $h_{d, j}$ defined by $h_{d, j}=\operatorname{dim}_{\mathbb{F}}\left(S_{d}\right)$ if $j=0$ or $d=0$ and the induction relation

$$
\begin{equation*}
h_{d, j}=h_{d, j-1}-h_{d-1, j-1} . \tag{17}
\end{equation*}
$$

Let $\mathcal{G}_{j}$ denote the generating series for $\left(h_{d, j}\right)_{d \geq 0}$. From Equation (17) and by multiplying by $z$ we easily obtain $\mathcal{G}_{j}(z)=(1-z) \mathcal{G}_{j-1}(z)$. The generating series for $\left(h_{d, 0}\right)_{d \geq 0}$ being $\mathcal{G}_{0}(z):=\mathcal{H}_{S}(z)$ we get $\mathcal{G}_{n-k}(z)=(1-z)^{n-k} \mathcal{H}_{S}(z)$. As long as the involved quantities are positive, Equation (16) and Equation (17) may be seen as the same relation. Therefore, the final Hilbert series is

$$
\mathcal{H}_{A / I}(z)=\left[(1-z)^{n-k} \cdot \mathcal{H}_{S}(z)\right]_{+} .
$$

## A. 2 Proof of Theorem 2

Recall $A^{\prime}$ and $S^{\prime}$ from Definition 7. Theorem 2 easily follows from the following lemmata.

Lemma 6. We have

$$
\begin{equation*}
\mathcal{H}_{S^{\prime}}(z)=(1+(\beta-1) \cdot z)^{h} \tag{18}
\end{equation*}
$$

Proof. From the set of generators $\mathcal{G}$ described in Lemma 1, we observe that the admissible monomials of $S^{\prime}$ involve at most one variable from each block, with degree at most 1 . The result follows by reasoning in a similar way as in the proof of Lemma 4.
Lemma 7. Let I denote the homogeneous ideal associated to Modeling 2. Under Assumption 2, we have

$$
\mathcal{H}_{A / I}(z)=\left[\mathcal{H}_{S^{\prime}}(z) /(1+z)^{n-k}\right]_{+} .
$$

Proof (sketch). By construction, we clearly have $\mathcal{H}_{A / I}(z)=\mathcal{H}_{A^{\prime} / I^{\prime}}(z)$, for the ideal $I^{\prime}$ introduced in Definition 7. As in the proof of Lemma 5, we simplify notation by writing $\left\{f_{1}, \ldots, f_{n-k}\right\}$ for the set of homogeneous parity-check equations $\mathcal{L}\left(\mathcal{P}^{(h)}\right)$, and for $1 \leq j \leq n-k$, we denote by $I^{\prime}(j)$ the ideal $\left\langle\mathcal{B}^{\prime}, \mathcal{Q}^{\prime}, f_{1}, \ldots, f_{j}\right\rangle$ in $A^{\prime}$ and $I^{\prime}(0)=\left\langle\mathcal{B}^{\prime}, \mathcal{Q}^{\prime}\right\rangle$. Assumption 2 ensures that the following sequence is exact for $d<d_{\text {reg }}$.

$$
0 \rightarrow\left(A^{\prime} / I^{\prime}(j)\right)_{d-1} \xrightarrow{\times f_{j}}\left(A^{\prime} / I^{\prime}(j-1)\right)_{d} \xrightarrow{\pi}\left(A^{\prime} / I^{\prime}(j)\right)_{d} \rightarrow 0 .
$$

The rest of the proof now proceeds in the same way as [9, proof of Proposition 9], starting from the equality between Hilbert functions

$$
\begin{equation*}
\mathcal{H} \mathcal{F}_{A^{\prime} / I^{\prime}(j)}(d-1)-\mathcal{H} \mathcal{F}_{A^{\prime} / I^{\prime}(j-1)}(d)+\mathcal{H} \mathcal{F}_{A^{\prime} / I^{\prime}(j)}(d)=0 \tag{19}
\end{equation*}
$$

Similarly, we consider the sequence $c_{d, j}$ defined by $c_{d, j}=\operatorname{dim}_{\mathbb{F}}\left(S_{d}^{\prime}\right)$ if $j=0$ or $d=0$ and the recurrent formula

$$
\begin{equation*}
c_{d, j}=c_{d, j-1}-c_{d-1, j} . \tag{20}
\end{equation*}
$$

Let $\mathcal{C}_{j}$ denote the generating series for $\left(c_{d, j}\right)_{d \geq 0}$. Multiplying by $z$ in Equation (20) yields $(1+z) \mathcal{C}_{j}(z)=\mathcal{C}_{j-1}(z)$ and we have the border condition $\mathcal{C}_{0}(z)=$ $\mathcal{H}_{A^{\prime} / I^{\prime}(0)}(z)=\mathcal{H}_{S^{\prime}}(z)$. This finally gives

$$
\mathcal{H}_{A / I}(z)=\mathcal{H}_{A^{\prime} / I^{\prime}}(z)=\left[\frac{\mathcal{H}_{S^{\prime}}(z)}{(1+z)^{n-k}}\right]_{+} .
$$

## B Missing details in Section 4

## B. 1 Regularity assumption for specialized Modeling 1

For any invertible matrix $\boldsymbol{P}$, for $0 \leq f \leq h$ and for $0 \leq u \leq \beta$, let $\overline{\mathbf{P}_{u, f}^{-1}}$ denote the map that applies $\mathbf{P}^{-1}$ and then fixes the initial $u$ variables to 0 in the last $f$ blocks of the error.
Assumption 3 Let $\mathcal{P}$ be the set of parity-check equations from an instance of Modeling 1. For every permutation matrix $\mathbf{P}$ which stabilizes each block of the error, for $0 \leq f \leq h$ and for $0 \leq u \leq \beta$, we assume $\mathcal{P}^{(h)} \circ \overline{\mathbf{P}_{u, f}^{-1}}$ satisfies Assumption 1 with ring $A \circ \overline{\mathbf{P}_{u, f}^{-1}}$ and quotient ring $S \circ \overline{\mathbf{P}_{u, f}^{-1}}$.
We need the full version of this assumption for the approach of Section 4.2 while only the particular case $f=h$ is required for Section 4.1.

## B. 2 XL Wiedemann complexity for Modeling 2

The success probability $\mathcal{P}_{(f, u)}:=(1-u / \beta)^{f}$ is independent of the algebraic system. Over $\mathbb{F}_{2}$, we may consider that $n_{\mu} \approx \frac{k}{2}+1$ in general instead of simply $n_{\mu} \leq k+1$ for the number of non-zero terms per equation. We leave it to the reader to state the equivalent of Assumption 3 for Modeling 2. All the following results are under this assumption, as well as the assumptions noted in Section 4.3. We now give the complexity of the hybrid approach of Section 4.2 on Modeling 2. The degree of regularity $d_{\mathrm{reg},(f, u)}$ is obtained as the index of the first non-positive coefficient in the series

$$
\begin{equation*}
\frac{(1+(\beta-1-u) \cdot z)^{f} \cdot(1+(\beta-1) \cdot z)^{h-f}}{(1+z)^{n-k}} \tag{21}
\end{equation*}
$$

As noted in Section 4.3, this series is divided by $(1-z)$, to derive an upper bound, $d_{\text {wit },(f, u)}$, on the witness degree. Finally, the analogue of Equation (11) is

$$
\mathcal{M}_{\leq d_{\mathrm{wit},(f, u)}^{(f)}}^{(f)}=\sum_{j=0}^{d_{\mathrm{wit},(f, u)}}\left[z^{j}\right]\left(\mathcal{H}_{\left(S^{\prime}, f, u\right)}(z)\right),
$$

where $\mathcal{H}_{\left(S^{\prime}, f, u\right)}(z):=(1+(\beta-1-u) \cdot z)^{f} \cdot(1+(\beta-1) \cdot z)^{h-f}$.
Proposition 7. The time complexity in $\mathbb{F}_{2}$ operations of the hybrid approach of Section 4.2 on Modeling 2 is estimated by

$$
\mathcal{O}\left(\min _{\substack{0 \leq f \leq h \\ 0 \leq u \leq \beta}}\left(\mathcal{P}_{(f, u)}^{-1} \cdot 3 \cdot n_{\mu,(f, u)} \cdot\left(\mathcal{M}_{\leq d_{\mathrm{wit},(f, u)}}^{(f, u)}\right)^{2}\right)\right) .
$$

## C Experiments

In this section, we present experiments that we have run on randomly generated instances of the RSD problem in order to check the validity of the assumptions from Section 3 and 4.

## C. 1 Hilbert series

We give the parameter sets as $(h, \beta, k, f, u)_{t}$, where $h, \beta$ and $k$ describe the RSD problem, where $f, u$ are the parameters for the hybrid approach of Section 4.2 and where $t$ is the number of times that we have repeated the experiment. For an affine ideal $I$, we compute the Hilbert series of the ideal $I^{(h)}$ associated with the homogeneous upper part of $I$. For some of the hybrid systems, we have also computed the Hilbert series of the homogenized ideal $I^{(y)}$ (see Section 2.1 for the difference between these two notions). The tests have been run using the computer algebra system Magma V2.27-1 and the built-in command HilbertSeries(•).

Experiments for Modeling 1. The systems we have tested for Modeling 1 are listed in Table 7 , where we also give the associated degree of regularity $d_{\text {reg }}$. In all tests, the experimentally found Hilbert series is equal to the Hilbert series of Equation (9), meaning, in particular, that Assumption 1 and 3 have been true in all our experiments. For most of the hybrid systems, we have also computed the Hilbert series of the homogenized ideals $I^{(y)}$ and given the associated degree of regularity $d_{\text {reg }}^{(y)}$. The Hilbert series in all of these tests have been equal to (the truncation of) those predicted by Equation (10).

| System | $d_{\text {reg }} \mid d_{\text {reg }}^{(y)}$ | System | $d_{\text {reg }}$ | $d_{\text {reg }}^{(y)}$ | System | $d_{\text {reg }}$ |  | $d_{\text {reg }}^{(y)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(5,6,15,0,0)_{5}$ | 3 | - | $(5,6,20,0,0)_{5}$ | 4 | - | $(5,8,20,0,0)_{5}$ | 3 | - |
| $(5,8,30,0,0)_{5}$ | 4 | - | $(7,7,30,0,0)_{5}$ | 4 | - | $(8,6,30,0,0)_{5}$ | 5 | - |
| $(10,4,25,0,0)_{5}$ | 6 | - | $(12,7,50,3,2)_{1}$ | 5 | - | $(7,8,30,2,3)_{10}$ | 3 | 3 |
| $(7,8,30,6,3)_{10}$ | 2 | 3 | $(10,7,40,5,2)_{10}$ | 4 | 4 | $(10,7,40,5,3)_{10}$ | 3 | 4 |

Table 7. Tested Hilbert Series from Hybrid Modeling 1 systems over $\mathbb{F}_{101}$.

Experiments for Modeling 2. Table 8 contains tests for Hilbert series on Modeling 2. The experimental Hilbert series of the plain cases $(f=u=0)$ are all described by our theory. While the majority of hybrid cases we have tested are accurately described by (21), we have been able to find a few discrepancy with the theoretical values. The systems marked by $\dagger$ both included a single case where the experimental Hilbert series deviated slightly from (21) in one of its terms. The system marked by $\ddagger$ was another type of outlier, where the quotient $A / I$ contained a few cubic elements in half of the tested cases. We note that for the system marked by $\ddagger$, the corresponding (untruncated) series (21) is exactly zero at term $z^{2}$. Thus the homogeneous Macaulay matrix of degree 2 will be a square matrix over $\mathbb{F}_{2}$ (after removing trivial syzygies), and the quotient $A / I$ will contain cubic terms whenever this matrix fails to be of full rank. For the other tested cases, the series have a negative coefficient at the term corresponding to the degree of regularity, indicating that the homogeneous Macaulay matrices will be rectangular. We believe that this difference explains the peculiar behaviour observed for case $\ddagger$. Finally, we have performed the same experiments as in Modeling 1 for the ideals $I^{(y)}$ and we obtained the same conclusive results regarding Equation (10).

## C. 2 Witness degree for plain systems

We have also tested the witness degree for (non-hybrid) systems of Modeling 1. In these tests, we have created the affine Macaulay matrix of degree 2 or 3 and then computed its rank to check if it has a unique solution. The witness degree in all these tests was the same as the value estimated by Equation (6) in Section 3.2. Details are given in Table 9, where the systems are denoted $(h, \beta, k)$.

| System | $d_{\text {reg }}$ | $d_{\text {reg }}^{(y)}$ | System | $d_{\text {reg }}$ | $d_{\text {reg }}^{(y)}$ | System | $d_{\text {reg }}$ | $d_{\text {reg }}^{(y)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(10,6,30,0,0)_{10}$ | 3 | - | $(10,6,30,3,3)_{10}$ | 2 | 2 | $(10,6,40,0,0)_{10}$ | 4 | - |
| $(10,6,40,6,2)_{10}^{\dagger}$ | 3 | - | $(14,7,50,0,0)_{10}$ | 4 | - | $(14,7,50,2,2)_{10}$ | 3 | 4 |
| $(14,7,50,10,2)_{10}$ | $2^{\ddagger}$ | 3 | $(15,6,70,10,3)_{10}^{\dagger}$ | 5 | - | $(20,6,70,5,3)_{10}$ | 4 | 4 |
| $(20,6,70,10,3)_{10}$ | 3 | 3 | $(15,6,60,2,1)_{1}$ | 5 | - | $(20,20,150,0,0)_{1}$ | 3 | - |
| $(20,20,150,15,4)_{10}$ | 2 | 3 | $(20,20,100,0,0)_{10}$ | 2 | - |  |  |  |

Table 8. Tested Hilbert Series from Hybrid Modeling 2 systems over $\mathbb{F}_{2}$.

| System | $d_{\text {wit }}$ | System | $d_{\text {wit }}$ | System | $d_{\text {wit }}$ | System | $d_{\text {wit }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(8,8,18)$ | 2 | $(4,12,21)$ | 2 | $(15,8,27)$ | 2 | $(12,7,20)$ | 2 |
| $(7,5,16)$ | 3 | $(8,4,13)$ | 3 | $(4,8,20)$ | 3 | $(8,5,18)$ | 3 |

Table 9. Witness degree for Modeling 1 systems over $\mathbb{F}_{101}$.

## D Proof of Proposition 6

Proof. The starting point is the Cauchy integral

$$
\mathcal{I}_{d}(n):=\frac{1}{2 i \pi} \int \underbrace{\frac{1}{z^{d+1}} \frac{(1+(\beta-1) \cdot z)^{h}}{(1+z)^{n-k}}}_{=e^{n \cdot f(z)}} d z,
$$

where we set $f(z):=-\frac{d+1}{n} \cdot \log (z)-(1-R) \cdot \log (1+z)+\rho \cdot \log \left(1+\left(\rho^{-1}-1\right) \cdot z\right)$.
We study the behaviour of this integral when $n$ grows. Using Cauchy's integral theorem, we can make the path of integration to meet the saddle points so that the integral concentrates in the neighborhood of these saddle points when $n$ tends to $+\infty$. These saddle points are solutions to the equation

$$
z f^{\prime}(z)=-\frac{d+1}{n}-(1-R) \cdot \frac{z}{1+z}+(1-\rho) \frac{z}{1+\left(\rho^{-1}-1\right) \cdot z}=0
$$

It may be be rewritten as a quadratic equation $P(z)=p_{2} \cdot z^{2}+p_{1} \cdot z+p_{0}=0$, where

$$
\begin{aligned}
p_{2} & :=(\rho-1) \cdot(d+1+(1-R-\rho) n), \\
p_{1} & :=\rho R n-n \rho^{2}-d-1, \\
p_{0} & :=-\rho \cdot(d+1) .
\end{aligned}
$$

Then, the standard argument is that $P$ must have a double root, i.e. the saddle points have to coalesce (otherwise the integral is exponential, see for example [7, p. 94], [3, A.1.] for details). Writing that the discriminant $\Delta(P)$ is equal to zero
yields a quadratic equation $A \cdot d^{2}+B \cdot d+C=0$, where
$A:=(2 \rho-1)^{2}$,
$B:=-4 R \rho^{2} n-4 \rho^{3} n+2 R \rho n+10 n \rho^{2}-4 \rho n+8 \rho^{2}-8 \rho+2$,
$C:=R^{2} \rho^{2} n^{2}+\rho^{4} n^{2}-2 R \rho^{3} n^{2}-4 R \rho^{2} n-4 \rho^{3} n+2 R \rho n+10 n \rho^{2}-4 n \rho+(2 \rho-1)^{2}$.
Solving for $d$ gives

$$
\begin{align*}
d & =\frac{-R \rho n-\rho^{2} n+2 n \rho-2 \rho+1 \pm \sqrt{\delta}}{1-2 \rho} \\
& =-1+\frac{\rho n( \pm 2 \sqrt{1-R} \sqrt{1-\rho}+2-\rho-R)}{1-2 \rho} \tag{22}
\end{align*}
$$

where $\sqrt{\delta}:=2 n \sqrt{R \rho^{3}-R \rho^{2}-\rho^{3}+\rho^{2}}=2 n \rho \sqrt{1-R} \sqrt{1-\rho}$. We want the smallest positive root which is given by the minus case of $\pm \sqrt{\delta}$, in the equation above. The end of the proof then consists in studying Equation (22) in the different regimes:

- For constant code rate $R$ and $\rho=o(1)$, we obtain

$$
-2 \sqrt{1-R} \sqrt{1-\rho}+2-\rho-R=(2-R)-2 \sqrt{1-R}+o(1)
$$

hence $d_{\text {reg }} \sim \kappa_{R} h$, where $\kappa_{R}:=(2-R)-2 \sqrt{1-R}>0$.

- For $R=o(1)$ and $\rho=o(1)$ we have

$$
\begin{aligned}
-2 \sqrt{1-R} \sqrt{1-\rho} & =-2\left(1-\frac{R}{2}-\frac{R^{2}}{8}+o\left(R^{2}\right)\right)\left(1-\frac{\rho}{2}-\frac{\rho^{2}}{8}+o\left(\rho^{2}\right)\right) \\
& =-2+R+\rho+\frac{R^{2}}{4}+\frac{\rho^{2}}{4}-\frac{R \rho}{2}+o(R \rho)
\end{aligned}
$$

hence $-2 \sqrt{1-R} \sqrt{1-\rho}+2-\rho-R=\frac{R^{2}}{4}+\frac{\rho^{2}}{4}-\frac{R \rho}{2}+o(R \rho)$. This gives us $d_{\mathrm{reg}}+1 \sim \frac{R^{2}}{4} h$ if $r=o(R)$ and $d_{\mathrm{reg}}+1 \sim \frac{R^{2}}{4}(1-\lambda)^{2} h$ if $\rho=\lambda R$ is linear in $R$ with $\lambda<1$.


[^0]:    ${ }^{4}$ "ISD is always the most efficient attack and has roughly the same cost when considering SD and RSD" [31, p. 49]

[^1]:    ${ }^{5}$ The statement in [8, Proposition 5] is only for $\mathbb{F}_{2}$, but we note that the same proof also works for the case of $\mathbb{F}_{q}$.

[^2]:    ${ }^{6}$ Even though the weight $h$ is slightly larger than the Gilbert-Varshamov distance, the regular structure is a much stronger requirement.

[^3]:    ${ }^{7}$ The field equations ensure that the ideal is radical, and the result follows from Hilbert's Nullstellensatz. In practice, the reliance on field equations can typically be eased for sufficiently overdetermined systems. Thus we will assume that this also holds for Modeling 1, even when the field equations are not explicitly included in $\mathcal{F}$.

[^4]:    ${ }^{8}$ There is no loss of generality: this can be seen as choosing a monomial ordering which favors the upper variables and then fixing somehow small variables.

