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Abstract. MIBS is a 32-round lightweight block cipher following a Feis-
tel structure with the block length of 64-bit and the key length of 64 or
80 bits. In this paper, the properties of the key scheduling algorithm are
investigated and lots of repeated bits among the different round keys are
found. Moreover, the optimal guessing order of the unknown key bits
is obtained by using the greedy algorithm. At last, combined with the
early abort technique, the differential cryptanalyses are improved to 15
rounds both of MIBS-64 and MIBS-80. For MIBS-64, the data complex-
ity is 259, and the time complexity is 246.2 encryptions. For MIBS-80, the
data complexity is 259, and the time complexity is 251.7 encryptions. The
key scheduling algorithm of MIBS is similar to some other lightweight
block ciphers, and we hope further similarities will help build better at-
tacks for them as well.

Keywords: Differential Cryptanalysis · Lightweight Block Cipher · Key
Scheduling Algorithm · Early Abort Technique · Greedy Algorithm.

1 Introduction

Nowadays, the Internet has been used in many areas, whereas endless security
issues appear, leading to the focus on cybersecurity. As a core technique in this
field, cryptography protects the security of data transmission on the Internet,
preventing eavesdropping and tampering.

Symmetric cryptography is normally considered a more mature approach,
compared with asymmetric cryptography, with the advantages of higher speed
and more efficiency but less computation complexity. Thus, it has been widely
used in many network protocols to solve related problems in this field.
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MIBS, proposed at the International Conference on Cryptology and Network
Security 2009 [1], is a famous lightweight block cipher in the family of symmetric
crypto-algorithms. The prospects of MIBS are broad due to not only the quick
implementation on both software and hardware platforms but also the scope of
its applications varies from advanced terminal to IoT devices.

Many cryptologists have performed the security analysis and evaluation of the
MIBS cipher since it was proposed, and numerous researchers have contributed to
this field. The first comprehensive analysis of MIBS was proposed by Bay et al.,
using sophisticated methods, such as differential analysis, linear analysis, and im-
possible differential analysis [2]. In the differential analysis of MIBS-64/80, they
performed a 14-round key recovery attack by using the correct plain-ciphertext
pairs to recommend partial key, the data complexity of this attack is 240 choices
of plaintext, and the computational complexity is about 237.2 (for MIBS-64) and
240 (for MIBS-80) encryptions. In 2017, Dai et al. proposed a 14-round differen-
tial analysis by guessing key bits to filter plain-ciphertext pairs and applied it to
the MIBS-64 cipher, with the data complexity of 259 selection plaintexts and the
computational complexity of 259 [3]. Yu, Pan and Li performed integral analyses
on MIBS-64 respectively, for 10 and 11 rounds [4–6]. There are also impossible
differential and some other cryptanalyses of reduced-round MIBS [7–10]. In 2021
Li et al. came up with quantum cryptanalysis of MIBS [11]. Among these anal-
ysis methods, differential analysis attacks more rounds of MIBS and is applied
most commonly. The 15 rounds of MIBS-64 was provided with the complexity of
260.7 times encryption [12]. Apart from these, with the development of AI tech-
nology, such as Ant Colony Optimization, genetic algorithm, etc., are utilized in
the field of cryptographic design and analysis [13, 14]. In ASIACRYPT 2017, I.
Nikoli’ c used simulated annealing and genetic algorithms to optimize the com-
ponents of SKINNY and finally got good results [15]. For example, by using a
greedy algorithm, the searching technique for an active S-box can be improved,
resulting in a reformed design of the crypto algorithm component [16], as well
as the optimization of crypto algorithm circuit implementation, especially the
circuit implementation of S-box [17]. The greedy algorithm was also applied to
construct an automated searching tool to improve the cryptanalysis [18–22].

Our Contributions. By comparing various analysis methods and analyzing
the key-schedule characteristics, we propose a methodology based on the early
abort technique and greedy algorithm in this paper; the differential analysis of
MIBS-64 and MIBS-80 can be improved to 15 rounds.

1. The 15-round differential analysis of the MIBS cipher is constructed based
on the characteristic of the 12-round distinguisher.

2. Many repeated key bits among the 1st, 14th, and 15th rounds are found out.
We use this key-schedule feature to figure out the optimal order of related
key nibbles by using a greedy algorithm.

3. The key nibbles are guessed by performing an early abort technique to give
up the wrong plain-ciphertext pairs in advance.

4. The differential cryptanalyses of MIBS are improved and the complexities
are greatly reduced. For MIBS-64, the data complexity is 259, and the time



complexity is 246.2 15-round encryptions. For MIBS-80, the data complexity
is 259, and the time complexity is 251.7 encryptions.

The organization of this paper is as follows. The second part is preliminary
knowledge, which briefly introduces the MIBS cipher and the notations to be
used in this article. The third part describes MIBS’s 12-round differential char-
acteristics, key-schedule properties, and the improved early abort technique. The
fourth part contains the 15-round key recovery attack and complexity analysis
of MIBS-64. The fifth part gives the results of a 15-round differential analysis
for MIBS-80, and the sixth part is the conclusion.

2 Preliminaries

2.1 A Brief Description of MIBS

Cybersecurity issues through the Internet have attracted attention in recent
years. As a core technique in the field of information security, symmetric cryptog-
raphy develops more maturely compared with asymmetric cryptography, which
has advantages on the publicity as well.

The structure of MIBS is Feistel. Its block length is 64 bits, and the optional
key lengths are 64 and 80 bits, which are marked as MIBS-64 and MIBS-80,
respectively. The number of iteration rounds is 32. All operations in MIBS are
based on nibbles, i.e., 4 bits. The round function of MIBS is SPN structure,
including XOR subkey, S-box (nibble) layer, and linear permutation. The linear
permutation is composed of the linear transformation and the nibble transposi-
tion, the branch number of which is 5.

The encryption structure and round function structure of the MIBS cipher
are shown in Fig. 1 and Fig. 2.

Fig. 1: One round encryption structure of MIBS.
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Fig. 2: Round function F of MIBS.

be the output which can be described as

y
′

1 = y1 ⊕ y2 ⊕ y4 ⊕ y5 ⊕ y7 ⊕ y8; y
′

5 = y1 ⊕ y3 ⊕ y4 ⊕ y5 ⊕ y8
y

′

2 = y2 ⊕ y3 ⊕ y4 ⊕ y5 ⊕ y6 ⊕ y7; y
′

6 = y1 ⊕ y2 ⊕ y4 ⊕ y5 ⊕ y6
y

′

3 = y1 ⊕ y2 ⊕ y3 ⊕ y5 ⊕ y6 ⊕ y8; y
′

7 = y1 ⊕ y2 ⊕ y3 ⊕ y6 ⊕ y7
y

′

4 = y2 ⊕ y3 ⊕ y4 ⊕ y7 ⊕ y8; y
′

8 = y1 ⊕ y3 ⊕ y4 ⊕ y6 ⊕ y7 ⊕ y8

The inverse of permutation P described as P−1 is also used in our attack. Let
(y8, y7, y6, y5, y4, y3, y2, y1) be the output of the permutation P and (y

′

8, y
′
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′

6, y
′

5,
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′
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1) is the input which can be described as

y
′

1 = y2 ⊕ y4 ⊕ y6 ⊕ y7 ⊕ y8; y
′

5 = y2 ⊕ y3 ⊕ y4 ⊕ y5 ⊕ y7 ⊕ y8
y

′

2 = y1 ⊕ y4 ⊕ y5 ⊕ y7 ⊕ y8; y
′

6 = y1 ⊕ y2 ⊕ y4 ⊕ y5 ⊕ y6 ⊕ y8
y

′

3 = y1 ⊕ y3 ⊕ y4 ⊕ y5 ⊕ y6; y
′

7 = y1 ⊕ y3 ⊕ y5 ⊕ y6 ⊕ y7 ⊕ y8
y

′

4 = y2 ⊕ y3 ⊕ y5 ⊕ y6 ⊕ y7; y
′

8 = y1 ⊕ y2 ⊕ y3 ⊕ y4 ⊕ y6 ⊕ y7

The key scheduling algorithm of MIBS adopts the same design principle as the
key scheduling algorithm of the PRESENT cipher. In the key scheduling al-
gorithm of MIBS-64, round keys Kr are generated by the 64 bits master key
K : (k63, k62, · · · , k0), where 0 ≤ r ≤ 31. If the key state of the r-th round is
expressed as stater, the round function of the key scheduling algorithm can be
expressed as follows.

state0 = user − key
stater = stater ≫ 15
stater = Sbox(stater[63:60]) ∥ stater[59:0]
stater = stater[63:16] ∥ stater[15:11] ⊕Round− Counter ∥ stater[10:0]
Kr = stater[63:32]



For MIBS-80, the master key is 80 bits, and the key scheduling algorithm can
be expressed as follows.

state0 = user − key
stater = stater ≫ 19
stater = Sbox(stater[79:76]) ∥ Sbox(stater[75:72]) ∥ stater[71:0]
stater = stater[79:19] ∥ stater[18:14] ⊕Round− Counter ∥ stater[13:0]
Kr = stater[79:48]

where ≫ means bitwise right-rotation, [i, j] indicates a sequence of bit positions
from the i-th bit to the j-th bit, and ∥ means string concatenation. The S-box
used in the round function is the same as the S-box used in function F . Finally,
the left 32 bits of the r-th round stater will be used as the r-th round key Kr.

2.2 Notations

The plaintext is denoted as (X1, X0), where Xi = (xi,8, xi,7, · · · , xi,1) . i =
0, 1, · · · , r − 1. The meanings of other notations appearing in this article are as
follows:

Yr: the output of the S-boxes in the r-th round,
Zr: the output of the linear layer P in the r-th round,
Kr: the key used in the r-th round,
Kr,i: the i-th nibble of Kr,
yr,i: the i-th nibble of Yr, which is Yr = (yr,8, yr,7, yr,6, yr,5, yr,4, yr,3, yr,2, yr,1),
zr,i: the i-th nibble of Zr, which is Zr = (zr,8, zr,7, zr,6, zr,5, zr,4, zr,3, zr,2, zr,1).

3 Differential Characteristics and Key Scheduling
Properties

In this section, we will first introduce the 12-round differential characteristics of
MIBS, then add 1 round forward and 2 rounds backward to get the position of
the active S-boxes of the 1st, 14th, and 15th rounds. According to the keys used
at these corresponding positions, we will introduce the relationship between the
round keys of MIBS-64 and MIBS-80 in detail, respectively.

3.1 12-Round Differential Characteristics of MIBS

According to the differential distribution table of the S-box in MIBS, as shown
in the Appendix, when the input differential is 5, the probability of the output
differential being E is the largest, which is 2−2. The input differential is E, and
the probability of the output differential being 5 is also 2−2. According to this
feature, we can search for four 12-round differential characteristics with the least
active S-boxes, and the probabilities are all 2−56:

(EE0E0EEE, 05500505) → (EE0E0EEE, 05000000)
(55050555, 0EE00E0E) → (55050555, 0E000000)
(0E000000, 55050555) → (0EE00E0E, 55050555)
(05000000, EE0E0EEE) → (05500505, EE0E0EEE)



Take the first differential characteristic as an example. The input differential
value of each round is shown in Table 1.

Table 1: 12-round differential characteristic of MIBS.

Round i ∆Li−1 ∆Ri−1 Number of active S-boxes Probability

1 EE0E0EEE 05500505 6 2−12

2 05000000 EE0E0EEE 1 2−2

3 000EEE00 05000000 3 2−6

4 00050050 000EEE00 2 2−4

5 0E000E00 00050050 2 2−4

6 00000555 0E000E00 3 2−6

7 00000000 00000555 0 1
8 00000555 00000000 3 2−6

9 0E000E00 00000555 2 2−4

10 00050050 0E000E00 2 2−4

11 000EEE00 00050050 3 2−6

12 05000000 000EEE00 1 2−2

13 EE0E0EEE 05000000 - −

The differential characteristic contains 28 active S-boxes. The input → output
differential of each active S-box is 5→E or E→5, and the probability is 2−2. It
is easy to calculate that the probability of the differential characteristic is 2−56.

3.2 The Key Properties of MIBS

According to the MIBS-64 key scheduling algorithm, the keys of the 1st round,
14th round and 15th round are partially duplicated or equivalent. This article
mainly uses the following key scheduling properties.

Property 1 According to the MIBS-64 key scheduling algorithm, there are 17-
bit repetitions between the adjacent round keys, 14-bit repetitions or equivalent
(They can be obtained by querying the S-box) for the 1st round, and 15th round
keys, and 29-bit repetitions for the 1st round and 14th round keys.

Property 2 For the MIBS-64 cipher, based on the 12-round differential charac-
teristic, a 15-round differential characteristic can be obtained by adding 1 round
forward and 2 rounds backward. In the first round, there are 4 active S-boxes,
and 16 bits key needed to be guessed, which are reused in the 15th round with
8 bits and in the 14th round with 9 bits.

As shown in Fig. 4, for MIBS-64, K[59:52] in the 1st round are repeatedly
needed in the 15th round, and K[54:52], K[59] , K[43:40], K[35] are needed repeat-
edly in the 14th round. K[2:60] and K[51] of the 15th round key are repeatedly
needed in the 14th round. The active nibbles in the 1st, 14th, and 15th rounds



Fig. 3: 15-round Differential Attack on MIBS.

involve a 72-bit key, of which 25 bits are repeated. In fact, there are only 47 bits
needed to be guessed.

MIBS-80 key scheduling has the following properties, just as MIBS-64.

Property 3 According to the MIBS-80 key scheduling algorithm, there are 13 bits
of repetition between adjacent rounds of keys, 25 bits of repetition or equivalent
(They can be obtained by querying the S-box.) for the 1st and 14th rounds of
keys, and 6-bit repetitions between the 1st round and the 15th round of keys.

Property 4 For the MIBS-80 cipher, based on the 12-round differential charac-
teristic, 15-round one can be obtained by adding 1 round forward and 2 rounds
backward. In the first round, 4 S-boxes are active, and 16 bits key needed to be
guessed, which are reused in the 15th round with 2 bits and in the 14th round
with 8 bits.

As shown in Fig. 5, for MIBS-80, K[75:74] in the 1st round are repeatedly
needed in the 15th round, and K[74:71] and K[59:56] are needed repeatedly in
the 14th round. K[6:79] of the 15th round keys are repeatedly needed in the
14th round. The active nibbles in the 1st, 14th, and 15th rounds involve a 72-bit
key, of which 18 bits are repeated. In fact, there are only 54 bits needed to be
guessed.



Fig. 4: The key bits guessed for 15 rounds MIBS-64.

Fig. 5: The key bits guessed for 15 rounds MIBS-80.

3.3 The Early Abort Technique and The Optimized Algorithm

The main idea behind the extension of the attack is based on the early abort
technique [23]. We guess smaller portions of subkeys and discard all the disqual-
ified texts earlier than usual.

In order to use the early abort technique more effectively, we use the BP
algorithm proposed by Boyar and Matthews in [13] to sort the keys that need
to be guessed in the key recovery stage so that the step-by-step calculation
complexity is minimized, which is known as a greedy algorithm. The idea of
applying this algorithm in this article is to use the key bits guessed in the previous
step as much as possible in the key needed in this step.

We give the set X that includes the nibbles in K1 need to be guessed:
X = {1, 3, 6, 7}, and the set Y that includes the nibbles in K14 need to be
guessed: Y = {1, 2, 3, 5, 7, 8}. Then the other set P is also needed, because we
can guess K14,k if and only if all K15,js of Pk(the subset of P ) are known.

P = {{1, 2, 4, 5, 7, 8} , {2, 3, 4, 5, 6, 7} , {1, 2, 3, 5, 6, 8} , {2, 3, 4, 7, 8} ,
{1, 3, 4, 5, 8} , {1, 2, 4, 5, 6} , {1, 2, 3, 6, 7} , {1, 3, 4, 6, 7, 8}}

For example, only when K15,1,K15,2,K15,3,K15,5,K15,6,K15,8 are all known,
then X14,3 will be obtain and we can guess the K14,3.



Algorithm 1 Determining key guessing order with greedy algorithms

Input: K1,K14,K15, P,X, Y
Output: D, format(Ki,j , t)
1: for i ∈ X do
2: for j ∈ [1, 8] do
3: t =|K1,i ∩K15,j | //The number of elements in the intersection;
4: e =|Max (|K1,k ∩K15,j |)|, k ∈ X\ {i} ; //The maximum number of remaining

intersection elements.
5: T ← (t, e,K1,i,K15,j , i, j) ; //Add element (t, e,K1,i,K15,j , i, j) to list T .
6: end for
7: end for
8: T ← DeSortByt(T ) ; //Descending Sort by t.
9: for t ∈ [4, 3, 2, 1] do
10: T.t← DeSortBye (T.t) ; //Descending Sort by e.
11: end for
12: c = 1; k = 1;
13: while (k ≤|T |) do
14: Dc = (Tk,3, Tk,1); //Assign element (Tk,3, Tk,1) to Dc.
15: Dc+1 = (Tk,4, 4− e); //Assign element (Tk,4, 4− e) to Dc+1.
16: R← Tk,6 ; //Add element Tk,6 to list R.
17: c = c+ 2; k = k + 1;
18: end while
19: for k ∈ Y do
20: l∗ = Min (|Pl ∩R|) , l ∈ Y ; //The minimum number of intersection elements.
21: for j ∈ Pl∗\ (Pl∗ ∩R) do
22: Dc = (K15,j , 4); //Assign element (K15,j , 4) to Dc.
23: R← j; c = c+ 1;
24: end for
25: Dc = (K14,k, r); //r is the number of remaining unguessed bits in the nibble.
26: c = c+ 1;
27: end for
28: Dc = (K1,i, r); //Guess the remaining bits in K1.



First, according to the repeated bits ofK1,i andK15,j that need to be guessed
we optimal the order of them. Then, based on the diffusion layer of P and the
K15,j that we know in the set of R, we determine the K14,k as the target key
nibble, and guess the K15,j (For j ∈ Pl∗\ (Pl∗ ∩R)) until we can guess K14,k. At
last, we guess all K14,k and K1,i, and put out the format (Ki,j , t).

For each guess of a key nibble, 2−3 ciphertext pairs can be filtered out by using
the early abort technique, so as to optimize the computational complexity. For
example, if there are t pairs, in the 1st step, we guess 4 bits K1,7(=K[59:56]); in
the 2nd step, we guess K15,2 (only two bits K[55:54] need to be guessed) instead
of K1,6. This is because the two bits K[55:54] will not be guessed for K1,6 in the
next step. In the 1st-3rd steps, we guess 8 bits of the key in total to satisfy a
9-bit condition. The time complexity is t × 24 + t × 2−3 × 22 × 24 + t× 2−3×3 ×
22×22×24 ≈ t×24.8 instead of t×28, which is counted without the early abort
technique.

4 Differential Analysis of 15-round MIBS-64

4.1 Plaintext Structure

In the key recovery attack of the 15-round MIBS-64 cipher, based on the 12-
round differential characteristics in Section 3.1, we proposed the 15-round MIBS
cipher as shown in Fig. 3. One round is added in front of the original rounds, and
two rounds are added in the end. The intermediate rounds (round 2 to round 13)
are recognized as the 12-round differential characteristic. In the following part,
we will illustrate the way to recover the key bits corresponding to the active
S-box positions in the 1st, 14th and 15th rounds.

In the 1st round, there are 4 active S-boxes. After the S-box substitution, 4
nibbles remain differential non-zero exactly. Thus, the differential of the input
plaintext pair, only in these positions, needs to be non-zero. In other word, the
input plaintext differential, which satisfies the form [(05500505), P (0∗∗00∗0∗)+
(EE0E0EEE)], can be considered a plaintext structure.

The plaintext structure is defined as (X,X ′):

X = [C,P (cxycczcw)⊕ C] , X ′ = [C ⊕ T1, P (cxycczcw)⊕ C ⊕ T2]

where T1 = 05500505, T2 = EE0E0EEE, C and c are constants, and x, y, z, w
are arbitrary.

We can figure out the differential of plaintext pair

∆P = X ⊕X ′ = [05500505, P (0 ∗ ∗00 ∗ 0∗)⊕ EE0E0EEE]

where the symbol * means it can be selected arbitrarily. A total of 216 plaintexts
constitute 231 plaintext pairs.



4.2 15-Round Differential Attack to MIBS-64

The 2m selected structures lead to less than 2m+16 plaintexts in total. Thus,
2m+31 pairs of ciphertexts will be obtained after 15 rounds of encryption. The
attack procedure is presented in this part.

Step 1. Construct plaintext pairs and obtain the corresponding
ciphertext pairs.

Take 2m+16 plaintexts to construct 2m+31 pairs of (X,X ′) which satisfy
X ⊕ X ′ = [05500505, P (0 ∗ ∗00 ∗ 0∗) ⊕ EE0E0EEE], and obtain their cor-
responding ciphertexts (Y, Y ′). Next, we filter out the wrong pairs. The differ-
ential of the remained differential of ciphertext pairs should satisfy ∆X15 =
P (∗ ∗ 0 ∗ 0 ∗ ∗∗) ⊕ (05000000). And we can know that one non-zero input dif-
ferential corresponds to seven non-zero output differentials which is about one
half of 16 by looking up the differential distribution table of S-box. In this way,
each S-box can filter 2−1 pairs, 2−8 and 2−6 pairs will be filtered according to
the non-zero differentials of ∆X15 → ∆Y15 and ∆X14 → ∆Y14 . According to
4 active S-boxes of ∆X1 → ∆Y1 , another 2−4 pairs will be filtered. Moreover,
there are 2 non-active S-boxes of ∆X14 → ∆Y14 , so another 2−8 pairs will be
filtered. Therefore, only 2m+31−8−6−4−8 = 2m+5 pairs are left.

Step 2. Guess key bits of K1, K15, and K14 until finding out the
right pairs which satisfy the 12-round differential path.

For the remaining 2m+5 pairs, we use the early abort technique to guess key
bits after the 1st step, filtering out unsatisfied pairs in advance at each sub-step.
There are 47 key bits that need to be guessed in total: the overlap between 1st
round key and 15th round key is 8 bits, the overlap between 1st round key and
14th round key is 9 bits, and the overlap between 15th round key and the 14th
round key is 12 bits. These key bits involve 18 nibbles and need to be guessed in
18 substeps. According to Algorithm 1 we get the optimal order of the guessed
keys just as shown in Table 2.

In the substep1, four bitsK1,7 are guessed, and three bits are filtered out, then
2m+2 pairs remain; in the substep2, two bits K15,2 are guessed, and three bits
are filtered out, then 2m−1 pairs remain; · · · By similar analysis, after guessing
key bits and filtering out wrong pairs according to the order shown in Table 2,
2m−49 pairs remain after the substep18.

Step3. Get the correct key bits.

We count each guessed key in the remaining pairs, and the key that appears
most frequently is the correct key. At last, 47 key bits will be obtained in total,
and the remaining 64 – 47 = 17 bits can be obtained by brute force.

An important criterion of the differential analysis is the proportion of the
probability of the right key being suggested by a right pair to the probability of a
random key being suggested by a random pair with the given initial differential.
This proportion is defined as the “signal-to-noise ratio”. Biham and Shamir
choose an appropriate value of m to make the differential analysis succeed with
high probability [24].



Table 2: Key guessing order and the corresponding complexity of MIBS-64.

Substep Key nibble Number of key guessing bits
Complexity

Exponent increase Exponent

substep1 K1,7 4 4 4
substep2 K15,2 2 -1 3
substep3 K1,6 2 -1 2
substep4 K15,3 2 -1 1
substep5 K15,1 2 -1 0
substep6 K15,6 4 1 1
substep7 K15,7 4 1 2
substep8 K14,7 1 -2 0
substep9 K15,4 3 0 0
substep10 K15,5 4 1 1
substep11 K14,2 4 1 2
substep12 K1,3 1 -2 0
substep13 K15,8 4 1 1
substep14 K14,5 0 -3 -
substep15 K14,8 0 -3 -
substep16 K14,3 3 0 -3
substep17 K14,1 3 0 -3
substep18 K1,1 4 1 -4

The signal-to-noise ratio can be computed according to the following formula:

SNR =
p

α · β/2k

where k is the number of guessed key bits, p is the probability of the differential
characteristic, α is the average number of keys suggested by a counted pair, and
β is the ratio of the counted pairs to all pairs (both counted and discarded).

In the analysis above, we have guessed 47 subkey bits, and we assume the
probability of the differential characteristic is 2−56. For every test in Step 2, we
guess 247 possible keys, and a counted pair needs to satisfy the 54-bit condition,
thus α = 2−7. In Step 1, a 26-bit condition is used to discard the pairs, thus
β = 2−26. Therefore, the signal-to-noise ratio of this attack is 247×2−56/2−33 =
224. According to the statement of Biham and Shamir, about 3∼4 right pairs
are needed to perform a successful differential analysis when S/N = 224.

Therefore, we choose m=43, the expectation of the remaining ciphertext pairs
is about 243+31−16−56 = 4 for the right key guessing, and the expectation of the
remaining ciphertext pairs is about 243−49 = 2−6 for a wrong key guessing.

4.3 Complexity Analysis

The data complexity of the attack is 259 plaintexts; the first step needs to deal
with the plaintext listed in a hash table. Otherwise, it will exceed the storage



required for the brute force attack. The second step needs to query the S-box
for 2m+10 times, which is calculated as follows.

2m+5×24+2m+5−3×22×24+2m+5−3−3×22×22×24+· · ·+2m+5−3×17×247 < 2m+10

If we choose m = 43, then the search time will not exceed 253/(8 × 15) ≈ 246.1

encryption operations of 15 rounds. The remaining 17-bit brute-force searching
needs less than 217 encryptions, so the overall time complexity does not exceed
246.2 encryptions of 15 rounds.

5 Differential Cryptanalysis of 15-round MIBS-80

The selected plaintext structure in the attack process is similar to MIBS-64. The
main difference is the order of key bits guessed in the second step. The complexity
index is affected by the order of the guessing key which can be optimized through
greedy search.

Table 3: Key guessing order and the corresponding complexity of MIBS-80.

Substep Key nibble Number of key guessing bits
Complexity

Exponent increase Exponent

substep1 K1,7 4 4 4
substep2 K15,1 2 -1 3
substep3 K15,3 4 1 4
substep4 K15,4 4 1 5
substep5 K15,5 4 1 6
substep6 K15,8 4 1 7
substep7 K14,5 1 -2 5
substep8 K1,6 3 0 0
substep9 K15,6 4 1 6
substep10 K15,2 4 1 7
substep11 K14,3 4 1 8
substep12 K15,7 4 1 9
substep13 K14,7 0 -3 -
substep14 K14,8 0 -3 -
substep15 K14,1 4 1 4
substep16 K1,3 1 -2 2
substep17 K14,2 3 0 2
substep18 K1,1 4 1 3

As shown in Table 3, in the substep1, four bits K1,7 are guessed, and three
bits are filtered out, then 2m+2 pairs remain; in the substep2, two bits K15,1 are
guessed, and three bits are filtered out, then 2m−1 pairs remain; · · · By similar
analysis, after guessing key bits and filtering out wrong pairs according to the
order in the table, there are 2m−49 pairs remaining after the substep18.



We choose m = 43, then there are 243+31−16−56 = 4 pairs remained for the
right key guessed, and 2−6 pairs remained for the wrong key on average. The
whole attack requires a data complexity of 259 plaintexts, and the second step
requires querying S-box for

2m+5×24+2m+5−3×22×24+2m+5−3−3×22×24×24+· · ·+2m+5−3×17×254 < 2m+15.5

times. The time complexity will not exceed 258.5/(8 × 15) ≈ 251.6 times of 15-
round encryption operations. The calculation amount of the remaining 80-54=26
bits exhaustive search is 226, so the main time complexity does not exceed 251.7

encryptions of 15 rounds.

6 Conclusions

In this paper, we propose a 15-round differential analysis of the MIBS-64/80
cipher derived from the original 12-round distinguisher with additional rounds,
more specifically, 1 round forward and 2 rounds backward. Then we carry out a
key recovery attack based on the feature of the key schedule algorithm. We use
two methods to reduce time complexity. One is the early abort technique, and
the other is the greedy algorithm, by which we optimize the guess key sequence
to improve efficiency. For MIBS-64, the data complexity is 259, and the time
complexity is 246.2 encryptions. For MIBS-80, the data complexity is 259, and
the time complexity is 251.7 encryptions. The comparison of our results and the
previous differential cryptanalysis results is shown in Table 4.

Table 4: The comparison of differential cryptanalysis results.

Cipher Rounds Data Time Reference

MIBS-64 14 240 237.2 [2]
MIBS-80 14 240 240 [2]
MIBS-64 14 259 259 [3]
MIBS-64 15 258 260.7 [12]
MIBS-64 15 259 246.2 This Paper
MIBS-80 15 259 251.7 This Paper

The key scheduling algorithm of MIBS is similar to other lightweight block
ciphers, and we hope this feature will help us do further research about attacks
for analogous encryption algorithms. Moreover, we also aim to set up the key
schedule criteria, as well as better evaluation principles to design secure sym-
metric encryption algorithms.
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Appendix

The differential distribution table of MIBS S-box

In\Out 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 2 0 0 2 2 2 0 4 2 0 2 0
2 0 2 0 2 0 0 0 4 0 0 2 2 2 0 0 2
3 0 0 2 0 0 2 2 2 0 0 0 2 4 2 0 0
4 0 0 0 2 0 2 2 2 2 4 0 0 0 0 0 2
5 0 0 2 2 2 0 0 2 0 0 0 0 0 2 4 2
6 0 0 2 0 0 2 0 0 4 0 2 0 2 0 2 2
7 0 2 2 2 4 2 0 0 0 2 0 0 2 0 0 0
8 0 0 0 0 2 0 2 0 0 2 2 0 2 2 0 4
9 0 4 0 0 2 2 0 0 2 0 0 2 0 2 0 2
10 0 2 0 4 0 0 2 0 2 0 0 0 2 2 2 0
11 0 0 2 2 2 0 2 0 2 0 4 2 0 0 0 0
12 0 2 2 0 0 0 4 0 0 2 0 2 0 0 2 2
13 0 2 4 0 0 0 0 2 2 2 2 0 0 2 0 0
14 0 2 0 0 2 4 2 2 0 0 2 0 0 0 2 0
15 0 0 0 2 0 2 0 0 0 2 2 2 0 4 2 0
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